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Abstract—This paper presents a fault location protection 

scheme in a power distribution system. The paper amplifies the 

importance of condition monitoring in power systems for 

reliability enhancement of the network. In this paper, a hybrid 

protection fault locating scheme based on wavelet packet 

transform (WPT) and support vector regression (SVR) is 

proposed. The proposed scheme uses the WPT to extract statistical 

features of the fault and subsequently, the SVR technique is 

employed to estimate the location of the fault. Furthermore, the 

proposed WPT-SVR scheme is tested using ½ cycles for signal 

analysis. An Eskom 132 kV power system line is modelled using 

the Digsilent platform. Thereafter, various types of fault cases are 

investigated from the modelled network. The fault classification 

scheme is tested using a machine learning platform WEKA. The 

results obtained show that the different impedance variations do 

not affect the efficiency of the scheme.  

Keywords—Fault location, Power system, Support vector 

regression, Wavelet packet transform 

I. INTRODUCTION  

The design topology of overhead power distribution lines is 
venerable to external interference from elements such as 
weather conditions and foreign objects. These interferences 
result is a fault within the system and thus interrupting the 
supply of power. The loss of power has detrimental effects on 
the loads depending on the reliability and availability of power 
supply. It is thus imperative to build control monitoring 
protection schemes to minimize the impact of the fault. 
Traditionally the fault location schemes play a significant role is 
estimating the position of the fault, resulting in a reduced 
repairing duration and network recovery [1, 2]. The general 
application of using a fault locating scheme is to calculate the 
distance between the nearest source terminal and the fault 
position. The objective of the scheme is to estimate the fault 
location with minimum errors. Although different distribution 
topology exists in real world application such as single and 
multiple terminals, the mathematical application of the scheme 
must be viable. The different network topology and its impact 
on the locating scheme is discussed in  [3, 4, 5].  

Different techniques have been used to find an efficient 
methodology for fault location. These techniques include the 
impedance-based method, travelling waves method and recently 

the intelligent based method. The impedance-based method uses 
both the voltage and current measurement to determine the fault 
position by calculating the fault impedance [6, 7]. The travelling 
waves methods usually uses either the current or voltage 
measurement to determine the fault position in the power system 
[8, 9]. Also, the intelligent fault location method either uses the 
current or voltage magnitude as input to the decision matrix of 
the scheme [10, 11]. Although the travelling waves technique 
has good advantages over the impedance-based method, the 
application has some complexity with the sampling rate and 
computational burden. Hence there has been great acceleration 
in using intelligent methods to solve several power system 
problems.  

The general architectural design of an intelligent fault 
location scheme consists of a pre-processing and feature 
extraction segments. The pre-processing segment is achieved by 
taking measurements at the source terminals of the distribution 
line. For efficient fault location, the feature extraction segment 
is used to minimize the data spectrum and improve the 
computational duration. A technique based on discreet Fourie 
transform (DFT) for feature extraction and radial basis neural 
network (RBNN) for fault estimation was proposed in [12]. In 
[13], a hyperbolic S-transform was used to extract the energy 
and standard deviation features which were subsequently used 
to train the RBNN for fault estimation. An intelligent method 
based on random forest and shuffled frog leap algorithm was 
proposed to estimate the fault position [14]. A technique based 
on discrete wavelet transform (DWT) and artificial neural 
network (ANN) was proposed [15]. The technique utilized the 
DWT to decompose the fault signal and extract features and the 
ANN was used to estimate the position of the fault along the 
transmission line. The fault location phenomenon can never be 
over emphasized to maintain system reliability. In this paper, a 
hybrid technique for fault estimation is proposed. The technique 
comprises of a feature extraction technique based on WPT and 
SVR is utilized to estimate the position of the fault along the 
distribution line. The remaining section of this paper is 
organized as follow. In section II, the signal processing and 
feature extraction techniques using WPT is discussed, section III 
discusses the fault location scheme using SVR technique. In 
section IV, the proposed fault location scheme is discussed, the 
power distribution simulation study is presented in section V, 
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the results are presented on section VI and lastly a conclusion is 
drawn in section VII.  

II. SIGNAL DECOMPOSITION AND FEATURE EXTRACTION  

A. Wavelet packet transform 

Signal processing tools have been widely used to solve 
power system problems. The DWT and WPT signal processing 
tool has gained much interest and has been applied in various 
fields such as data compression, signal tracking and feature 
extraction. However, in WPT the filtering processing segments 
are more than that of the DWT, resulting in more data even for 
small signal analysis. In Fig. 1. The WPT decomposition tree is 
depicted. The process begins with a signal going through both 
the low pass filter ℎ(𝑘) and high pass filter 𝑔(𝑘), corresponding 
to the approximation and detail functions [16]. The coefficients 
of the sub-bands signal are further decomposed recursively by a 
factor of 2n. At each level of decomposition, the approximation 
and detail function are further sub-divided into new detail and 
approximation coefficients.  

 

 

Fig. 1: Wavelet packet transform decomposition tree 

The mathematical definition of the recursive functions using 
the ℎ(𝑘) and 𝑔(𝑘) filters can be expressed as: 

                 𝑊2𝑛(𝑥) = √2 ∑ ℎ(𝑘)𝑊𝑛

2𝑁−1

𝑘=0

(2𝑥 − 𝑘)                       (1) 

                𝑊2𝑛+1(𝑥) = √2 ∑ 𝑔(𝑘)𝑊𝑛

2𝑁−1

𝑘=0

(2𝑥 − 𝑘)                   (2) 

Where, the scaling and wavelet functions are represented by 
𝑊0 = 𝜙(𝑥) and 𝑊1 = 𝜓(𝑥) respectively. Subsequently, the 
WPT function can be mathematically computed as:  

             𝑊𝑗,𝑛,𝑘(𝑥) = 2𝑗/2𝑊𝑛(2−𝑗𝑥 − 𝑘)                                    (3) 

When a fault occurs in a power system, a significant amount 
of data is generated. However, within the whole data spectrum 
there is an abundance of redundant data. The redundant data may 
impact the fault location scheme efficiency. In order to mitigate 
the impact of redundant data, a feature extraction technique is 
employed. Feature extraction is defined as a process of electing 
significant data matrix from the whole data spectrum without 
compromising the integrity of the signal spectrum [17]. In this 
paper, the signal energy and entropy features are obtained and 
subsequently used to train and test the fault location scheme. The 
energy (𝐸) of the signal is mathematically defined as: 

                 𝐸(𝑡1, 𝑡2) = ∫ (|𝑦(𝑡)|)2 𝑑𝑡                                       (4)
𝑡2

𝑡1

 

Where, 𝑦(𝑡) is the measured signal, the time intervals 
(𝑡1, 𝑡2) represents the signal range. Generally, when a fault 
occurs the fault signal is usually greater than the normal current 
signal. Furthermore, the entropy of the signal measures the 
anticipated extent of the data given by categorizing the effect of 
the output variables. Thus, computing (𝐸) = 0, the entropy 
(𝐸𝑁) of the signal 𝑦(𝑡) is defined as: 

                     𝐸𝑁(𝑦) = ∑ 𝐸𝑁(𝑦𝑖)

𝑖

                                               (5) 

where, (𝑦𝑖) is the decomposed coefficient of 𝑦(𝑡). 
Consequently, the entropy of the fault current signal is greater 
that the entropy of the normal current signal. In this paper, a total 
set of 24 features calculated as: 

                                  𝑓 =  𝑆𝑓 × 𝑊𝑃𝑇𝑐                                            (6) 

Where, 𝑆𝑓 = 2 is the statistical feature, 𝑊𝑃𝑇𝑐 = 12 is the 

wavelet coefficients at the 3rd level of decomposition.  

III. SUPPORT VECTOR REGRESSION 

Support vector machines (SVMs) have been widely used to 
solve both classification and regression problems in power 
systems. For distinctive reasons, in the application of SVMs for 
fault location a regression scheme using a loss function is 
applied. Support vector regression (SVR) uses structural 
minimization principles to estimate the output value based on 
the input value. Consequently, the risk of over-fitting is 
nullified when using SVR compared to neural network.  

Assuming a training data set given by (𝑥1, 𝑦1), (𝑥2, 𝑦2), ⋯ 
(𝑥𝑖 , 𝑦𝑖)𝑥𝑖  𝜖𝑅𝑛, 𝑥𝑖 indicates the input variable and 𝑦𝑖  indicates 
the targeted output. The non-linearity of the SVR is obtained by 
mapping the data into a high dimensional space. The mapping 
𝜑 of the liner function can be defined as: 

        𝑓(𝑥) = 〈𝜔, 𝜑(𝑥)〉 + 𝑏      𝜔 𝜖 𝑅𝑛 ,    𝑏 𝜖 𝑅                         (7) 

where, the dot product in 𝑅𝑛 is indicated by 〈, 〉. The optimal 
regression function is defined by:  

        𝑅(𝜔, 𝑏, 𝜂, 𝜂∗) =
1

2
‖𝜔‖2 + 𝐶 ∑(𝜁𝑖(𝜂𝑖) + 𝜁𝑖(𝜂𝑖

∗))         (8)

𝑙

𝑖=1

 

where, 𝐶 is the pre-determined value, the loss function is 
given by 𝜁𝑖 , the slack variables are represented by 𝜂𝑖. The SVR 
problem can be reiterated as solving a quadratic optimization 
problem given by:  

𝑅(𝜔, 𝑏, 𝜂, 𝜂∗) =
1

2
‖𝜔‖2

+ 𝐶 ∑(𝜁𝑖(𝜂𝑖) + 𝜁𝑖(𝜂𝑖
∗)) 〈𝜔, 𝜑(𝑥)〉 + 𝑏

𝑙

𝑖=1
− 𝑦𝑖  ≤ 𝜂𝑖 + 𝜖                                                (9) 

Subject to 𝑦𝑖 − 〈𝜔, 𝜑(𝑥)〉 + 𝑏 − 𝑦𝑖 ≤ 𝜂𝑖 + 𝜖𝜂𝑖, 𝜂𝑖
∗ < 0, this 

equation can be solved using the Langrange function as 
reported in [16]. In some real-world problems, the fault data is 



not always linearly separable. This impacts the efficiency of the 
estimation scheme. To solve this problem a kernel function is 
used. In this work, the radial bias function (RBF) is used to 
solve the non-linearity and is defined mathematically as: 

 

𝐾(𝑋, 𝑋𝑖) = 𝑒
−

‖𝑋−𝑋𝑖‖2

2𝛼2                                                                  (10) 

IV. PROPOSED FAULT LOCATION SCHEME 

Fault location in power system is an imperative element to 
improve system reliability and restoration. In this paper, a hybrid 
fault locating scheme is proposed. The scheme logical sequence 
architecture is depicted in Fig. 2. The sequency begins with the 
measurements of current and voltage signal variables at the 
source terminal. Subsequently, the measured parameters are 
passed through the WPT segment for signal decomposition. 
Furthermore, the energy and entropy statistical features are 
extracted from the decomposed signal at level 3 with nodes 
[𝐴𝐴𝐴3 ⋯ 𝐷𝐷𝐷3] obtained to formulate a feature matrix, the post 
fault measurements are taken over ¼ cycle period. 
Subsequently, the feature matrix is fed into the SVR scheme for 
training and testing purposes and lastly the position of the fault 
is estimated.  
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Fig. 2: Logical sequence of the fault estimation scheme. 

V. POWER SYSTEM STUDY  

To test the validity of the proposed scheme, a segment of an 
Eskom distribution network is studied (Boulders-Matsulu). The 
network is modelled as a pi-system at 132 kV. The substation 
and line parameters are depicted in Table I and II respectively. 
The line to ground (LG), line to line (LL) and line to line to 
ground (LLG) fault current signals at 40 km of the line is 
depicted in Fig.3, 4 and 5 respectively. The power system under 

study is depicted in Fig. 6. The network was modelled in 
Digsilent.  

TABLE I.  SUBSTATION PARAMETERS 

Parameters  Boulders Matsulu 

Rating (MVA) 85 80 

Short circuit current (kA) 25 18.5 

X/R ratio 21.3 19.1 

TABLE II.  LINE PARAMETERS 

Description Parameters 

Line length (km) 150 

Pos. sequence impedance (Ω)/km (7+j15.3) 

Neg. sequence impedance (Ω)/km (7+j15.3) 

Zero sequence impedance (Ω)/km (4.5+j16.0) 

System frequency (Hz) 50 

Fig. 3: LG fault signal. 

 

 

Fig. 4: LL fault signal. 

 



 

Fig. 5: LG fault signal. 

Fig. 6: Eskom power system 

VI. RESULTS AND DISCUSSION 

In this section the simulation results are analyzed and 
discussed. As mentioned before, the selection of a mother 
wavelet when using WPT is an essential element for efficient 
signal processing. In this work, an evaluation of the mother 
wavelet is conducted, and the results are depicted in Table III. It 
is observed in the results that db4 Daubechies 4 (db4) mother 
wavelet has least mean error and thus selected in the present 
work.  

TABLE III.  MOTHER WAVELET SELECTION 

Mother 
wavelet 

Fault estimation 

Absolute error (%) Mean square error (%) 

db7 1.10 0.50 

db14 1.05 0.58 

db5 1.52 0.52 

db4 0.10 0.11 

 

Furthermore, to investigate the pragmatic application of the 
proposed fault estimation scheme, the mean square error (MSE) 
and the absolute error (AE) criterions are calculated. The AE and 
MSE are mathematically defined as: 

 

                            𝐴𝐸 = | 𝑥 − 𝑥𝑖|                                                  (11) 

                            𝑀𝑆𝐸 =  ∑ (
𝑥 − 𝑥𝑖

𝑛
)

2

                                   (12) 

Where, 𝑥 is the actual fault position, 𝑥𝑖 is the estimated fault 
position and 𝑛 is the number of faults accumulated. 
Subsequently, in Tables IV and V the fault estimation with 

different fault impedance (𝑍𝑓) and angles are presented. The 

results presented in the two tables show that the scheme is robust 
for different fault positions with different fault impedance and 
fault angles. Furthermore, the importance of using WPT for 
signal processing and feature extraction is demonstrated in -
Table VI. From the results it is observed that when using WPT, 
the results are better than when WPT is not used. To further 
validate the proposed fault estimation scheme, the MSE criterion 
is calculated for different fault location and impedances. The 
MSE results for different fault conditions are depicted in Tables 
VII and VIII respectively.   

TABLE IV.  FAULT LOCATION ESTIMATION WITH 𝑍𝑓 = 10 Ω 

Fault type 20 km 105 km 

0o 30o 45o 0o 30o 45o 

LL 20.00 20.00 20.00 105.10 105.00 105.10 

LLG 20.00 20.00 20.00 105.00 105.00 105.50 

LLL 20.00 20.00 20.00 104.99 105.00 104.99 

LLLG 19.95 20.00 20.00 104.95 105.00 104.99 

TABLE V.  FAULT LOCATION ESTIMATION WITH 𝑍𝑓 = 100 Ω 

TABLE VI.  FAULT LOCATION ESTIMATION WITH AND WITHOUT WPT  

TABLE VII.  MSE COMPUTATION WITH DIFFERENT IMPEDANCE 

𝒁𝒇(𝛀) LLG LLL 

0o 30o 45o 0o 30o 45o 

0.2 3.02E-3 3.40E-4 3.51E-4 3.25E-3 4.01E-3 4.10E-4 

1.05 2.50E-5 6.35E-3 5.25E-5 4.75E-5 4.25E-3 3.50E-3 

10.3 3.05E-3 4.50E-4 5.25E-5 5.10E-5 5.50E-3 4.50E-3 

15.8 3.70E-5 5.30E-3 4.85E-5 4.55E-5 5.55E-3 3.20E-4 

Fault type 20 km 105 km 

0o 30o 45o 0o 30o 45o 

LL 19.99 20.00 20.00 104.99 105.00 104.99 

LLG 19.99 20.00 20.00 104.99 105.00 104.99 

LLL 19.99 19.98 20.00 104.99 105.00 104.99 

LLLG 20.00 19.98 20.00 104.99 105.00 104.99 

Fault type 20 km 105 km 

With WPT Without WPT 

0o 30o 45o 0o 30o 45o 

LL 19.99 20.00 20.00 100.99 102.00 101.99 

LLG 19.99 20.00 20.00 100.99 101.00 103.99 

LLL 19.99 19.98 20.00 101.99 102.00 102.99 

LLLG 20.00 19.98 20.00 101.99 101.00 101.99 



TABLE VIII.  MSE COMPUTATION WITH DIFFERENT IMPEDANCE 

 

 The importance of power system fault location can never 
over be accentuated for system reliability and security. Fault 
location schemes enable power system operators to respond 
promptly to the adverse effects of the fault. As depicted in 
Tables VII and VIII, our scheme has a minimum MSE error. 
This indicates the robust formulation of the proposed fault 
location scheme. One of the major advantages of our scheme is 
the computational time implementation, our scheme uses ¼ 
cycle of the post fault data period for estimating the fault 
position. In Table IX our scheme is compared with some of the 
schemes in the literature. From the comparison results, it is 
observed the proposed scheme uses less data spectrum.  

TABLE IX.  SCHEME COMPARISON 

Scheme ref Pre-fault During fault Post fault Data 
window 

[12] 1 none none 1 cycle 

[13] 1 none 1 2 cycles 

Proposed 
scheme 

none none 1/4 ½ cycles 

VII. CONCLUSION 

In this paper a fault location scheme is proposed. The scheme 
comprises of a signal processing segment which is used to 
decompose the signal. Subsequently, the energy and entropy 
statistical features are extracted. The extracted features are then 
used to train and test the fault location scheme using SVR. The 
scheme uses ¼. cycle of the data spectrum, resulting in a much 
faster response and less computational burden. Furthermore, it 
was observed that the proposed scheme correctly identifies 
different types of fault with different fault impedance and 
angles.  
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Abstract—This paper investigates the use of a Pseudo-Random
Impulse Sequence (PRIS) as a perturbation signal for estimating
the parameters of a wideband lumped-parameter transformer
model for a 16kVA, 22kV/240V distribution transformer. The
frequency responses of the open-circuit and short-circuit pri-
mary and secondary input impedances, as well as the forward
and backward voltage transformation ratios, are simulated
using PRIS perturbation signals, and compared with results
published in literature. It is shown that the simulated frequency
responses exhibit close correlation with the responses derived
using analytical expressions, and that PRIS perturbation excites
the model sufficiently to obtain accurate frequency responses up
to 100kHz. The model parameters are subsequently estimated
from these frequency response results and compared with results
published in literature. The performance of particle-swarm
optimisation and genetic algorithm for the parameter estimation
processes are, furthermore, compared. It is shown that particle-
swarm optimisation delivers improved parameter estimates and
more efficient runtimes.

Index Terms—Distribution Transformer Model, Wideband
Perturbation, Parameter Estimation

I. INTRODUCTION

Frequency Response Analysis (FRA) has been widely used
in transformer condition monitoring to detect mechanical
problems such as winding deformation [1]. FRA condi-
tion monitoring, however, requires accurate wideband model
model topologies and parameter sets, such that changes in
the model parameters can be related to changes within the
physical transformer. Frequency responses are also of ma-
jor importance for investigating the resonant behaviour of
transformer windings, including characterising resonant volt-
age amplification and understanding interaction with external
circuits.

Distributed winding models are commonly approximated
using lumped-parameter equivalent-circuit models, and the
topologies of these models have been studied extensively in
literature [2], [3]. Many of the wideband transformer model
topologies proposed in literature derive from the standard low-
frequency T-equivalent transformer model [4]–[6]. Slemon [6]
includes lumped representations of the inter-winding, inter-
turn and winding-to-ground capacitances. Vermeulen et al.
[7] uses the model of Slemon [6] as a basis to predict the

voltage transformation ratio in the frequency range of 100Hz
to 10kHz for a 110V/11kV step-up transformer. Olivier et
al. [4] used a cascaded connection of adapted T-equivalent
transformer models to predict the frequency response of a
cascaded connection between two 440V/110kV high-voltage
transformers up to 1.5kHz.

Wideband winding models typically represent the trans-
former on a layer-by-layer or turn-by-turn basis [2], [3], [8].
A cascaded two-winding transformer model can be formed
by combining two lumped-parameter winding models and
introducing lumped inter-winding capacitance between the
sections [9]. Kheyani et al. [2] estimated the parameters of a
two-winding transformer model by fitting the model response
to that of a 15kVA, 7.62kV/240V single-phase distribution
transformer. The transformer model implements a single low-
voltage section and a single high-voltage section to model the
frequency response measurements up to 100kHz. Brozio et al.
[3] developed a lumped-parameter equivalent-circuit model to
represent a 16kVA, 22kV/240V distribution transformer for
the frequency range up to 100kHz. The parameters of the
model were estimated using measured frequency responses
of the open- and short-circuit input impedances and voltage
transformation ratios.

This paper explores the use of a Pseudo-Random Impulse
Sequence (PRIS) perturbation signal [10] for estimating the
parameters of a lumped-parameter circuit model developed by
Brozio et al. [3]. The frequency responses of the open-circuit
and short-circuit primary and secondary input impedances,
as well as the forward and backward voltage transformation
ratios, are simulated using PRIS perturbation signals. These
frequency responses are subsequently derived analytically and
compared to the simulated responses. A parameter estimation
methodology is implemented to derive the model parameters
from the simulated frequency responses, and the results are
presented and interpreted. The performance of two optimi-
sation algorithms, namely the particle-swarm and genetic
algorithms, is subsequently compared. The paper concludes
by summarising the findings and presenting suggestions for
further work.



II. TRANSFORMER MODEL

A. Lumped-Parameter Equivalent-Circuit Model

Fig. 1 presents a wideband lumped-parameter equivalent-
circuit model topology for two-winding distribution trans-
formers as proposed by Brozio [3]. The model is developed
such that the parameters can be closely related to the physical
elements of the transformer structure. Capacitor Ca10 is a
lumped representation of the Low-Voltage (LV) inter-turn
capacitance as well as the capacitance to ground, and Cab1

is a lumped representation of the inter-winding capacitance.
The core losses are approximated by coupling Rc to the
inductances La1-Lb4 through the inductor Lc. Capacitors Cb1-
Cb4 and Cb12 represent the lumped inter-turn capacitances
of the High-Voltage (HV) winding, while Cb10 is included
to represent the capacitance between the HV winding and
ground. Capacitor Cb34 is a lumped representation of both
inter-turn capacitance and capacitance to ground for the HV
winding. Resistors Ra1 − Rb4 are lumped representations of
the HV winding resistances. Parameters La1 − Lb4 represent
the self-inductances of the HV winding, and are all mutually
coupled.

Rb4

Lb4

Rb3

Lb3

Rb2

Lb2

Rb2

Lb1
Cb1

Cb2

Cb3

Cb4

Cb12

Cb34

Cb10

Lc Rc

Ra1

La1

Ca10

Cab1

HV1

HV2

LV1

LV2

Fig. 1. Wideband lumped-parameter transformer model [3].

Table I summarises the linear model parameters estimated
by Brozio [11]. The self-inductance Lc is fixed to 37.5H , as
it only serves to couple the core-loss resistance to the winding
inductances. TABLE I

TARGET PARAMETER VALUES FOR THE MODEL SHOWN IN FIG . 1 [11]

Parameter Value Parameter Value Parameter Value

Ra1 [mΩ] 9.80 Cb3 [pF ] 411.0 Ka1b4 0.999079
Rb1 [kΩ] 2.02 Cb4 [pF ] 187.0 Kb1b2 0.9990
Rb2 [kΩ] 2.96 Cab1 [pF ] 60.0 Kb1b3 0.997584
Rb3 [kΩ] 2.36 La1 [mH] 358 Kb1b4 0.997907
Rb4 [kΩ] 1.27 Lb1 [H] 144 Kb2b3 0.998343
Rc [kΩ] 60.4 Lb2 [H] 322 Kb2b4 0.999161
Ca10 [pF ] 72.0 Lb3 [H] 427 Kb3b4 0.999321
Cb10 [pF ] 102.0 Lb4 [H] 161 Ka1c 0.99
Cb12 [pF ] 164.0 Lc [H] 37.5 Kb1c 0.99
Cb34 [pF ] 269.0 Ka1b1 0.999043 Kb2c 0.99
Cb1 [pF ] 228.0 Ka1b2 0.999051 Kb3c 0.99
Cb2 [pF ] 351.0 Ka1b3 0.999072 Kb4c 0.99

All flux components that are linked by the winding induc-
tances are assumed to be confined to the core and, therefore,
contribute to the core losses. The coupling coefficient between
each winding section’s self-inductance and Lc is assumed to

be equal and is fixed to 0.99, which in practice is not neces-
sarily the case. The estimated parameters are able to model
the 16kVA 22kV/240V distribution transformer frequency re-
sponses from approximately 1kHz up to 100kHz. Mismatches
below 1kHz are attributed to the frequency dependence of
the inductive and resistive model elements that are not taken
into account [11]. The set of transformer frequency responses
targeted in this study, Γ, can be expressed mathematically as

Γ = [Zlvoc(ω), Zlvsc(ω), Zhvoc(ω),

Zhvsc(ω), Rlvhv(ω), Rhvlv(ω)],
(1)

where Zlvoc(ω), Zlvsc(ω), Zhvoc(ω), Zhvsc(ω), Rlvhv(ω) and
Rhvlv(ω) represent the open-circuit and short-circuit input
impedances of the primary winding, open-circuit and short-
circuit input impedances of the secondary winding, and the
forward and backward voltage transformation ratios of the
transformer respectively.
B. Mathematical Derivation of the Model Frequency Re-
sponse Transfer Functions

The input impedance transfer functions of the model are
obtained by determining the impedance matrix, Z, for each
input impedance case through mesh current equations. The
Laplace-domain mesh current equations of the circuit shown
in Fig. 1 are determined individually, but can be summarised
by the following general relationships:

V = ZI, (2)

V = [0 , 0 , · · · , Vin(s)]T , (3)

I = [I1(s) , I2(s) , · · · , Iin(s)]T (4)

and

Z =


Z11 Z12 · · · Z1n

Z21 Z22 · · · Z2n

...
...

. . .
...

Zn1 Zn2 · · · Znn

 , (5)

where Vin(s) denote the Laplace transforms of input voltage,
vin(t), and matrix I contains the entries of Laplace domain
mesh currents from I1(s) to Iin(s). The Laplace domain input
impedance for each case, Zin(s), is then given by the general
relationship

Zin(s) =
Vin(s)

Iin(s)
=

∆Z

CZ(n,n)
, (6)

where ∆Z denotes the determinant and CZ(n,n) denotes the
(n,n)-th cofactor of Z. The general mesh current equations
and matrices in (2)-(6) is applied to each input impedance
case. Table II summarises the matrix sizes and orders of the
analytical input impedance transfer functions derived from the
model in Fig. 1. TABLE II

SUMMARY OF THE INPUT IMPEDANCE TRANSFER FUNCTIONS

Zin(s) Matrix Size (n x n) Numerator Order Denominator Order

Zlvoc(s) 11x11 10th 11th

Zlvsc(s) 12x12 9th 10th

Zhvoc(s) 11x11 10th 11th

Zhvsc(s) 12x12 9th 10th

The voltage transformation ratio transfer functions, R(s),
are derived by assuming an input voltage of 1V. This yields



R(s) =
Vo(s)

Vin(s)
=
Vo(s)

1
= Ii(s)Zij . (7)

The output voltage Vo(s) is calculated by multiplying the
mesh current in the loop of the output voltage, Ii(s), with
the impedance of the circuit elements across the output
voltage, denoted by Zij . Table III summarises the matrix sizes
and orders of the analytical voltage transformations transfer
functions as well as the circuit elements used to form Zij

from the model in Fig. 1.
TABLE III

SUMMARY OF THE VOLTAGE TRANSFORMATION RATIO TRANSFER
FUNCTIONS

R(s) Matrix Size Zij Numerator Denominator
(n x n) Order Order

Rlvhv(s) 11x11 (sCb10)
−1 10th 10th

Rhvlv(s) 11x11 (sCa10)−1 10th 10th

Tables II and III present a brief summary of the derived
transfer functions, as space limitations prohibit the presen-
tation of the detailed coefficients for each of the analytical
expressions.

C. Pseudo-Random Impulse Sequence Perturbation

Fig. 2 shows the topology of the perturbation arrangement
as implemented in Simulink for perturbations applied to the
LV winding. The PRIS perturbation source consists of the
DC voltage source VDC , PRBS clock source VPRBS , H-
bridge switching circuit and series RLC circuit, comprised
of Rpris, Lpris and Cpris [10]. A PRBS clock frequency of
fclk = 40kHz is selected, such that the majority of frequency
response resonant points fall within the main lobe of the
perturbation current Power Spectral Density (PSD), whilst
maintaining a practically realisable switching frequency. The
time constants τ1 and τ2 are chosen such that the PSD
of the perturbation signal has a high Signal-to-Noise Ratio
(SNR), with low low-frequency perturbation energy to avoid
transformer saturation [7], [10]. The time constants can be
formed with infinite combinations of RLC circuit parameters.
The RLC circuit parameters should, however, be chosen such
that the RLC circuit impedance magnitude is comparable to
the input impedance of the device under test [12]. The set
of six frequency responses, as defined in (1), are obtained
through separate simulations. The variable PRIS parameters
and simulation arrangements are summarised in Table IV. For

LV terminal frequency response simulations terminals T1 and
T2 are perturbed by the PRIS source, while terminals T3 and
T4 are perturbed for HV frequency responses simulations.
For open-circuit frequency response simulations switch SW1

is open, and vice-versa for short-circuit frequency response
simulations. The DC voltage and RLC circuit parameters
are optimised depending on whether an HV terminal or LV
terminal frequency response is being obtained.

TABLE IV
PRIS PERTURBATION ARRANGEMENTS AND PARAMETERS OF FIG. 2

Frequency VDC Rpris Lpris Cpris Perturbed SW1
Response [V] [Ω] [H] [F ] Terminals State

Zlvoc(ω) 30 50.0 100µ 10µ T1, T2 open
Zlvsc(ω) 30 50.0 100µ 10µ T1, T2 closed
Zhvoc(ω) 210 4.4k 54m 40n T3, T4 open
Zhvsc(ω) 210 4.4k 54m 40n T3, T4 closed
Rlvhv(ω) 30 50.0 100µ 10µ T1, T2 open
Rhvlv(ω) 210 4.4k 54m 40n T3, T4 open

The simulations are performed using a sampling frequency
of fs = 4MHz. The RLC circuit parameters are chosen
using an iterative selection process. The transformer HV input
impedance is orders of magnitude larger compared to the LV
side. Therefore, the series impedance of the RLC components
is increased to obtain an impedance magnitude comparable to
that of the HV winding.

D. Frequency Response Analysis

Figures 3 and 4 compare the magnitudes of the six fre-
quency responses in the set Γ, obtained through simulated
PRIS perturbations and the analytically derived transfer func-
tions respectively. The analytical transfer functions and the
responses from simulated PRIS perturbations show close
correlation. The analytical responses are obtained through
the derived expressions described in Section II-B, whilst the
simulated responses are obtained through the six simulation
arrangements presented in Section II-C. The frequency re-
sponses of the simulated waveforms are determined through
the tfestimate function of the MATLAB Signal Processing
Toolbox [13], using the general relationship

Hxy(ω) =
Pxy(ω)

Pxx(ω)
, (8)

where Hxy(ω) denotes the transfer function being calculated,
Pxy(ω) denotes the cross PSD of the input signal x and
the output signal y, and Pxx(ω) denotes the PSD of the

−+VDC

Rpris Lpris Cpris

VPRBS

iin(t)

PRIS Source Wideband Transformer Model

T1

T2

+

-

vin(t)

T3

T4

240V:22kV

vout(t)

+

-

SW1

Fig. 2. PRIS arrangement for perturbing the LV terminals of the wideband lumped-parameter transformer model in simulation.



input signal x. The PSDs are determined through spectral
estimation using the Welch averaged periodogram with a
Hanning window size of 50% of the discrete time-series data
points and an overlap percentage of 62.5%.
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Fig. 3. Analytical and Simulated Frequency Responses of the Model Input
Impedances.
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Fig. 4. Analytical and Simulated Frequency Responses of the Model
Voltage Transformation Ratios.

III. PARAMETER ESTIMATION METHODOLOGY

A. Overview

Fig. 5 shows a block diagram of the parameter estimation
methodology adopted in this investigation. The PRIS pertur-
bation source is applied to the target system model, and the
set of frequency responses of the relevant transfer functions,
denoted by Γ, is determined. The set of frequency responses
for the estimated model, denoted by

Γ̃ = [Z̃lvoc(ω), Z̃lvsc(ω), Z̃hvoc(ω),

Z̃hvsc(ω), R̃lvhv(ω), R̃hvlv(ω)],
(9)

can be determined through simulated perturbation of the
model [12]. However, due to the complexity of the model
topology these simulations are time-consuming. The analyt-
ical transfer functions are therefore used in the optimisation
procedure to improve runtimes.

PRIS
Perturbation

Target
Transformer

Model
Cost Function

Estimated Transformer Model Analytical Transfer Functions

Optimisation
Algorithm

tfestimate

Fig. 5. Parameter Estimation procedure

The Normalised Mean Squared Error (NMSE) cost func-
tion, Cnmse, is defined by the relationship

Cnmse =

Nr=6∑
r=1

[ 1

Nkψr

Nk∑
k=1

(ϵr(ωk))
2
]
, (10)

where ϵr(ωk) denotes the error between the logarithms of
the magnitudes of the frequency responses of the target and
estimated models at frequency ωk. The errors are determined
on a point-by-point basis for each frequency response sample
ωk, such that

ϵr(ωk) = log10 |γr(ωk)| − log10 |γ̃r(ωk)|, (11)

where γr and γ̃r represent the rth frequency responses in the
target and estimate set, Γ and Γ̃, respectively. The sample
frequencies ωk are distributed logarithmically up to Nk sam-
ples, such that the contributions from ϵr(ωk) to Cnmse are
distributed equitably across the frequency range of interest.
The errors are normalised through a normalisation constant,
ψr, defined as

ψr = max{γr(ω)} − min{γr(ω)} (12)

where max{γr(ω)} and min{γr(ω)} are the maximum and
minimum amplitude of the rth target frequency response,
respectively. The optimisation algorithm repeatedly adjusts
the parameter vector θ̃ to minimise Cnmse.

B. Parameter Vector Constraints and Assumptions

The target circuit presented in Fig. 1 has 36 parameters to
be estimated, which translates to a complex multi-dimension
optimisation problem. The inductor Lc only serves to couple
the core-loss resistance Rc to each winding section. Fixing Lc

to a value that places Rc in a numerically convenient range is
advised [3]. The parameter Lc is therefore fixed to the target
value of 37.5H . It is assumed that not all flux components that
are linked by the lumped winding inductances are confined
to the core. Thus, the coupling coefficients Ka1c − Kb4c

are estimated seperately. These assumptions give rise to the
following vector of parameters to be estimated:

θ = [Ra, θRbc
, θCsg , La, θLb

, θKabc
] (13)

where θRbc
= [Rb1, Rb2, Rb3, Rb4, Rc], (14)

θCsg = [Ca10, Cb1, Cb2, Cb3, Cb4,

Cb12, Cb34, Cb10, Cab1],
(15)

θLb
= [Lb1, Lb2, Lb3, Lb4], (16)

and
θKabc

= [Ka1b1, Ka1b2, Ka1b3, Ka1b4, Kb1b2,

Kb1b3, Kb1b4, Kb2b3, Kb2b4, Kb3b4,

Ka1c, Kb1c, Kb2c, Kb3c, Kb4c].

(17)



Table V presents the scaling factors for each model pa-
rameter, and the lower and upper bounds set in the opti-
misation procedure. Wide bounds are set for the procedure
to investigate the performance of optimisation algorithms in
cases when little a priori information is available on the
transformer parameters. The parameters are scaled to ensure
the optimisation step sizes in all dimensions are similar.

TABLE V
PARAMETER BOUNDARY CONSTRAINTS AND SCALING FACTORS

Parameters Scaling Factor Lower Bound Upper Bound Units

Ra1 10−3 1 1000 mΩ
θRbc

102 1 1000 kΩ
θCsg 10−12 1 1000 pF

La1 10−3 1 1000 mH
θLb

101 1 1000 H
θKabc

10−2 99 99.99

C. Optimisation Procedure

Both Particle-Swarm Optimisation (PSO) [14] and Genetic
Algorithm (GA) [15] are used in various case studies to
compare the performance of the algorithms. Upon completion
of the global optimisation algorithm, the hybrid functionality
of the method is enabled, which executes the local fmincon
solver with the interior-point algorithm to refine the results.
The optimisation procedure follows a two-step approach:
1) Seed iterations: The global optimisation is executed, and

start-points are generated randomly based on the Mersenne
Twister pseudo-random number generator with a seed set
from 1 to 10. Thus, performing a metaheuristic global
optimisation that begins at ten unique sets of start points.

2) Final seed: Once all ten parameter estimations are com-
pleted the model parameters that obtained the lowest cost
function are stored and used as the starting point for a
fmincon optimisation executing for a maximum of 20 000
function evaluations.

The parameter values that provide the lowest Cnmse are
adopted as the final parameters.

IV. PARAMETER ESTIMATION RESULTS

The parameter estimation procedure presented in the previ-
ous section is applied to PSO and GA using a population size
of 300 and a maximum of 200 iterations, as well as a popu-
lation size of 500 executing for a maximum of 500 iterations.
The Cnmse values obtained from each of the ten seeds are
presented in Table VI. The estimated model parameters that
produced the lowest cost function, highlighted in blue, are
subsequently used in the Final seed step of the optimisation
procedure. The particle-swarm optimisation outperforms the

genetic algorithm for all seed iterations and case studies,
and executes quicker on average compared to the genetic
algorithm. Particle-swarm optimisation is therefore better
suited for solving multi-dimensional optimisation problems
in the context of transformer model parameter estimation. An
acceptable result could not be obtained using a population
size of 300 running for a maximum of 200 iterations. At the
expense of almost double the runtime, the population size of
500 and maximum iterations of 500 obtained the overall best
result highlighted in green. The error percentages of the best-
estimated model parameters are presented in Table VII, where
the nth parameter error is calculated using the relationship

Error(n) =

∣∣∣∣∣θ(n)− ˜θ(n)

θ(n)

∣∣∣∣∣× 100 [%], (18)

where θ̃ denotes the set of final parameter estimates and θ
denote the set of target model parameters in Table I.

TABLE VII
ESTIMATED PARAMETER ERROR PERCENTAGES

Parameter Error [%] Parameter Error [%] Parameter Error [%]

Ra1 556.08 Cb3 36.96 Ka1b4 0.17
Rb1 74.70 Cb4 212.80 Kb1b2 0.63
Rb2 81.32 Cab1 1517.50 Kb1b3 0.11
Rb3 85.27 La1 2.03 Kb1b4 0.16
Rb4 88.61 Lb1 62.39 Kb2b3 0.46
Rc 0.94 Lb2 580.71 Kb2b4 0.16
Ca10 97.75 Lb3 96.11 Kb3b4 0.69
Cb10 120.15 Lb4 80.60 Ka1c 0.43
Cb12 89.92 Lc N/A Kb1c 0.47
Cb34 262.12 Ka1b1 0.42 Kb2c 0.27
Cb1 57.73 Ka1b2 0.03 Kb3c 0.54
Cb2 85.05 Ka1b3 0.31 Kb4c 0.22

The estimated value of Cab1 obtained the worst percentage
error of 1517.5%, this can be attributed to the inter-winding
capacitance only affecting frequencies above 500kHz [16].
The remaining model parameter errors could be a result of
the optimisation algorithm converging to a local minima.
However, the frequency responses of the estimated model
presented in Figures 6 and 7 show close correlation to the
target frequency responses. The closely correlated frequency
responses suggest that the model parameters are not indi-
vidually observable, however, the combinations formed by
the estimated model parameters are similar to the combina-
tions formed by the target model parameters. The resistive
parameters predominantly affect frequency responses at low
frequencies as well as the damping of resonant points. As can
be seen in Figures 6 and 7 the response at low frequency is
estimated correctly with minor errors in the damping of the
resonant points. This suggests that the accurate estimation

TABLE VI
COST FUNCTION VALUES FOR PARAMETER ESTIMATION CASE STUDIES

Case Study Seed Iterations Final Seed Avg. Runtime

Alg. Pop. Iter. 1 2 3 4 5 6 7 8 9 10 [hrs]

PSO 300 200 0.1498 0.3954 0.3029 0.2868 0.2840 0.0919 0.2059 0.2342 0.1786 0.2016 0.1440 1.147
GA 300 200 0.4765 0.8763 0.6921 0.8341 0.7150 0.8220 0.7227 0.4844 0.4522 0.2191 0.3013 1.272
PSO 500 500 0.2399 0.0873 0.1913 0.1224 0.1821 0.2466 0.1850 0.0778 0.1075 0.0945 0.0035 2.973
GA 500 500 0.5238 0.3048 0.7076 0.4199 0.4973 0.3234 0.6646 0.379 0.4163 0.4644 0.0079 3.655



of the largest resistor Rc causes the frequency responses,
and therefore the cost function, to be insensitive to the
remaining resistive parameters. The frequency responses are
possibly also less sensitive to other model parameters which
could cause some of the large errors presented in Table VII.
Experimentally, the true transformer model parameters remain
unkown. The importance of individual error percentages are,
therefore, less significant than reproducing a model that can
represent the overall transformer behaviour.
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Fig. 6. Target and Estimated Frequency Responses of the Model Input
Impedances.
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Fig. 7. Target and Estimated Frequency Responses of the Model Voltage
Transformation Ratios.

V. CONCLUSION

This paper investigates the use of a Pseudo-Random Im-
pulse Sequence perturbation signal to perform parameter
estimation on a 16kVA, 22kV/240V distribution transformer
model using four input impedance frequency response transfer
functions and two voltage transformation ratio frequency
response transfer functions. The results shows that the pro-
posed PRIS perturbs the transformer model sufficiently up

to 100kHz, such that reliable frequency responses can be
determined for the transfer functions of interest. PSO shows
to provide improved parameter estimation results and quicker
runtimes compared to the GA. The research presented in
this paper is conducted using simulated data. Further work
is required to apply the PRIS perturbation and proposed
methodology to a practical distribution transformer. Research
into improving the parameter estimation methodology through
the weighing of frequency ranges in which resonant points are
located and through more advanced optimisation algorithms
should be performed.
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Abstract—High penetration of non-dispatchable wind and 

solar to the electricity grid forces the base-loading units to cycle on 
and off or ramp up and down as per electricity demand.  This 
paper analyses the implications of cycling operation, relative to 
base-load operation, on the resource and maintenance 
requirements and costs of operating Majuba coal-fired power 
plant. Majuba power station’s extent of cycling within the Eskom 
generation fleet has been excessive. In 2016, Majuba experienced 
69 starts due to cycling operation. The increased boiler tube 
failures, fuel oil, coal, water and cost were reviewed for 2016. 60% 
of the boiler tube leaks experienced at Majuba were caused by 
cycling operation. 61% of fuel oil used was due to cycling 
operation. Cycling operation also resulted in high forced outage 
rate, and excessive revenue loss caused by loss of production 
during forced outages. The cost for cycling incurred by Majuba 
power station during 2016 was at least R156 919 million, without 
revenue loss due to the loss of production, when repairing boiler 
tube leaks caused by cycling operation. When including the 
revenue loss of R776 314; the total cost for cycling operation was 
R933 million.  The cost of cycling per GWh was R280 676. The 
plant is also ageing fast due to the consequential damages. 

Keywords—Cycling, base-load, coal-fired power plant, cost, 
boiler tube leaks, fuel oil, load following 

I. INTRODUCTION  
Fossil fuels were a fundamental driver of the industrial 

revolution. They have played a strong positive role in 
technological, social and economic development [1]. The world 
needs to decarbonise by reducing reliance on fossil fuels and 
transitioning towards lower-carbon energy sources. Amongst 
others, wind and solar energy are renewable energy. They are 
non-dispatchable and produce variable output [2]. High solar 
and wind penetration to the system results in too much electricity 
generation during off-peak periods [3] which increases the 
frequency of the grid and, in the absence of sufficient storage or 
gas capacity, forces conventional thermal units to be cycled.  

Cycling operation is a form of operating conventional power 
plants in a flexible way by switching them on and off or ramping 
up and down to meet electricity demand. Coal-fired power 
plants were not designed to cycle on and off; they were designed 
to run continuously at stable load and only shut down for 
maintenance [4]. The change in operation can have implications 
in a number of areas: it leads to high wear and tear of plant 
components, resulting in increased maintenance, lower 

efficiencies and increased primary resource consumption (fuel, 
coal and water) [5]. Cycling-related failures may not be noted 
immediately but critical components will eventually start to fail. 
In some countries where wind and solar energy have advanced, 
cycling of conventional coal-fired plants has long been a feature 
of daily operations. In South Africa, not much research has been 
done on this subject. With the commitment to increase the 
contribution of intermittent power sources (solar and wind) to 
the generating system [6], more research studies need to be 
conducted to find a balance between green energy and sustaining 
existing coal-fired plants.  

 Majuba is one of Eskom’s coal-fired power stations situated 
in the southern part of Mpumalanga between Volksrust and 
Amersfoort towards the boarder of Kwa-Zulu Natal. It is one of 
the three biggest power stations in South Africa with a total 
installed capacity of 4 110 MW. There are two types of boilers 
in coal-fired power plants: once-through boilers and drum-type 
boilers. In a once-through boiler, all of the water that enters the 
boiler is turned to steam; the water does not re-circulate. In a 
drum boiler, a steam-water mixture is generated in the boiler 
tubes that surround the fire [7]. Majuba plant has the once-
through boiler type, characterized by rapid start-up and 
shutdown. Due to this distinction, Majuba is the most reliable 
power plant on the Eskom electric system for cycling operation 
as it can be started and synchronized to the grid within 2 hours. 
The system operator therefore cycles Majuba on and off and 
follows the load demand to manage the national electricity grid.  

Majuba’s operating units have experienced a high number of 
starts since its commissioning in 1996 due to cycling operation, 
although it is a base-load thermal plant. The impacts of cycling 
Majuba have not yet been assessed although the plant is 
experiencing a high number of boiler tube failures, high fuel oil 
consumption, and high demineralized water usage and valve 
components failures. It is important to quantify the impacts and 
apply mitigation strategies where possible. Hence, the Majuba 
case study was conducted to better understand and quantify the 
impacts of cycling on a South African coal-fired power station 
and the cost thereof. 

The study analysed the implications of load-following and 
cycling operation, relative to base-load operation, on Majuba 
coal-fired power plant. The following objectives were met: (1) 
determining the impact of the increased number of starts on 
boiler tube leaks, (2) quantifying the increased fuel oil usage, 



water usage and coal usage, (3) evaluating the cycling impact on 
plant reliability by calculating forced outage rate and (4) 
estimating Majuba Power Station’s revenue loss due to forced 
outages caused by cycling operation.  

II. METHODOLOGY 

A. Unit starts and boiler tube failure data 
The number of units boiler starts was sourced from the 

Generation Production and Sales System (GPSS) database. The 
daily unit-loading regime was sourced from GPSS.  

For boiler tube failures, data was sourced from the Initial 
Notification of Occurrence (INO) database and GPSS. Boiler 
tube leak repair cost data was sourced from Systems, 
Applications & Products in Data Processing (SAP) system. The 
data record for Majuba operating units’ yearly number of starts 
and number of fatigue boiler tube failures from the year 1996 to 
2019 has been used. The data covers the commissioning of the 
plant to present.  

Annual number of starts and number of boiler tube failures 
were determined. Boiler tube failures were classified according 
to failure mechanism. Thermal fatigue is a failure mechanism 
caused by cycling operation as a result of temperature and 
pressure changes. Boiler tube failures due to fatigue were 
quantified. The data was analysed and compared on a graph to 
indicate the relationship between number of starts and number 
of fatigue boiler tube failures. The rate for start per failure was 
also determined. 

The cost incurred for repairing tube leaks since 2014 until 
2019 was calculated by using monthly core crew of  R2 324 956 
which is paid monthly to the contractor. The average cost for 
repairing a single boiler tube leak was calculated using the tube 
leak repair register obtained from the contractor.  

B. Cycling impact on plant reliability  

Cycling affects plant reliability. Reliability of the boiler is 
affected because of the thermal fatigue and pressure changes that 
the boiler undergoes when cycling on and off. The thermal 
fatigue results in boiler tube failures. To determine the impact of 
cycling on plant reliability, a performance index called Forced 
Outage Rate was used [8]. For this objective, a comparison was 
done between Majuba Power Station and Matimba Power 
Station. Majuba and Matimba power plants are comparable as 
they were constructed and commissioned at a similar time thus 
their age is similar. Matimba’s construction started in 1981 and 
Majuba’s started in 1983. Commissioning started in 1993 and 
1996 respectively. Their designs are similar, both having once-
through boilers.   

The operating regime (number of starts for each unit) of the 
two power plants was compared to determine the extent of 
cycling at each power station from 1996 to 2019. Historic data 
for both Majuba and Matimba was used to establish the 
relationship between cycling and plant reliability. A large data 
population was used for this objective because every start of the 
unit has consequences for the life span of the plant.  

Forced outages due to fatigue boiler tube failures were 
compared for the two power plants. Data for 2016 was used for 
calculating forced outages rate for all 6 units of Matimba and 

Majuba. The equation for FOR from the IEEE -762 Standard [9] 
was used as follows:  

         (1) 

 

C. Primary resource usage and manpower utilisation  

The year 2016 was selected for the cycling assessment since 
Majuba units experienced more two-shifting in 2016 than in any 
other year since 2012. In 2016 and 2017 there was excess 
capacity on the grid due to the penetration of wind and solar 
coupled with the (temporary) Eskom plant performance 
improvement in availability factor (EAF) and additional 
capacity added to the grid; therefore, Majuba was cycled to 
manage the national electricity grid. As the generating units de-
load at night, the fuel oil used for taking a combustion mill 
offload and the amount of water and coal used was recorded. In 
the morning when the system operator (National Control) 
requests the same generating unit to pick up load, the fuel oil and 
coal used for starting a combustion mill and additional water 
used for ramping up load is recorded.  

Fuel oil usage was sourced from the Flip logging system. 
The unit controller for each generating unit allocates the fuel oil 
used to a specific activity. Fuel oil used due cycling operation 
was quantified and cost calculated using the fuel oil prices from 
the supplier. The amount of fuel oil used is in tonnages and the 
price of fuel per ton was used for determining the total cost of 
fuel oil used in 2016 for cycling operations. 

Water usage data was sourced from Visual Automisation 
System. Every generating unit is fitted with a flow meter that 
measures water going into that specific unit. The flow meter 
readings are sent to the Visual Automisation System 
instantaneously and stored on the system. The water used for 
cycling activities for 2016 was summed and cost calculated 
using the raw water cost data and the cost for chemicals used for 
treating raw water to demineralized water.  

 The tonnage of coal used without producing electricity was 
obtained from Visual Automisation System using the figures of 
primary air flow into the milling plant. 

D. Revenue loss due to forced outages caused by cycling 
operation 

Data for forced outages related to cycling was acquired from 
GPSS. The duration of unit forced outage and the loss in 
generation in megawatts was used to calculate revenue lost 
during downtime in 2016. Lost revenue was quantified using 
costs from the Majuba Energy Trader as follows: 

        (2) 

 
                                                                                                                                               



III. RESULTS 

A. Impact of the increased number of starts on the boiler 
plant  

 From 1996 to early 2019, Majuba units were started 6833 
times (Fig. 1). A total of 577 boiler tube fatigue failures were 
experienced during the same period and the start per failure rate 
deteriorated from 67 in 1998 to 3 in 2009. This means that while 
the station was new in 1998, units could be started 67 times 
before 1 boiler fatigue failure is experienced however as the 
plant ages it deteriorated and became prone to failures hence by 
2019, a failure is experienced after starting the plant only 3 
times.    

 
Fig. 1: Cumulative starts versus cycle-related boiler tube failures for all 6 
Majuba units  

There were a high number of starts between 2002 and 2006, 
with highest number of starts in 2004 at 886 starts. The number 
of failures was also the highest in the same period, with highest 
failures in 2005 at 63 boiler fatigue failures. This clearly indicate 
that number of starts has an impact on fatigue boiler tube 
failures. The trend in starts per failure in Figure 1 also clearly 
indicates a relationship between number of starts and number of 
failures. 

From the year 2014 to 2019, Majuba incurred 228 boiler tube 
failures, of which 122 were cycle operation induced (Fig. 2). 
54% of the tube failures were due to cycling operation. In 2016, 
60% of the boiler tube leak failures were caused by cycling 
operation. The highest number of fatigue boiler tube leaks was 
experienced in 2016, corresponding to the highest number of 
starts for the same year (Fig. 1). 

 

 
Fig. 2: Number of boiler tube leak failures at Majuba Power Station from 2014 
to 2019 

Cycling a base-load coal-fired power plant clearly induces 
boiler tube failure – the higher the number of starts, the more 
boiler tube failures experienced. The implication of this is that 
when a high level of wind and solar will be added to the energy 
mix and coal-fired power plants are cycled, the coal-fired plants 
will experience more boiler tube leaks. This will affect the 
performance of the stations due to unplanned unavailability of 
the plant. The load factor will also be affected by both the 
cycling regime and the downtime due to boiler tube failure 
repairs. 

The total cost for repairing the boiler tube leaks incurred at 
Majuba power station from 2014 to 2019 was R103 million, of 
which R53 million was for cycling induced boiler tube failures. 
This cost of R103 million excludes the material cost, it is just for 
manpower and service cost. More than 50% of the money spent 
for repairing boiler tube leaks at Majuba could have been 
avoided if the units were not two-shifted. In 2016, boiler tube 
failures related to cycling operations costed Majuba R34 million 
(Fig. 3) 

 
Fig. 3: Cost for boiler tube leak repairs at Majuba Power Station from 2014 to 
2019 

 

B. Fuel oil usage, water usage, coal usage and manpower 
utilisation  
Majuba generating units used an excessive amount of fuel 

oil because of cycling operation. Unit 1 is the highest consumer, 
and used an additional 3 689 tons of fuel oil in 2016 (Fig. 4) 
due to cycling operation. This is fuel oil that would not have 
been consumed if the unit was operating on base-loading. Mill 
shutdown fuel oil usage was consumed when the units were 
load-following thus reducing unit load at night by shutting 
down one out of four mills. Fuel oil used during mill start-up 
was for ramping up load in the morning. Boiler tube leak related 
fuel oil usage is when a unit is shut down for tube leak repairs 
and started-up after the repairs, a total of 2 476 tons of fuel oil 
was used (Fig. 4). In 2016 Majuba consumed additional 18 926 
tons of fuel oil due to cycling operation, which is 61% of total 
fuel oil used in the year. 

 



 
Fig. 4: Fuel oil usage for cycling operation at Majuba Power Station in 2016 

 Fuel oil used for unit start-ups related to cycling cost at 
Majuba is R54, 47 million (Fig. 5). Majuba spent R114, 82 
million in 2016 on fuel oil used just for cycling the units on and 
off without producing any megawatts.  

 
Fig. 5: Cost of fuel oil used for cycling operations at Majuba Power Station in 
2016 

Cycling operation resulted in excessive use of demineralised 
water. A total of 70 014 cubic meters of water was used for 
cycling at Majuba in 2016 (Table 1). This quantity did not 
contribute in generating megawatts as the water was being 
dumped during units’ shutdown and start-up for two-shifting. 
When generating units are running on base-load mode, minimal 
water is used to make up for the losses but when a unit is shutting 
down, starting up and changing loading, excess demineralised 
water is used.  Demineralised water cost is very high as it 
includes the cost of raw water and the cost of chemically treating 
the raw water before it enters the boiler and turbine.  

The average annual cost for chemically treating raw water at 
Majuba is R1 865 424. In 2016, Majuba used a total of 70 014 
\cubic meters of demin water (Table 1) which cost R2 250 
million due to cycling operation. Similar research papers 
reviewed for implications of cycling operation never looked at 
water usage utilisation during cycling [10–19]. Water is a scarce 
resource for South Africa. The implication of this finding is that 
water usage for coal-fired power plants will increase drastically 
when the units operate in cycling regime. 

 
 

Table 1: Cost of demineralized water used for cycling at Majuba Power Station 
in 2016 

 
In 2016 Majuba used an additional 9 982 tons of coal due to 

cycling operation which cost R5 839 734. This amount of coal 
would not have been used without generating megawatts if the 
units were base-loading. Thermal efficiency is also affected.  

 

C. Cycling impact on forced outage rate boiler tube failures 
at Majuba and Matimba Power Stations 

 Majuba Power Station’s forced outage rate for 2016 is 23% 
which is about 10 times higher than Matimba’s forced outage 
rate of 2.9% for the same year. Majuba units experienced more 
forced outages due to boiler tube failures caused by cycling 
operation. 

D. Majuba Power Station revenue loss due to forced outages 
caused by cycling operation 
The forced outages experienced at Majuba due to boiler tube 

leak repairs that were caused by cycling operation cost R 776 
million in terms of revenue loss in 2016. This is significantly 
higher than the revenue loss of R45 million incurred at Matimba 
Power Station.  

E. Total additional costs incurred by Majuba Power Staion 
due to cycling operation  

 The overall cost incurred by Majuba Power Station in 2016 
because of cycling operations is R933 million (Table 2). The 
total cost includes costs for tube leak repairs (cycling induced), 
additional water, additional fuel oil usage and coal for cycling 
related start-ups. Revenue loss due to boiler tube leak repairs 
was also considered in the total cost of cycling as the business’s 
profit is affected. In 2016 cost of cycling per GWh was R280 
676. 
Table 2: Total cost of cycling operation at Majuba Power Station in 2016 

Cost of Cycling Operation at Majuba 
Power Station for year 2016   
Revenue loss due to BTL R776 314 122 
Fuel oil usage R114 823 896 
Boiler tube repairs R34 005 836 
Coal usage R5 839 734 
Water usage R2 250 081 
2016 Total R933 233 668 

 



 The breakdown of cost components of cycling operation 
incurred at Majuba in 2016 is displayed on figure 6. For this 
breakdown, revenue loss cost has been excluded since it is an 
indirect loss that affects business sales and profit. Fuel oil cost 
is the highest of the components and the fact that fuel oil prices 
are continuing to escalate indicate that the cost of cycling coal 
fires power plants will get significantly high yearly.  

  

 
Fig. 6: The breakdown of costs incurred due to cycling operations at Majuba 
Power Station in 2016 

IV. DISCUSSION 
 This study estimated the cycling cost in 2016 at Majuba 
Power Station to be R156 919 million. This is the additional 
amount that was incurred by the station due to cycling operation. 
This cost exclude the cost for components replacement due to 
wear and tear as it was outside the research scope. The cost of 
cycling per GWh was calculated to be R280 676 

 More fuel oil, coal and water was used due to cycling. Boiler 
tube failures also result in unplanned unavailability of the units 
and cause loss of revenue for the power station due to loss in 
production while repairing boiler tube leaks caused cycling 
operation. In this case, R776 million was lost due to production 
loss. Plant managers are experiencing sales and profit losses 
whereas the system operator reaps the benefits of cycling 
operation. 

 60% of the boiler tube leaks experienced at Majuba were 
caused by cycling operation. 61% of fuel oil used was due to 
cycling operation.  This has huge financial implication with 
regards to the budget for the power station operational cost. If 
this cost is not factored in during budgeting, the cycling stations 
will always overspend and the implication is that it might seem 
as is if the management is wasting financial resources whereas 
is the results of cycling operations.  

The increased operational costs associated with cycling coal-
fired power stations needs to be included in both Eskom’s 
budgets and the Integrated Resource Plan (IRP) modelling. 
Cycling also affects the availability of units during boiler tube 
failure repairs. This also needs to be factored into Eskom’s 
energy planning and the IRP assumptions. Majuba units were 
load following daily for the whole year in 2016. The cost of fuel 
oil and water used during ramping down at night and ramping 

up in the morning need to be included in Eskom’s budget. It is 
of note that the price of fuel oil has escalated by 163% since 
2016 (6 year period). Therefore the cost of primary energy usage 
due to cycling will increase significantly yearly thus increasing 
the total cost of cycling. 

V. CONCLUSION 
It is essential to transition from fossil energy to low-carbon 

energy due to the environmental concerns of greenhouse gas 
emissions and localised air pollution. Transitioning to a low-
carbon economy increases the penetration of non-dispatchable 
variable wind and solar energy to the electricity grid. System 
operators have typically relied on conventional power plants to 
balance demand and supply by ramping them up and down or 
switching them on and off to accommodate renewable energy in 
the grid. This is changing the generation output of base-load 
coal-fired power plants. Coal-fired power plants were not 
designed to cycle on and off; they were designed to run 
continuously at stable load and only shut down for maintenance. 
The change in operation have implications in a number of areas: 
it leads to high wear and tear of plant components leading to 
increased maintenance, lower efficiencies and increased primary 
resource consumption (fuel, coal and water).  

The future needs a flexible electricity system. A flexible 
electricity system that is characterized by a combined set of 
generators with varying technologies to respond to the variation 
and uncertainty in net load. A system that is dominated by gas 
or hydro units will have a higher level of flexibility compared to 
a system dominated by coal or nuclear generators. At extremely 
high penetration of renewable energy, a key element of system 
flexibility is the ability of base-load generators to reduce output 
to very low levels and cycle on and off following the electricity 
demand while maintaining system reliability. Until large scale, 
cost-effective energy storage is available, coal-fired power 
plants will be cycled.  

If the impacts of cycling and the cost can be well understood 
and the utilities have a process that provide actual operating 
costs incurred due to cycling, plant management can be able to 
take proactive operational measures rather than deal with 
unexpected costs and poor plant performance years after damage 
to plant systems has been done. The uncertainty surrounding 
cycling costs lead to these costs being unaccounted for by 
utilities thus not considered when bidding and trading is done. 
The costs of cycling coal-fired power stations needs to be 
compared to other options for balancing variable renewable 
generation, like energy storage and gas. 
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Abstract— Distributed Energy Resources (DERs) are 

important components of the smart grid architecture. They play a 

major role in utilizing renewable energy resources and realizing 

the benefits of decentralized energy production. The IEC 61850 

standard has established comprehensive information models and 

communication services that have solved interoperability issues in 

substations and DER systems. Moreover, the standard has 

simplified the design and engineering processes for integrating 

new equipment, by standardizing the information model for most 

DER devices. However, several challenges are associated with 

communications systems of DERs especially in remote sites. These 

challenges are stemming from the large data volumes that must be 

transmitted by DERs systems for monitoring and various other 

applications. Challenges such as the high cost of bandwidth and 

network traffic overload, cause severely poor communication 

performance. This paper presents an implementation of the Edge 

Computing (EC) concept in communication systems of DERs. The 

EC concept is driving the Internet of Things (IoT) initiative which 

is based on bringing central intelligence closer to data sources to 

reduce decision latency and response times. The proposed solution 

involves utilizing a Real-Time Automation Controller (RTAC) as 

an intelligent gateway that performs initial analytics on data of 

DER sites. The gateway model is based on the IEC 61850 standard 

along with an embedded algorithm for data fusion. A testbed was 

developed to investigate the impact of EC on communications 

performance in terms of bandwidth usage. 

 

Keywords— IEC 61850, Edge Computing, Communication, 

DERs, Smart Grid 

I. INTRODUCTION 

In recent times, there has been a growing paradigm shift 
toward renewable energy to replace traditional fossil energy. 
This global orientation has been largely propelled by the 
negative environmental impacts of fossil energy on the 
ecosystem as well as the finite nature of fossil fuel which 
presents a strategic threat to the future of energy supply. The 
smart grid initiative is the main driving framework of this 
orientation as it incorporates renewable energy utilization via 
dynamic structures such as microgrids and Virtual Power Plants 
(VPPs). In a microgrid or a VPP, the DERs are controlled 
coordinatively to enhance the productivity of power generation, 
minimize losses and ensure efficiency and security of power 
distribution. Therefore, the successful integration and 

management of DERs systems depends heavily on the 
communication system performance [1]. 

Achieving interoperability is another major issue that 
presents itself given the proprietary communication protocols 
and multi-vendor devices that are used in today’s DERs systems 
[2]. The IEC 61850 standard has been a breakthrough in the 
communications systems of power grids. It has provided 
solutions for the interoperability issues by adopting object- 
oriented modelling of devices’ information. As well, the 
standard has enabled communications over the advanced 
Ethernet technology. However, the growing deployment of 
DERs has significantly increased the amount of data exchanged 
across utilities’ networks leading to several new challenges. The 
substantial increase in communication latency is the most 
critical issue, in addition to cybersecurity, reliability, and the 
high costs of bandwidth usage [3]. 

This situation called for the prospect of adopting concepts 
from the Internet of Things (IoT) initiative into power systems 
communications. Specifically, the concept of EC that is being 
extensively implemented within the industrial sector enterprises 
to address the issues of high data traffic within their networks 
[4]. In [5], the EC is defined as the distribution of data 
processing capabilities in a manner that spreads throughout the 
communication routes from data sources to the cloud. 
Implementing the EC concept has found large acceptance from 
various industries and infrastructure sectors especially for 
monitoring applications. 

A major driver to implementing the EC scheme is to reduce 
the network traffic by distributing data processing capacity 
throughout the network’s edge devices. This feature allows for 
the reduction of bandwidth usage and minimizes 
communication and decision-making latencies. The DER sites 
present a viable use case for EC due to the large volumes of data 
generated in a single site [6]. 

This paper presents an implementation of a monitoring 
scheme of a wind energy DER model utilizing the EC concept. 
A lab-scale testbed was developed to evaluate the EC gateway's 
impact on the communication system performance. The wind 
energy DER model was simulated on a Real Time Digital 
Simulator (RTDS) and publishes data via the IEC 61850-8-1 
Generic Object-Oriented Substation Event (GOOSE) protocol. 
An RTAC SEL-3555 was utilized as the EC gateway that



forwards the data to an Elipse Power SCADA application via 
IEC 61850-8-1 MMS standard over a local area connection. A 
data fusion algorithm was developed for the gateway to reduce 
the data volume before transmission to the SCADA application. 

II. METHODOLOGY 

A. The wind energy DER model on RTDS 

The choice of wind energy in this research work, was mainly 
motivated by the massive contribution of wind energy being the 
most utilized renewable source in clean energy production. This 
fact is mainly driven by the low cost of energy produced from 
wind. Additionally, wind energy has many other advantages that 
promote its wide utilization, including the long-life span of 
system parts, reactive power injection to the grid, minimized 
costs of installation, operation, and maintenance. [7]. 

The performance of communication systems is a critical 
factor in achieving the seamless integration of wind generation 
systems into smart grids. Wind turbines are built on land or 
offshore, usually at very distant locations from control centres. 
Hence, an EC gateway can be utilized to reduce data transmitted 
from wind turbines’ sites to enhance the performance of the 
communication system. A model consisting of a wind turbine 
coupled with an electrical generator was developed in RTDS 
representing a DER site. Several mechanical and electrical 
measurement data are generated from the simulation model and 
forwarded to the gateway using IEC 61850-8-1 GOOSE. 

The RTDS is a digital computing machine developed to run 
real-time simulations of power systems to study electromagnetic 
transients. Real-time simulations need extremely fast computing 
which is realized via parallel computing technologies 
implemented in RTDS hardware. Being a digital simulator, the 
RTDS calculates the state of power system models at discrete 
time instants with a time-step of 50 microseconds (µs) to satisfy 
the real-time operation requirements [8]. In RTDS, processors 
are built into cards which are interconnected using backplane 
racks contained in cubicles. Each rack may consist of a 
combination of several types of cards each performs specific 
functions. The Gigabit Transceiver Network Interface Card 
(GTNET) enables real-time communications with external 
devices using various protocols including IEC 61850 (GSE, 
GOOSE, SV), Modbus, and DNP3 [9]. 

The model developed by RTDS Inc. simulates the wind 
generation system at St. Leon windfarm which is integrated with 
the Manitoba Hydro power system in Manitoba, Canada [10]. 
The model simulates a wind turbine coupled with an induction 
generator and connected to the power grid through transformers. 
A voltage source is configured as voltage behind impedance to 
simulate a simple load. An overview of the wind generation 
system model is illustrated in Fig. 1 below. The turbine model 
in RTDS calculates available wind energy and the turbine’s 
conversion efficiency. The turbine model takes atmospheric 
parameters as inputs including wind speed, air temperature, 
barometric pressure, and relative humidity. They are configured 
to be manually controlled in RSCAD Runtime module. 
Additionally, the model also includes a simulation of wind gusts 
which are sudden wind blows. The gust duration and speed are 
manually set in RSCAD Runtime module. 

 

Following the procedure of RSCAD/RTDS, firstly, a circuit 
diagram for the model is built in the RSCAD Draft module. 
Thereafter, the case is compiled, and the simulation is run in 
RSCAD Runtime module where inputs are controlled by the 
user and measurements are displayed. The RSCAD Runtime 
module for the wind generation system is shown in Fig. 2 below. 
The model allows the user to start/stop the wind turbine. Also, 
the user can control the grid coupling circuit breaker with two 
pushbuttons, ‘TRIP’ and ‘RECLS’. Furthermore, the model 
includes control of coupling the induction generator to the wind 
turbine. In addition, the model allows for manipulating the 
setpoints of power demand and turbine speed which 
consequently drive the pitch angle control module. 

The signal names considered for monitoring in the 
implementation are listed in Table 1 below. These values are 
from the wind turbine and the induction generator models, in 
addition to two atmospheric parameters; ‘wind speed’ and ‘air 
density’ which are computed by the wind turbine model. 

The IEC 61850-8-1 GOOSE messages are published from 
RTDS GTNET card. It is configured via the GTNET-GSE v5 
component which implements a soft IED with an embedded 
Substation Configuration Description (SCD) file that specifies a 
Logical Device (LD) and a GOOSE control block. The SCD 
Editor tool allows for editing of the GTNET’s soft IED 
parameters. Thereafter, the dataset that will be published via 
GOOSE can be created and configured by adding data objects 
(DOs) and setting their data type to “Float32” which is suitable 
for analog values. Then, the SCD file can be exported as a 
Configured IED Description file (CID) file. The next step was 
to configure the RTAC SEL-3555 and develop the intelligent 
gateway model. 

B. The edge computing gateway model 

The RTAC SEL-3555 is configured to subscribe to GOOSE 
messages from RTDS. This is accomplished using the 
AcSELerator Architect SEL-5032 software [11]. The SCD files 
of both the GTNET’s soft IED and the RTAC SEL-3555 are 
imported into the software to configure GOOSE subscription. 

 
TABLE I. WIND MODEL DATA TAGS OF THE MONITORING SCHEME 

 

Parameter Signal name 

Generator’s busbar phase A voltage STLWT1a 

Generator’s busbar phase B voltage STLWT1b 

Generator’s busbar phase C voltage STLWT1c 

Wind Gusts value GUST 

Computed Air Density airdensity 

Wind speed in Km/hr windkph 

HubSpeed in rad/sec HUBSPD 

Turbine Power in Mega Watts pwrturb 

Blades Pitch degree pitchdeg 

Rotor Speed in p.u STLWT1SPD 

Stator active power (P) in Mega Watts STLWT1P 

Stator reactive power (Q) in Mega VAR STLWT1Q 



 
 

Fig. 1. RSCAD/Draft model of the wind power generation system [10]. 

 

 

Fig. 2. RSCAD/Runtime model of the wind generation system [10]. 
 

The RTAC SEL-3555 gateway acts as an IEC 61850-8-1 
MMS server that forwards the received data to the SCADA 
application. Hence, the received GOOSE messages must be 
mapped from the GOOSE control block to the server model of 
RTAC SEL-3555. The server model is modified by adding a 
new LD and a generic Logical Node (LN) as shown in Fig. 3 
below. The created LD ‘Wind-Site’ and the LN of class ‘GGIO’ 
consist 12 analog inputs DOs to match the number of received 
GOOSE messages. Thereafter, the configured SCD file is 
imported into AcSELerator RTAC SEL-5033 software to 
complete the remainder of the configuration. 

Mapping of GOOSE messages to the RTAC SEL-3555’s 
server model is accomplished via a customized logic that is 

developed using the IEC 61131-3 Structured Text (ST) language 
in a ‘Program1’ instant that is added to the project as shown in 
Fig.4 below. The logic simply maps the incoming GOOSE tags 
to the analog DOs of the RTAC SEL-3555 server model. 
Finally, the project is saved, compiled, and sent to the RTAC 
SEL-3555 unit for execution. 

C. The EC algorithm 

A data fusion algorithm was developed within ‘Program1’ to 
evaluate its impact on the communication system performance. 
The algorithm effectively reduces the number of transmitted 
data tags to the SCADA application. The monitoring scheme in 
this implementation involves 12 data tags which are listed in 
Table. 1 above. 



 

 
Fig. 3. Configuration of the RTAC SEL-3555 server model. 

 

Fig. 4. Mapping GOOSE tags to RTAC SEL-3555’s server model DOs. 

 

The data tags, wind gust “GUST”, wind speed “windkph”, 
and pitch degree “pitchdeg”, are reduced by the algorithm to a 
single point. This is done by using the gust value as an alarm of 
high wind speed which can damage the turbines. In the case of 
gust occurrence, the gateway transmits the pitch degree to 
inform the control center that the pitch angle control is 
functional because if it is not, then a manual intervention would 
be needed to prevent turbine damage during high wind speeds. 
However, during normal and low wind speeds, the gateway 
should keep monitoring the wind speed value. 

A similar conditional approach is used to perform logical 
fusion of the tags, turbine power output “pwturb” and generator 
power output “STLWT1P”. During the start-up of the wind 
turbine and before achieving the rated speed and coupling to the 
grid, the gateway transmits the turbine power output “pwturb”. 
During this period the generator power output “STLWT1P” 
would be very small or even a negative value. Thereafter, when 
the rated speed is achieved and the generator is coupled to the 
grid, the priority is given to the generator power output to be 
transmitted to SCADA. 

Lastly, the algorithm fuses the tags, rotor speed 
“STLWT1SPD” and turbine hub speed “HUBSPD” using their 
correlation via the gear ratio. The algorithm converts the rotor to 
hub speed, then instead of two tags, the gateway only transmits 
the difference between the calculated and measured values of 

the turbine hub speed. Ideally, the difference should be zero and 
any significant change in its value can be interpreted by SCADA 
as an indication of mechanical faults in the coupling parts 
between the turbine hub and the induction machine rotor. 

The algorithm compiles all the above-mentioned data fusion 
processes in a custom logic program. It effectively reduces the 
received 12 tags from RTDS to only 6 tags that are transmitted 
via the communication network. 

D. The SCADA application 

Elipse Power is an advanced SCADA application developed 
by Elipse software™. The application provides an IEC 61850- 
8-1 MMS client driver that communicates with compatible 
MMS server devices over TCP/IP Ethernet connection. This 
driver is utilized to poll data from the RTAC SEL-3555 gateway. 
Elipse I/O drivers are implemented as Dynamic Linked 
Libraries (DLL) files that must be imported into the drivers’ 
objects. Hence, the driver configuration window allows the user 
to browse the specified DLL file that can be obtained separately 
from Elipse software™ website [12]. 

The driver settings window consists of several tabs, the one 
showed in Fig. 5 below is the ‘IEC 61850 Device Config’ tab. It 
allows the user to configure the MMS server device by 
importing its SCD file using the button ‘Browse SCL Files’. 
Once the file is imported, the IED name, IP address, and the 
MMS communication parameters are automatically extracted in 
the designated fields. 

 

 
Fig. 5. IEC 61850-8-1 MMS client driver settings. 

 

The ‘IEC 61850 General’ tab contains the settings for the 
transport layer where the transport layer protocol is set to MMS. 
‘Setup’ and ‘Ethernet’ taps allow for configuring the link, and 
physical layers respectively. 

Once all driver settings are complete, a tag browser window 
is prompted which enables browsing the RTAC SEL-3555’s 
server model in an offline mode. The DOs belonging to the LN 
‘GGIO’ under the functional constraint measurement (MX), 
which are the DOs to which the GTNET‘s GOOSE values were 
mapped, are imported to the driver window. Now, the driver can 
be activated to establish MMS client-server communication 
with the RTAC SEL-3555 unit. 

III. SIMULATION RESULTS 

The simulation was run and the data tags were tracked across 
the three components of the network path. Firstly, the GOOSE 
messages published by the DER model on RTDS were captured 



using GOOSE Inspector software. Secondly, data was 
monitored using the online mode in RTAC SEL-3555 gateway. 
Lastly, the IEC 61850-8-1 MMS client driver was activated to 
poll data and assign a timestamp to each point. The active view 
of the driver was captured. The above-mentioned captions are 
demonstrated in Fig. 6 below. Upon implementing the EC 
algorithm, the data tags transmitted over the network are 

reduced from 12 to 6 tags as demonstrated in Fig. 7 below. It 
shows the algorithm taking the 12 data tags received via 
GOOSE, assigning them to global variables then operating on 
the variables and the resulting tags are allocated to the RTAC 
server model DOs which are polled by the IEC 61850-8-1 MMS 
client driver in the SCADA application. 

 
Fig. 6. Data values across the monitoring scheme testbed. 

 

Fig. 7. The monitoring scheme with executing the EC algorithm. 
 

The bandwidth usage was measured as a performance 
indicator to identify the impact of the EC algorithm. Wireshark 
software was used to capture the network traffic for a duration 
of 5 minutes for two test cases. The captured traffic was filtered 
to get only the traffic between the gateway and the SCADA 
application. 

A. Network traffic without execution of EC algorithm 

The bandwidth usage for the scenario with no execution of 
EC algorithm is shown in Fig. 8 below. 

B. Network traffic with execution of EC algorithm 

The bandwidth usage for the scenario with execution of EC 
algorithm is shown in Fig. 9 below. 

The obtained results demonstrate the impact of the data 
fusion algorithm. The capture files were exported to the Comma 
Separated Values (.csv) format. Thereafter, the average 

(Arithmetic mean) was calculated for the bandwidth usage of 
each test case using Microsoft Excel and are listed in Table II. 
below. 

 

 
Fig. 8. The bandwidth usage for the scheme without EC algorithm. 



 

 
Fig. 9. The bandwidth usage of the scheme with EC algorithm. 

 
TABLE II. BANDWIDTH AVERAGE VALUES FOR THE MONITORING 

SCHEME TEST CASES. 
 

With EC algorithm Without EC algorithm Impact 

298.386 Bytes/s 315.481 Bytes/s 17.095 Bytes/s 

IV. DISCUSSION 

The impact of the EC algorithm in reducing bandwidth 
usage is noted from the values in Table II above. The 
difference is relatively small, this is due to the circumstances 
of the measurement using Wireshark, whereby the capture 
period was limited to 5 minutes. Furthermore, the lab scale 
implementation is limited to a small amount of data 
transmitted over the network. However, the impact of EC can 
be scaled to real-life applications whereby continuous 
transmission of large data volumes from remote DER sites 
takes place. In this case, the impact can be significant on the 
bandwidth usage which will result in overall enhancement of 
the communication network performance. 

This implementation presents a solid motivation for 
engineers and system integrators, to consider the significant 
impact of EC when designing the communication system for 
any DER site. Moreover, it is observed from the lab-scale 
implementation works that, adopting the IEC 61850 standard 
for DER communication systems offers massive potential in 
terms of achieving interoperability and more importantly 
simplifying the engineering process. 

V. CONCLUSION AND FUTURE RECOMMENDATIONS 

In this implementation, a monitoring scheme of a wind 
power generation model was developed based on IEC 61850 
standard. The wind model was simulated in RSCAD/RTDS 
platform which publishes real-time values via IEC 61850 
GOOSE protocol. An edge computing gateway model was 
developed utilizing the RTAC SEL-3555 unit. The gateway 
subscribes to GOOSE from the DER model and forwards the 
data to a SCADA application over the IEC 61850-8-1 MMS 
protocol. An embedded algorithm was implemented within 
the gateway to minimize the volume of data transmitted over 
the network. The impact of the algorithm on the 
communication performance was evaluated by measuring the 
bandwidth usage with and without executing the algorithm. 

For future research, the impact of EC on communications 
over wide area networks (WANs) for DER systems can be 

investigated. Additionally, to implement the IEC 61850 
standard for WANs which is specified in part IEC 61850-8-2. 
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Abstract— Increasing the integration of wind power 

generators (WPGs) can have a positive or negative impact on 

the transient stability of power systems. In this study, the 

transient stability of a power system integrating WPGs is 

assessed. The power produced by the WPGs is modelled using 

wind speed measured from three South African sites. The 

Weibull cumulative distribution function (CDF) is used to 

convert the wind speed to wind power. Three system loading 

conditions consisting of low, moderate, and peak demand are 

assessed. The probabilistic method is used to assess power 

system transient stability. Five thousand (5000) system 

operating scenarios are developed by varying the power 

produced by the WPGs during each of the three loading 

conditions. Three-phase faults are applied sequentially on 

power system lines and cleared using a 100 ms fault clearing 

time. Simulation results show that when the system net-load 

which is the difference between the total power produced by the 

WPGs and the system loading is low, the system operates closer 

to transient instability than when the system net-load is higher.  

Keywords—probabilistic method, system net-load, transient 

stability, wind power generators, wind speed 

I. INTRODUCTION 

Due to the adverse impacts of producing energy from 
fossil fuel-based generation sources, globally, the production 
of energy from wind power generation has increased. Between 
2001 and 2021, wind power generators (WPGs) integrated 
into power systems increased from 24 GW to 894 GW [1]. 
The increased integration of WPGs into power systems can 
have a positive or negative impact on their transient stability 
depending on wind turbine technology used [2, 3]. Transient 
stability is the ability of synchronous generators (SGs) within 
a power system to remain synchronised when faults occur in 
the system. Transiently stable power systems have adequate 
capacity to transfer the kinetic energy stored by SGs during 
system faults. WPGs that integrate fully-rated converter 
generators or doubly-fed induction generators (DFIGs) result 
in improved power system transient stability because when 
there are system faults, they support voltages by injecting 
reactive power [4]. However, when there are system faults, 
reactive power is absorbed by WPGs integrating squirrel cage 
induction generators (SCIGs), resulting in reduced power 
system transient stability [4].  

The transient stability of power systems integrating WPGs 
has been investigated in multiple studies [2, 3, 5]. 
Investigations have been performed on power systems 
integrating WPGs consisting of DFIGs [2, 3, 5, 6] and fully-

rated converter based generators [7]. The studies have 
modelled power system load using a constant power load 
model [2, 3, 5, 6] and constant impedance load model [7]. The 
studies performed in [2, 3, 5, 6, 7] investigated the impact of 
increasing the power produced by WPGs on power system 
transient stability. The authors in [2, 3, 5, 6, 7] found that 
keeping the SGs power production constant, while increasing 
the WPGs penetration level, reduced power system stability. 
Furthermore, in [3, 7], the authors found that when the SG’s 
power production was reduced while the WPGs penetration 
level increased, power system stability improved. Reducing 
the SG’s power production results in less kinetic energy stored 
in the machine’s rotor during system faults. This results in less 
acceleration of the SGs rotors, causing improved transient 
stability because the SGs have reduced rotor angular 
deviations during system faults. A limitation of the studies 
performed in [2, 3, 5, 6, 7] is that they focus solely on whether 
power system transient stability improves or reduces due to 
the integration of WPGs. The studies did not consider the 
impact of the system net-load on transient stability. The 
system net-load is a portion of the load that cannot be supplied 
by WPGs due to their low penetration levels, as a result it is 
supplied by SGs in the power system.  

The objective of this study is to investigate the impact of 
the variable power produced by WPGs on power system 
transient stability. The power system transient stability is 
assessed considering the impact of the system’s net-load. The 
power produced by the WPGs is developed using measured 
wind speed from three South African sites. The developed 
power is randomly sampled using Monte-Carlo simulations. 
Three power system loading conditions, namely, low, 
moderate, and peak demand are considered in this 
investigation. During each power system loading condition, 
the power produced by the WPGs is varied. The results show 
that when the wind power generation penetration level 
increases, the system net-load reduces causing increased SG 
maximum rotor angular deviations. This finding suggests that 
system operating conditions in which the system net-load is 
low should be considered when assessing the impact of WPGs 
on power system transient stability. 

The remainder of the paper is organised as follows: 
Section II discusses the methodology used in the investigation, 
Section III introduces the power system case study, Section IV 
discusses the simulation results, and Section V is the 
conclusion.

 



II. RESEARCH METHODOLOGY 

A. Power System Load 

The active and reactive power components of the power 
system’s load have been modelled as a constant power using 
the polynomial load model shown in (1) and (2), respectively. 
The constant power load model is used to model the system 
load by setting the polynomial load model’s active power 
coefficients �� and �� to 0, and �� to 1, and the reactive power 
coefficients �� and �� to 0, and �� to 1. 

� = �	 
�� Ṽ� + ��Ṽ + ��          (1) 

� = �	 
�� Ṽ� + ��Ṽ + ��                        (2) 

where the load’s reactive and active power is �	 and �	 , 
respectively, the load bus voltage dependency is Ṽ, the load’s 
active power coefficients are �� , ��  and �� , and the load’s 
reactive power coefficients are �� , �� and �� . 
B. Wind Power Generation  

The power produced by the WPGs is developed using 
wind speed. The Enercon E-82 E2, 2.05 MW wind turbine 
power curve is used to convert the wind speed to power [8]. 
The wind turbine power curve is modelled using a piecewise 
mathematical model given in (3). The Weibull cumulative 
distribution function (CDF) is used to model the relationship 
between the wind speed and the power produced by the wind 
turbine, as shown in (4) [9]. The total power produced by a 
WPG consisting of multiple wind turbines is quantified using 
(5) [10]. 

��� = ��(�) 0 ≤ � < ��	0 � ≥ ��	     �                                    (3)         

�(�) = �� �1 − � !"
#$%&                                        (4)                   

��'� = ∑ ���)*�                    (5)   

where ��  is a wind turbine’s rated power, �   is the site 
wind speed, the wind turbine’s cut-out wind speed is ��	, + is 
the number of wind turbines integrated in a WPG, the WPG’s 
nth wind turbine’s power production is ���), and the Weibull 

CDF’s shape and scale parameters are , and -, respectively.  

Equation (6) quantifies the WPGs penetration level based 
on the ratio between the total power produced by the WPGs 
against the total system load [11]. The integration of WPGs in 
a power system results in a portion of the system load being 
supplied by the power they produce. The system net-load 
given by (7) is a portion of the load that is supplied solely by 
SGs in a power system integrating WPGs. 

��+�./0.12+ 3���4 =  ∑ '56
∑ '7                              (6)  

 89:.�; <�. − 320= =  ∑ �> − ∑ ���                          (7)  

where the power produced by the WPGs is ���  , and the 

power system load is �> . 

C. Probabilistic Power System Transient Stability 

1) Power System Transient Stability Analysis 
Digsilent PowerFactory 2020 time-domain analysis is 

used to perform the power system simulations. Time-domain 
analysis assesses the transient behaviour of the power system. 
A Python 3 script is used to automate the simulations via the 

Digsilent PowerFactory application programming interface. 
Three-phase faults are applied on the power system’s 
transmission lines as was done in  [12]. The line onto which 
the faults are applied is tripped to isolate the faults using a 100 
ms fault clearing time [12]. SG rotor angles are monitored 
during the assessment to determine whether the generator 
becomes transiently unstable during the studies [12]. When 
faults are applied in the power system, they cause an 
imbalance between the SGs mechanical torques and the power 
system’s electromagnetic torques. 

In a single machine infinite bus system, the swing equation 
shown in (8) defines the relationship between an SG’s rotor 
angular acceleration and the balance between its mechanical 
torque and the power system’s electromagnetic torque. An 
imbalance in which the SG’s mechanical torque is larger than 
the power system’s electromagnetic torque causes the 
machine’s rotor to accelerate. The acceleration of the SG’s 
rotor is caused by kinetic energy stored in its rotor during a 
system fault. The SG’s rotor angular acceleration risks the 
machine becoming transiently unstable should the power 
system not have adequate capacity to transfer the kinetic 
energy stored in the SG’s rotor. 

?@A
?B@ = C

�D (�E − �F)             (8)  

where the SG’s inertia constant is G, the SG’s rotor angle 
is , , the SG’s mechanical torque is �E , and the power 
system’s electromagnetic torque at the SG’s terminals is �F. 

In this study, the dynamic performance of the SGs 
integrated into the power system is modelled using the 
GENROU model. The dynamic performance of the SGs 
excitation systems is modelled using the IEEET1 excitation 
system model. Furthermore, the SGs governor performance is 
modelled using the BPA_GG governor system model. Also, 
three fully-rated converter based WPGs are integrated into the 
test system. The WPGs dynamic performance is modelled 
using the IEC 61400-27-1 Type 4B generic WPG model. 

2) Wind Power Generation Sample Size 
Power system transient stability is investigated in this 

study using the probabilistic method. Monte-Carlo 
simulations is used to randomly sample power production data 
from the modelled power produced by the WPGs. The 
required sample size is quantified using the law of large 
numbers given by (9). Based on the law of large numbers, 
increasing the sample size results in the sample mean 
stabilising as it approaches the population mean [13].  

HI = 41;*→K ∑ LM
*

*NO�            (9) 

where the ith sampled value is HN, the population mean is HI, and the sample size is +. 

III. POWER SYSTEM CASE STUDY 

Fig. 1 shows the IEEE 9-bus test system that is used as a 
case study. Three WPGs with a capacity of 10.25 MW are 
integrated into the test system at buses 5, 6 and 8. Each WPG 
consists of five 2.05 MW fully-rated converter based wind 
turbines. Each WPG is integrated into the test system using a 
40 km, single circuit, 132kV Wolf line templated at 500 
Celsius, and a 132/230kV step-up transformer. 

 



 

Fig. 1. IEEE 9-bus test system. 

The power produced by each of the three WPGs is 
developed using wind speed measured from three wind speed 
measurement sites in South Africa. Cup anemometers with a 
1% wind speed measurement uncertainty have been used to 
measure the wind speed at the height of 10 m. The measured 
wind speed is converted to a wind turbine hub-height of 100 
m using the power exponent formula shown in (10).  

�� = �� !P@
PQ$R                                                                           (10) 

where ��  and ��  are the wind speed at the height h�and h�, respectively, and the site wind speed shear exponent is T. 

The shape of the Enercon E-82 E2, 2.05 MW wind turbine 
power curve modelled using a Weibull CDF with a shape and 
scale parameter of 4.081 and 9.097, respectively, is shown in 
Fig. 2. The Weibull CDF selected for modelling the wind 
turbine power curve is a relevant model as it can be seen that 
it closely fits the turbine power curve. The Weibull 
distribution function can be used as a life model to predict the 
time to failure of equipment. However, in this study, the 
Weibull distribution function is used to convert the wind speed 
to power. 

 

Fig. 2. Power curve. 

For each of the three WPGs, Monte-Carlo simulation is 
used to randomly sample the power developed using the 
Weibull CDF. The sample moving mean for 5000 samples of 
the modelled power produced by each of the three WPGs is 
shown in Fig. 3. Approximately 4180 samples are required for 
the sample mean of the power produced by the three WPGs to 
stabilise. In the investigation performed, the required sample 
size is rounded up to 5000 samples.  

 

Fig. 3. Normalised moving mean of the WPGs power production. 

The impact of the variable power produced by WPGs on 
power system transient stability is assessed using low, 
moderate and peak loading conditions representing 20%, 60% 
and 100%, respectively of peak system load. Table I shows 
the test system’s low, moderate and peak loading quantities. 
During each of the loading conditions, 5000 samples of power 
produced by the three WPGs is used to vary the test system’s 
operating conditions. Three-phase faults are applied 
sequentially on lines 6-9 and 8-9, close to bus 9. A 100 ms 
fault clearing time is used to isolate the applied faults by 
tripping the line on which they were applied to. The IEEE 9-
bus test system’s Gen 3 rotor angle is monitored during the 
assessment. When the faults are applied close to bus 9, Gen 
3’s rotor accelerates because the power produced by the 
machine is stored as kinetic energy in its rotor. The SG’s rotor 
stores the power produced as kinetic energy because it cannot 
be transferred by the power system to the load due to reduced 
voltage levels at its terminals during the period the faults are 
applied.  

TABLE I.  TEST SYSTEM LOADING. 

 

IV. SIMULATION RESULTS 

A. Wind Power Generation Penetration Level Impact on 

Transient Stability 

Fig. 4 and Fig. 5 show scatter plots of the WPGs 
penetration level versus Gen 3’s maximum rotor angle 
deviations when three-phase faults are applied on lines 6-9 and 
8-9 on the IEEE 9-bus test system, respectively. During low, 



moderate, and peak system loading conditions, the penetration 
level of WPGs ranges from 0.0% to 48.6%, 0% to 16.2%, and 
0% to 9.7%, respectively. When faults are applied on line 6-9 
during system low, moderate and peak loading conditions, as 
the penetration level of WPGs increases, Gen 3’s maximum 
rotor angle deviations range from 86.520 to 95.770, 41.610 to 
50.950, and 2.820 to 9.910, respectively. Also, when faults are 
applied on line 8-9 during system low, moderate and peak 
loading conditions, as the penetration level of WPGs 
increases, Gen 3’s maximum rotor angle deviations range 

from 82.610 to 90.600, 44.270 to 51.900, and 16.750 to 21.300, 
respectively. These results show that the relationship between 
the penetration level of WPGs and Gen 3’s maximum rotor 
angle deviations is directly proportional. Therefore, an 
increase in the penetration level of WPGs results in an 
increase in Gen 3’s maximum rotor angle deviations, which 
causes a reduction in system transient stability. These findings 
indicate that when assessing power system transient stability 
with WPGs integrated, system operating conditions in which 
the WPGs penetration level is high should be considered. 

Fig. 4. Scatter plots of WPGs penetration level versus Gen 3’s maximum rotor angle deviations when system faults applied on line 6-9 during: (a) low system 

loading, (b) moderate system loading, (c) peak system loading. 

 

Fig. 5. Scatter plots of WPGs penetration level versus Gen 3’s maximum rotor angle deviations when system faults applied on line 8-9 during: (a) low system 

loading, (b) moderate system loading, (c) peak system loading.

B. System Net-load Impact on Transient Stability 

Fig. 6 and Fig. 7 show the scatter plots of the system net-
load versus Gen 3’s maximum rotor angle deviations when 
faults are applied on lines 6-9 and 8-9 on the IEEE 9-bus test 
system, respectively. During low, moderate, and peak system 
loading conditions, as the penetration level of WPGs increases 
(see Fig. 4 and Fig. 5), the system net-load reduces from 
63MW to 32MW, 189MW to 158MW, and 315MW to 
284MW, respectively. When faults are applied on line 6-9 
during system low, moderate and peak loading conditions, as 
the system net-load reduces, Gen 3’s maximum rotor angle 
deviations increase from 86.520 to 95.770, 41.610 to 50.950, 

and 2.820 to 9.910, respectively. Also, when faults are applied 
on line 8-9 during system low, moderate and peak loading 
conditions, as the system net-load reduces, Gen 3’s maximum 
rotor angle deviations increase from 82.610 to 90.600, 44.270 
to 51.900, and 16.750 to 21.300, respectively. These results 
show that the relationship between the system net-load and 
Gen 3’s maximum rotor angle deviations is inversely 
proportional. This indicates that the power system’s transient 
stability is reduced when the system net-load is low. 
Therefore, when assessing the transient stability of power 
systems integrating WPGs, operating conditions in which the 
system net-load is low should be considered. 



 
Fig. 6. Scatter plots of system net-load versus Gen 3’s maximum rotor angle deviations when faults applied on line 6-9 during: (a) low system loading, (b) 

moderate system loading, (c) peak system loading. 

 

Fig. 7. Scatter plots of system net-load versus Gen 3’s maximum rotor angle deviations when faults applied on line 8-9 during: (a) low system loading, (b) 

moderate system loading, (c) peak system loading.

V. CONCLUSION 

The transient stability of a power system considering the 
variable power produced by WPGs and the system net-load 
was investigated in this study. Power system low, moderate 
and peak loading conditions were investigated. During each of 
the three system loading conditions, increasing the power 
produced by the WPGs increases their penetration level, 
resulting in a reduction in the system net-load. The 
investigation performed found that in a power system 
integrating WPGs, when the system net-load reduced due to 
their increased penetration level, the power system’s transient 
stability also reduced. The implication of the study findings is 
that operating conditions in which the system net-load is low 
should be considered when assessing the transient stability of 
power systems integrating WPGs as they result in the system 
operating closer to transient instability than when the system 
net-load is higher. 
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Abstract—Electricity plays a critical role in the economy of 

any country. Access to electricity has become a necessity rather 

than a luxury over the years. With the modernization and 

expansion of big cities, the focus for electrification has shifted 

towards highly concentrated communities. Constructing 

conventional power distribution networks in sparsely populated 

rural areas is said to be uneconomical. This gives rise to the need 

for alternative technologies to supply electricity to these areas, 

mainly the rural areas. One of the technologies that exists within 

the un-conventional rural electrification technologies is the 

Capacitor Coupled Substation (CCS). This technology makes 

use of the high voltage power transmission lines that normally 

pass through these communities from town to town. A CCS 

operates by tapping electrical power from the high voltage lines 

through the use of capacitors as its key components. As 

capacitors are known to cause interference on an electrical 

system, the implementation of a CCS needs to ensure that there 

is limited interference on the network. This paper modelled and 

analyzed multiple-CCS focusing on the impact caused by the 

proximity of each CCS to the nearest one. A three CCS system 

model was developed through MATLAB/Simulink to simulate 

the impact on the system when one or more CCS is switched ON 

or OFF. The results showed that in all the scenarios created, 

there was minimal disturbance on the supply side and the 

downstream system except for the reactive power fluctuations 

on the downstream power network when the CCS were 

switched. Further analysis was also recommended to 

understand the impact of each critical component within a CCS. 

Keywords — Capacitor Coupled Substation, Conventional 

Rural Electrification Technologies, Un-conventional Rural 

Electrification, System Modeling. 

I. INTRODUCTION 

Conventional Rural Electrification (CRE) in sparsely 
populated areas such as rural areas have been considered to be 
uneconomical due to the perceived low load demand [1]. Un-
Conventional Rural Electrification (URE) technologies are 
thus being explored in order to implement a cost-effective 
system to supply electrical power to the rural areas [2]. 
Capacitor Coupled Substation (CCS) is one of the URE 
technologies that is continuously being explored for rural 
electrification [3]. CCS is defined as a technology whereby 
coupling capacitors are used to tap electrical power from a 
High Voltage (HV) line to distribution levels voltages. The 
core components of a CCS are the capacitors. Tapping 
electrical power directly from an HV power transmission line 
through a CCS can cause transient behaviours on the power 
network and inevitably affect the main components of a CCS 
[4].  

This paper presents the analysis of a system response when 
three CCSs, connected to the same power transmission line 
and located at different proximities from each other, are 
switched ON and OFF.  

The results were achieved through MATLAB/Simulink 
modeling and simulation and analysing the power 
transmission line behaviour when multiple CCS are connected 
to it. The paper also analysed the impact on the power 
transmission line when the modelled CCS are located at 
different proximities and are switched ON and OFF at 
different intervals. 

II. BACKGROUND 

CCS, as a technology whereby coupling capacitors are 
used to tap power from the high voltage (HV) lines to 
distribution level voltages, uses a similar concept as to that of 
a Capacitive Voltage Transformer (CVT) [5]. A CVT can be 
defined as “a transformer used in a power system to step down 
extra-high voltage signals to low voltage signals for metering 
or operating protective relays” [6]. The structure of a CVT is 
divided into a capacitive divider and an electromagnetic unit 
whereby the capacitive divider comprises an insulating 
cylinder and a series capacitor in it while the electromagnetic 
unit is comprised of a compensation reactor, a step-down 
transformer, and a damper [7]. Similar to the CVT which steps 
down higher voltages to lower measurement voltages, a CCS 
steps down high voltage from the HV power transmission 
lines to medium voltage using capacitors. Figure 1 below 
presents an overly simplified CCS. 

 

 

 

 

 

 

 

 

 

Figure 1 above presents a simplified CCS which has a 
capacitor-divider with capacitors (C1 and C2) connected across 
the incoming voltage (Vin) used to supply the desired tap-
voltage (VT) measured from the tapping node between the two 
capacitors.  

Figure 1: Overly Simplified CCS 

VT 



The voltage output (Vout) is calculated by subtracting the 
voltage drop across the inductor (L) from VT. C1 and C2 
represent capacitor banks rather than individual capacitors 
where C1 represents Capacitor Bank 1 and C2 represents 
Capacitor Bank 2. 

The tap-voltage (VT) is calculated as follows: 

�� �  ��� �
�	


�	 � ��
 

(1) 

The output voltage is calculated as follows: 

���� �  �� � ���
 (2) 

The above formulae, (1) and (2), serve as the basis of the 
element calculation in a CCS. The objective is to ensure that 
the Vout remains stable as it feeds into a downstream 
transformer for the power distribution system. 

III. ANALYSIS METHODOLOGY 

Three identical CCS models were developed through 
MATLAB/Simulink. The CCS were set to be at known equal 
distances from each other within the same power transmission 
line. The model was then executed to determine the reference 
point of the measured parameters. The three CCS were first 
set at 100km apart, then this distance was increased to 500km, 
and the system behaviour was analysed. Figure 2 below 
presents an individual CCS model followed by Figure 3 which 
presents the multi-CCS model developed. 

Figure 2: CCS Model (MATLAB/Simulink developed) 

 

Figure 3: Multi-CCS Model (MATLAB/Simulink developed) 

The approach or sequence of the simulation presented in 
Figure 3 is highlighted below: 

A. Modeling Sequence 

The project followed the following sequence: 

1. All breakers were closed (initial state) 

2. The main feeder breaker remained closed throughout 
the simulation. 

3. CCS 1 Feed Breaker was set to close at 0.5 seconds 

4. CCS 2 Feed Breaker was set to close at 1 second 

5. CCS 3 Feed Breaker was set to close at 1.5 seconds 

The line distance was first set at 100km between CCS 1 
and CCS 2 and between CCS 2 and CCS 3. The line distance 
between CCS 1 and CCS 2 and between CCS 2 and CCS 3 
was then set at 500km and the system analysed accordingly. 
Furthermore, the system was analysed when any of the CCS 
is connected and disconnected from the power network. 

The main parameters recorded and analysed are the 
voltage (V), current (A), active power (kW), reactive power 
(kVAr), the load for all three CCS, and the downstream line 
and load parameters. The downstream line behaviour analysis 
is vital as the paper was also intending to establish the overall 
impact on the network as a whole when a CCS is connected 
on the line, what happens when it switches ON and OFF, thus 
identifying the impact that may or may not affect other power 
consumers connected to the same power network. 

IV. DATA AND MODEL 

The following parameters were used to model and analyse 
the system behaviour. 

A. Main CCS Parameters 

Table 1 below presents the main parameters that were used 
during the development of the CCS model. 

Table 1: CCS Parameters 

Parameter Value 

C1 0.375 µF 

C2 3.075 µF 

L 2.937 H 

Step-down Transformer  1000 VA, 50 Hz, 230/110 V 

Load Fixed resistive load of 200 Ω 

 

B. Downstream Laod Parameters 

Table 2 below presents the parameters used for the 
simulation of the downstream load. 

Table 2: Downstream Load Parameters 

Parameter Value 

Nominal Voltage 230 Vrms 

Nominal Frequency 50 Hz 

Active Power  100 kW 

Inductive Reactive Power 100 (+VAR) 

Capacitive Reactive Power 100 (-VAR) 

 

C. Monitored Parameters 

Table 3 below presents the main parameters that were 
monitored and analysed during the project. 

Table 3: Monitored Parameters 

Parameter Details 

Supply Voltage Line Voltage 

Downstream Parameters Line Voltage and Current, 
Load Voltage and Current, 
Load Active Power and 
Load Reactive 

CCS Parameters Voltage and Current, Load 
Active Power and Load 
Reactive Power.  

  



V. RESULTS AND DISCUSSIONS 

The results achieved are presented in this section. 

A. Results 

The simulation was executed with the initial state of all 
breakers open. The Feed breaker and the line breakers were 
closed at 0.0167 seconds to power up the network. The 
individual CCS feed breakers were then closed at 0.5 seconds, 
1 second and 1.5 seconds for CCS 1, CCS 2, and CCS 3, 
respectively. The results are shown below from Figure 4 to 
Figure 10 when the distance between the CCS was 100km and 
the simulation run for 2 seconds. Each figure shows the 
behaviour of the voltage, current, active power, and reactive 
power within the measured section. 

Figure 4: Supply Parameters 

 

 
Figure 5: Supply Parameters (expanded view) 

 

 
Figure 6: Downstream Load Parameters 

 
Figure 7: Downstream Load Parameters (expanded view) 

 

 
Figure 8: CCS #1 Parameters 

 

 
Figure 9: CCS #2 Parameters 

 

 
Figure 10: CCS #3 Parameters 

The exercise was repeated with a distance set to 500km 

between the individual CCS and the results are presented on 

Figure 11 to Figure 17 below: 



 
Figure 11: Supply Parameters 

 

 
Figure 12: Supply Parameters (expanded view) 

 

 
Figure 13: Downstream Load Parameters 

 

 
Figure 14: Downstream Load Parameters (expanded) 

 

 
Figure 15: CCS #1 Parameters 

 
Figure 16: CCS #2 Parameters 

 

 
Figure 17: CCS #3 Parameters 

Furthermore, the system was simulated with an ON and 

OFF configuration for CCS 2 closing and opening repeatedly. 

The results are as follows on Figure 18 to Figure 22: 

 

 
Figure 18: Supply Parameters 

 

 
Figure 19: Downstream Load Parameters 



 
Figure 20: CCS #1 Parameters 

 

 
Figure 21: CCS #2 Parameters 

 

 
Figure 22: CCS #3 Parameters 

The simulation with CCS 2 opening and closing a number 

of times was repeated but the distance set at 500km. The 

results are shown on Figure 23 to Figure 27 below:  

 

 
Figure 23: Supply Parameters 

 
Figure 24: Downstream Load Parameters 

 

 
Figure 25: CCS #1 Parameters 

 

 
Figure 26: CCS #2 Parameters 

 

 
Figure 27: CCS #3 Parameters 

B. Discussion 

Figures 4 to 10 presents the system when the distance was 

set at 100km. The notable system response is that the supply 

voltage was not affected at all during the closing of any of the 

downstream feeder breakers. The current, active power and 

reactive power were also only momentarily affected when 

closing the main supply feed breaker (Tx Line 1 Feed 

Breaker). The supply system thereafter stabilizes and sees no 

interference for the remainder of the cycle time when all the 

downstream system breakers closed. 



As seen on the expanded view of the downstream load 

parameters, in figure 7, the downstream system is also only 

affected during the initial closing of the Tx Line 1 Feeder 

Breaker, then stabilizes for the remaining duration of the 

cycle. 

Figure 8 shows that the system affected when closing 

CCS 1 feeder breaker is CCS 1 itself with the momentary 

voltage drop resulting in a drop in current and active power 

and a slight increase in the negative reactive power which 

only lasts for the duration of the actual state change 

(switching). 

The system appears to respond the same even at longer 

distances when the distance was set at 500km. The only 

notable change is the slight delayed system stabilization after 

the switching and the increased sensitivity of the reactive 

power which spikes when another section is switched into the 

system as seen in figure 13.  

When CCS 2 feed breaker is switched ON and OFF, the 

supply side of the power network is still not affected. 

However, the downstream load system sees some spikes of 

the reactive power every time any of the feeder breakers 

upstream either close of open as seen on figure 19 and figure 

24. 

 

VI. CONCLUSION 

The analysis conducted on the power transmission line 
behaviour when multiple CCS are connected to the system 
showed no notable interference on the supply side of the 
system and minimal interference on the downstream network 
from the CCS tap-off node. This, therefore, implies that based 
on this particular model and analysis, the CCS can be easily 
adapted into a power transmission network without any 
notable interference on the overall performance of the power 
network. 

Furthermore, the analysis conducted when the modelled 
CCS was switched ON and OFF also showed minimal 
interference on the overall network even at different CCS 
proximities to each other within the power network.  

The author, however, acknowledges that the CCS used on 
this project did not allow for constant load variations on the 
CCS system, therefore, it can be concluded that there is no 
notable interference on the overall network if the CCS 
connected to it is or are stable. 

 
VII. RECOMMENDATIONS 

Recommendations for further studies are as follows: 

1. A comprehensive analysis of the CCS based on 
varying load including switching ON and OFF needs 
to be conducted in order to identify the limits of the 
CCS that could be connected to an existing power 
transmission network without causing notable 
interferences. 

2. An analysis of the downstream system of a CCS 
should be conducted so as to analyse which has more 
impact between the varying loads or the switching. 

3. A comprehensive analysis of the ferroresonance due 
to the switching of the CCS and its suppression needs 
to be conducted. 
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Abstract— Distribution power system networks in South 

Africa are transitioning from passive to active which is 

anticipated to result in several potential impacts concerning 

traditional practices employed in the planning of the 

distribution power system network. Through a literature 

review, several impacts of active distribution networks on 

traditionally employed passive distribution network planning 

practices were identified, including practices to manage and 

support the planning of active distribution power system 

networks. Risks to the economical and operational planning of 

the distribution power system network due to the impacts on 

traditional network planning practices were identified. A 

research study was therefore required to validate the findings 

from the literature. The identified impacts and practices were 

confirmed through a descriptive research study conducted 

amongst network planners in South Africa. It was determined 

that the transition to active distribution network planning 

practices amongst the sample population was to some extent. 

The risks associated with the employment of passive planning 

practices to networks transitioning to becoming active are 

therefore present, however opportunities to readily transition is 

provided. 

Keywords— Distribution network planning, practices, passive 

network, active network, impacts 

I. INTRODUCTION 

The culmination of South Africa’s climate change 
endeavours, current electricity generation shortfall and the 
socio economic conditions of the country, are driving factors 
of the just energy transition in the electricity sector.  This 
proposed transition is apparent in the country’s Integrated 
Resource Plan (IRP), detailing the favoured energy generation 
technologies to meet the electricity demand of the country as 
depicted in Table I. A planned decrease in the share of coal 
generation and an increase in the share of alternate generation 
sources, specifically renewable energy generation, is expected 
by 2030. 

TABLE I.  INSTALLED GENERATION CAPACITY 2021 – 2030 [1] [2] 

Technology Total capacity 2021 
Total capacity 

2030 

Coal 74% 43% 

Renewables 11% 40% 

Gas & diesel 6% 8% 

Storage 5% 7% 

Nuclear  4% 2% 

Renewables, through distributed energy resources (DER), will 
be integrated on the distribution network of the South African 
electricity grid. The anticipated increase in renewable energy 
on the distribution power system network is expected to 
evolve the distribution network from a traditional passive 
system into an active system which is depicted in Fig. 1. 

 

Fig. 1. Active distribution power system network [3] 

Active distribution power system networks comprise of 

typical distribution network infrastructure such as 

substations, transformers, cabling, metering equipment, and 

control equipment, with the inclusion of distributed energy 

resources on both the network and customer connection 

points resulting in bi-directional power flows [4]. With the 

anticipated evolution of the distribution power system 

network, several complexities with respect to the planning of 

these networks are expected [5]. The changes to the behavior 

of the network may result in traditional distribution network 

planning practices employed for passive networks becoming 

inadequate to perform planning on active networks.  

Utilizing unsuitable planning practices for active networks, 

which may have been suited to passive distribution network 

systems, has potential economic and operational risks [6][7]. 

The deficiencies in traditional distribution network planning 

approaches including the inability to adapt to the changing 

environment have been of concern for decades [8]. It is 

therefore mooted that traditional network planning practices 

employed for passive networks undergo an investigation in 

reference to active networks [9]. 

The objectives of this paper was to investigate the potential 

impacts of active distribution networks on traditional 

distribution network planning practices in South Africa, and 

to investigate the practices to support the planning of active 

distribution networks. The research was performed through a 



literature review and a descriptive research study across 

network planning engineers in South Africa. 

II. LITERATURE 

A. Traditional Passive Distribution Network Planning 

Practices 

Distribution network planning is aimed at conceptually 
designing the distribution power system to meet demand 
growth, through timely plans that are the most economical 
subject to technical and operational constraints [10]. This is 
performed through several activities with established practices 
using a structured process. Fig. 2 depicts the conventional 
distribution network planning process. 

 

Fig. 2. Conventional distribution  network planning process [11] 

From the process depicted in Fig. 2, four key stages were 
identified [12] [13]:  

• Definition of the planning study 

• Planning alternatives 

• Network calculations 

• Alternative evaluation 

Each of the four key network planning stages consist of 
various activities under which relevant network planning 
practices are employed. Network planning activities include 
data management, load forecasting, alternative development, 
data modelling and simulation, network assessments and 
solution selection. Traditionally employed distribution 
network practices were identified for each of the network 
planning activities from the literature and are summarized in 
Table II. 

TABLE II.  TRADITIONAL DISTRIBUTION NETWORK PLANNING 

PRACTICES 

Stage Activity Practice 

Definition of the 

planning study 

Data management 
Basic data 

management [3] 

Load forecasting 

Classical forecasting 

methods and no 
consideration of 

active components in 

forecasts. [11] 

Planning 

alternatives 

Alternative 

development 

No consideration of 

DER optimization 

Stage Activity Practice 

and conventional 

reinforcement 
solutions. [14] 

Network 

calculations 

Data modelling & 

simulation 

Deterministic fit & 

forget approach with 

static simulations. 
[12] 

Network 

assessments 

Conventional 

network assessments. 
[6] 

Alternative 
evaluation 

Solution selection 

Single objective 

function 
(minimization of the 

cost function). [10] 

B. Impacts on Traditional Distribution Network Planning 

Practices 

Historically, distribution power system networks were 
predominantly passive, allowing the simplification of several 
of the listed practices adopted by distribution network 
planners in conducting the activities during the conventional 
network planning process. This was due to the behaviour of 
the network being majorly influenced by passive components 
[12]. 

Distribution power system networks in South Africa are 
undergoing an evolution from being passive to active, as 
penetration levels of distributed energy resources and 
responsive customer loads are becoming increasingly 
significant. This increases the complexity of the behaviour of 
the distribution power system network, and therefore the 
traditional network planning practices previously adopted by 
distribution network planners [12]. These complexities are a 
result of the capabilities of distributed energy resources, their 
introduced randomness and uncertainties, including the 
involvement of customers in active demand [10]. 

In reviewing the potential impacts of active distribution 
networks on traditionally employed distribution network 
planning practices, several impacts were identified and are 
summarized in Table III. 

TABLE III.  IMPACTS ON TRADITIONAL DISTRIBUTION NETWORK 

PLANNING PRACTICES DUE TO ACTIVE NETWORKS  

Activity Practice Impacts 

Data 

management 

Basic data 

management 

Significant increase 

in data and data 

management 
requirements. [15] 

Load 

forecasting 

Classical forecasting 

methods and no 
consideration of active 

components in 

forecasts. 

Load forecasting 

accuracy and load 

shape/ demand 
levels. [16] 

Alternative 

development 

No consideration of 

DER optimization and 

conventional 
reinforcement 

solutions. 

Sub-optimal (i.e., 
overinvestment) 

network alternative 

development. [14] 

Data modelling 

& simulation 

Deterministic fit & 

forget approach with 
static simulations. 

Premature network 
sterilization & 

increased planning 

scenarios. [17] [18] 

Network 

assessments 

Conventional network 

assessments. 

Network stability, 
power quality and 

safety impacts. [19] 

Solution 

selection 

Single objective 

function. 

Multi-objective and 
complex objective 

function. [20]  

 



Risks to the economical (i.e., overinvestment) and operational 
planning (i.e., network stability, power quality) of the 
distribution power system due to the above listed impacts on 
traditional distribution network planning practices are evident. 

C. Practices to Support the Planning of Active Distribution 

Networks 

It is apparent from the literature that the impacts of active 

distribution networks on traditional network planning 

practices are significant enough to consider a transition in the 

practices employed. This is to ensure the adequate and 

sustainable planning of the future distribution power system 

network [21].  

 

In investigating practices to support the planning of active 

distribution networks, the following summarized practices 

listed in Table IV were identified. 

TABLE IV.  ACTIVE  DISTRIBUTION NETWORK PLANNING PRACTICES 

Stage Activity Practice 

Definition of the 

planning study 

Data 
management 

Big data management 

and data analytics. 

[15][22] 

Load 

forecasting 

Modern statistical 

forecasting techniques 

including the 
consideration of 

distributed energy 

resource and demand side 
management impacts. 

[23][16] 

Planning 

alternatives 

Alternative 

development 

Optimal distributed 
energy resource and 

network flexibility 

planning. [24][25] 

Active network 
management 

Incorporation of non-

network alternatives with 

information and 
communication 

technology needs. 

[13][14] 

Network 

calculations 

Data modelling 
& simulation 

Probabilistic, temporal 

and co-modelling and 

simulation. [25] [26] 

Network 

assessments 

System stability, voltage 

unbalance and reverse 

power flow assessments. 
[7] 

Alternative 
evaluation 

Solution 
selection 

Automated multi-

objective optimization 

function. [13][20] 

 

It is notable the addition of an active network management 

activity under the planning alternatives stage is gaining 

prominence. This refers to the coordination of distributed 

energy resources as non-network alternatives to provide 

potential technical and economic benefits for various network 

issues such as voltage regulation, reliability and power losses 

[27]. In line with the identified active distribution network 

planning practices from the literature, Fig. 3 depicts a 

proposed active distribution network planning process [12]. 

 

 

Fig. 3. Active distribution  network planning process [12] 

The active distribution network planning process consists of 

key transitions to the conventional distribution network 

planning process activities and traditional practices 

employed. There was therefore a need to validate the findings 

from the literature and to determine the status quo of the 

transition to active distribution network planning practices in 

South Africa. 

III. RESEARCH METHODOLOGY 

Literature has indicated that there are several potential 
impacts on traditionally employed distribution network 
planning practices due to active distribution networks, 
including several employable active distribution network 
planning practices to manage and support the planning of 
active networks. A research study was performed amongst 
distribution network planning engineers in a case organization 
in South Africa who are responsible for the planning of the 
distribution power system network. 

A quantitative descriptive research design approach was 
undertaken for the study due to its applicability concerning the 
research objective. The selected data collection method was a 
structured self-administered questionnaire which was 
disseminated amongst network planning engineers in the 
selected case organization in South Africa. 

The selected sampling technique for the sample population 
was judgement sampling. The judgement sampling approach 
would allow information to be gathered from well-versed, 
honest, and knowledgeable cases. The selection of 
participants in the study was not performed to influence the 
outcomes (i.e., biased responses), but to rather ensure that 
experienced and trustworthy responses were received to allow 
the research objectives to be adequately addressed. This 
technique is generally utilized for small population samples, 
which makes probabilistic sampling techniques infeasible 
[28]. 

The design of the self-administered questionnaire consisted of 
structure and unambiguous close-ended questions based on 
the outcomes of the literature review. This was considered 
good questionnaire design practice to reduce respondent 
administration, thereby increasing response accuracy and 



validity [29]. The questionnaire framework consisted of six 
categories: 

• A – Demographics: To determine the role and 
experience of participants. 

• B – Awareness of active distribution networks: To 
determine participant awareness levels of the 
research scope. 

• C – Network type: To determine the type of 
distribution networks being planned by participants 
(i.e., passive, or active). 

• D – Network planning process: To determine the 
planning stages employed in alignment to the 
conventional and active distribution network 
planning processes. 

• E – Impacts on distribution planning practices: To 
validate the findings from literature concerning the 
impacts on planning practices due to active networks 
across the various network planning activities. 

• F – Employed active distribution planning practices: 
To validate the findings from literature concerning 
active network planning practices, and to determine 
the status quo in South Africa concerning the 
employment extent of such practices. 

IV. RESEARCH FINDINGS 

The responses from the questionnaire were gathered, 
processed, and then analysed to derive valuable findings 
concerning the research objectives. 

A. Demographics 

Twenty-one responses out of the targeted sampling 
population of 27 were received indicating a 78% response 
rate. The demographics of the population sample consisted of 
network planning engineers, network planning senior 
engineers and network planning managers, whom form part of 
distribution network planning departments across the nine 
provinces in South Africa within the case organization. The 
diversified roles offer various perspectives with respect to the 
research categories, as each have varying degrees of 
responsibility and therefore perception. The majority of 
participants had more than 10 years of experience in each of 
their roles, adding to the integrity of the received responses. 

B. Awareness of Active Distribution Networks 

The majority (53%) of participants to the questionnaire 
were moderately to extremely aware of active distribution 
networks. This indicates that the scope of the research is well 
understood by most of the participants. It was also determined 
that participants with more than 10 years of experience were 
the leading category in being moderately to extremely aware. 
This indicates a potential knowledge gap between experienced 
and experienced network planners on active distribution 
networks. 

C. Network Type 

The network type being managed by network planners in 
the case organization is currently passive overall, with the 
majority (64%) of participants indicating null to a small extent 
of the presence of active control, active management, and 
demand side management. Distributed energy resource 
presence is however indicated to be small to some extent. This 
implies that distribution network planning is still in the 

fostering stages of active distribution networks, and therefore 
distribution network planning practices employed may still be 
mainly geared towards the planning of passive networks. 

D. Network Planning Process 

The planning process being followed by 81% of 
participants is a conventional distribution network planning 
process. The remaining 19% of participants incorporate active 
network management into their planning process, which is 
considered to be part of the active distribution network 
planning process. This indicates that a small portion of 
network planners in the case organization have transitioned to 
active network planning. 

E. Impacts on Distribution Network Planning Practices 

The results from the questionnaire concerning the impacts 
to the various distribution network planning practices 
employed under each of the planning activities are 
summarized in Fig. 4 based on the calculation of the median 
of the responses through the defined Likert scale. The median 
is the recommended statistical representation of central 
tendency for Likert scales [31]. 

 

Fig. 4. Impact level per planning activity 

It is evident from Fig. 4 that the impact level of active 
distribution networks on all distribution network planning 
practices is moderate to significant. This confirms the 
literature, in which impacts on data management, load 
forecasting, alternative development, data modelling and 
simulation, network assessments and solution selection 
practices were noted. 

F. Employed Active Distribution Planning Practices 

The outcomes from the data analysis on the results from 
the questionnaire concerning the employment of active 
distribution network planning practices are summarized in 
Fig. 5. Similarly, the results are represented based on the 
calculation of the median of the responses through the defined 
Likert scale. 



 

Fig. 5. Employment extent of active distribution network planning 
practices 

The results in Fig. 5 confirm the existence of active 
distribution network planning practices as identified in 
literature under the active network planning process. The 
results also demonstrate that the transition towards active 
distribution network planning practices amongst the 
participants across all of the planning activities is small to 
some extent. This indicates that the transition from passive to 
active distribution network planning practices in the selected 
case organization has some way to go, even though the 
networks being managed are currently still passive. 

V. DISCUSSION 

Impacts on traditional network planning practices due to 
active distribution networks were identified by the literature 
and confirmed by the performed data analysis on the results of 
quantitative descriptive research study on a case organization 
in South Africa. The results indicated moderate to significant 
impacts across all traditional network planning practices. 
Similarly, several active distribution network planning 
practices were identified in the literature and confirmed by the 
quantitative descriptive research study. The results however 
indicate that distribution network planners in the case 
organization employ these practices at a small to some extent. 
This could be attributed to the results of the data analysis 
indicating that the networks being managed by the distribution 
network planners in the case organization are still passive. The 
risks, as revealed by the literature, of employing traditional 
passive network planning practices to networks transitioning 
from passive to active are however still present. 

VI. RECOMMENDATIONS 

 It is evident from the literature and data analysis on the 
results of the descriptive research study that traditionally 
employed distribution network planning practices would 
require an adaptation to active distribution network planning 
practices to mitigate the identified impacts and avoid the 
potential risks associated with them. Although the results from 
the research study indicate that the level of extent of employed 
active distribution network planning practices amongst 
planners in the case organization is currently small to some 
extent, there are however opportunities that can be explored to 
maximize the benefit from some of the practices. 

A. Big Data Management & Data Analytics 

Substantial development and maturity levels of the 
incorporation and employment of big data management and 
data analytics in the electric utility space currently exists and 
can therefore be leveraged [15]. The employment of big data 
management and data analytics may also improve the 
employment levels of active distribution network planning 
practices, such as temporal and probabilistic simulation 
practices, including the employment of modern forecasting 
techniques, which are all data-intensive activities. Further 
potential benefits of the employment of big data management 
and data analytics could result in better network reliability, 
customer satisfaction and improved process efficiencies in 
distribution network planning. 

B. Optimal Distributed Energy Resource Planning 

The optimal planning of distributed energy resources 
requires a shift from passive to pro-active DER forecasting, 
modelling, and simulation. The requirements for this approach 
would be increased manpower or computing power to perform 
such a function. The benefits that could be attained are 
however significant. Benefits of the employment of optimal 
distributed energy resource planning include hosting capacity 
maximization, increased network health and network security. 

C. Non-network Alternatives 

The results from the data analysis indicate that network 
planners are aware of the capabilities offered by distributed 
energy resources. These capabilities include active and re-
active power control [32]. The only requirement would 
therefore be to incorporate non-network alternatives as part of 
the network planning process. The benefits of non-network 
alternatives consist of voltage and reactive power support, 
including network capacity relief, with the potential of 
significant infrastructure deferment cost savings. 

VII. RESEARCH LIMITATION & FUTURE RESEARCH 

The selected research design approach and the employed 
research method are not without respective limitations. 
Limitations include the risk of  dishonest responses in utilizing 
a self-administered online questionnaire [33]. The sample 
population was also selected from a single case organization, 
however, there exists several organizations in South Africa 
with potential network planning departments and practitioners 
offering different perspectives. 

It is recommended that future research consider increasing the 
research scope and include interviews as a data collection tool 
to understand why the employment extent of active 
distribution network planning practices is small to some 
extent. Understanding the reasons behind the employment 
extent level of active distribution network planning practices 
may assist the researcher in investigating and further 
supporting the transition of practices from passive to active for 
distribution network planners. 
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Abstract—Southern African countries have the ability to 

establish a reliable, affordable, and efficient electrical power 

system; hence, the use of renewable energy is widely 

recommended.  Due to population expansion in Southern Africa, 

there is an immediate need to expand the electrical supply as well 

as upgrade electrical power infrastructure in order to improve 

electricity production. Regional power exchange offers several 

potential advantages. Indeed, expanding national power markets 

across international boundaries might reduce supply and 

demand fluctuations and boost capacity investment. Southern 

African Power Pool (SAPP) is the regional organization of the 

Southern African Development Community (SADC) member 

countries' national utility electricity suppliers in Southern Africa. 

This review article covers the power electrical difficulties facing 

the Southern African region, including the available installed 

capacity, the potential power that may be accumulated, and the 

expanding population that a peak demand must meet. It also 

includes the SAPP's aims, vision, and mission to provide power 

accessibility and reliability in the region. 

Keywords—Grid Reliability, Power Exchange, Power 

Interconnections, Southern African Power Pool, SAPP challenges  

I. INTRODUCTION  

Southern Africa is made up of twelve countries: Angola, 
Botswana, Lesotho, Malawi, Mozambique, Namibia, South 
Africa, Swaziland, Zambia, Zimbabwe, and Tanzania which is 
also a member of the Eastern African Power Pool (EAPP), and 
the Democratic Republic of the Congo (DRC) also known as 
Central African Power Pool (CAPP) member [1]. Southern 
Africa is the second of five power pools formed on the African 
continent under the auspices of the SADC to provide a 
foundation for regional remedies to electricity generation and 
supply concerns through coordinated planning and the 
management of regional power networks [2, 3]. The 1992 
Treaty that formed the Southern African Development 
Community (SADC) resulted in an early concentration on 
regional resource management. In 1995, SAPP united the 
national power utilities of the countries involved and the 
following year, SADC member states ratified the SADC 
Protocol on Power [4, 5]. 

In terms of Infrastructure and performance of the energy 
sector, sub-Saharan African nations have historically struggled 
behind other parts of the world. Less than 30% percent of the 
population has access to electricity, compared to around 65% 
in South Asia and more than ninety percent in East Asia [6]. 
Furthermore, the average power consumption per capita is only 
124 kWh if South Africa is omitted; in comparison, the yearly 

average consumption per capita in the developing world is 1 
155 kWh and in the developed world it is 10, 198 kWh [7]. 

II. SOUTHERN AFRICAN REGIONAL GRID BACKGROUND 

The SAPP is comprised of 12 countries, as shown in Fig.1, 
with a population of around 350 million and 64GW installed 
generating capacity, of which 44GW is available to fulfill peak 
demand of approximately 50GW [8]. Approximately 93% of 
Africa's coal is produced by South Africa [9, 10]. 
Mozambique, with 19 GW of hydroelectric potential, 23 TW 
of solar potential, about 130 Tcf of Natural gas, and 20 billion 
tons of coal reserves, is one of the most resource-rich countries 
in the Southern African region [11, 12]. Angola is one of 
Africa's leading oil producers. [13], lower than 10% of 
Malawians have access to power [14]. Namibia and Swaziland 
receive power through South Africa and Mozambique, whereas 
Zambia produces 95% of its power from hydropower and 
Zimbabwe relies mostly on fuel 

 

Fig. 1. Southern Africa regional map (2022). 

 

Table I. lists SAPP members and their power utilities, as 
well as their population for each nation, with the Democratic 



   

Republic of the Congo having the most people and Swaziland 
having the least [13, 14]. It also highlights the operating 
members and market participants and categorizes them as 
Independent Power Producers (IPPs) and Independent 
Transmission Companies (ITCs) [8]. 

TABLE I.  SOUTHERN AFRICAN POWER POOL UTILITIES AND 

POPULATION  

SAPP 

Members 

Power Utilities Population 

(Million) 

Angola Empresa National de Electricidade 
(ENE) 

31.85 

Botswana Botswana Power Corporation (BPC) 2.303 

Lesotho  Lesotho Electricity Commission 

(LEC) 

2.125 

Malawi Malawi Electricity Supply 

Commission (ESCOM) 

18.64 

Mozambiq

ue 

Electricidade de Mozambique (EDM) 30.39 

Namibia Namibia power (NAMPOWER) 2.495 

South 

Africa 

Electricity Supply Commission 

(ESKOM) 

58.65 

Swaziland Eswatini Electricity Company (EEC) 1.148 

Zambia Zambian Electricity Supply 
Corporation (ZESCO) 

17.87 

Zimbabwe Zimbabwe Electricity Supply 

Authority (ZESA) 

14.65 

Angola Rede Nacional de Transporte de 
Electricidade (RNT) 

31.85 

DRC Societe Nationale d'Electricite 

(SNEL) 

86.841 

Tanzania Tanzania Electricity Supply Company 

Ltd (TANESCO) 

58.043 

Operating Members 

Copperbelt Energy Cooperation (CEC) Zambia (ITC) 

Hidroelectrica de Cahora Bassa (HCB) Mozambique (IPP) 

Lunsemfwa Hydro Power Company 

(LHPC) 

Zambia (IPP) 

Mozambique Transmission Company 

(MOTRACO) 

Mozambique (ITC) 

Ndola Energy Corporation (INDOLA) Zambia (IPP) 

Market Participants 

GreenCo Power Services Ltd 
(GREENCO) 

Zambia (IPP) 

 

Table II. illustrates the South Africa power plant portfolio; 
it is vital to illustrate the South Africa plant portfolio because it 
contributes bulk power to both the SAPP grid and the projected 
Southern African grid [15]. Table III compares installed 
capacity to power demand to identify which countries require 
more power access, and then examines current access to 
electricity to establish the current level of power access [16]. 
The results were gathered from various sources, as indicated in 
[13, 14]. South Africa is regarded as having more access to 
power in the southern African region, whereas Malawi, 
Zambia, and Mozambique struggle with access to electricity. 

 

 

 

TABLE II.  PORTFOLIO OF SOUTH AFRICAN POWER PLANTS [13, 14]. 

Coal – Fired 

plants 

Installed 

capacity (MW) 

Hydroelectricity Installed 

capacity (MW) 

Arnot  2100 Conventional hydro 

stations 
 

Camden 1561 Gariep 360 

Duvha 3600 Vanderkloof 240 

Grootvelei 1200 Pumped storage 

schemes 
 

Hendrina 2000 Drakensberg 1000 

Kendal 4116 Palmiet 400 

Komati 1000 Ingula 1332 

Kriel 2850 Other hydropower 

Stations 
 

Lethabo 3708 Colley Wobbles 42 

Majuba 4110 Second Falls 11 

Matimba 3990 First Falls 6 
Matla 3600 Ncora 2.4 

Tutuka 3654 Other renewable 

energy stations 
 

Medupi  4800 Sere Wind Facility  106 

Kusile  3200   

Gas/ Liquid 

turbine 

stations 

 Nuclear  

Acacia 171 Koeberg 1840 

Port Rex 171   
Ankerlig 1327   

Gourikwa 740   

Independent Power Producers  (Solar & Wind) 5027 
Total Installed Capacity (existing) 58108.4 

Eskom Planned capacity additions (Kusile units 5 & 6) 1600 

 

 The majority of Namibia and Swaziland's energy comes 
from South Africa. approximately 60 percent of Namibia's 
power is exported from South Africa. 

TABLE III.  SARG COUNTRIES INSTALLED CAPACITY AGAINST THEIR 

DEMAND & CURRENT ELECTRICITY ACCESS [13, 14]. 

Country Installed 

capacity 

(MW) 

Potential 

installed 

(MW) 

Power 

demand 

(MW) 

Current 

access 

(%) 

South Africa 57777.4 67380 46678 95 

Angola 6410.46 8289.26 3378.65 45 

Mozambique 3046 9326.9 1650.5 29 

Botswana 893.3 2228.3 702 56 

Lesotho 73 2161.975 155 44.64 

Malawi 406.35 1505.05 470 11 

Namibia 661.4 686.4 600 56 

Swaziland 78.1 87.1 223 87 

Zambia 2762.35 4792.35 2300 31 

Zimbabwe 2270 4207 2200 41.9 

 

Fig. 2. represents the available resources in the Southern 
region, with thermal having the most installed capacity[13], the 
bulk of which is in South Africa, and oil having the least 
installed capacity [14, 17]. This data was compiled from a 
variety of sources, including [13]. 



   

 

Fig. 2. Installed capacity in the Southern African region. 

Fig. 2 shows that thermal resources are the main source of 
electricity in southern Africa. From Fig. 2, it can be seen that 
Southern Africa has unevenly distributed sources of electricity, 
which mandates power interconnections with other Southern 
African countries that have less access to electricity, such as 
Malawi, as stated in Table III. 

III. SAPP EXISTING POWER INTERCONNECTIONS 

The first exchange was among the Democratic Republic of 
Congo (DRC), Zambia, and Zimbabwe in 1960. Mozambique 
and South Africa established a power interconnection in 1970. 
Botswana and South Africa established an interconnection in 
1995, while Zimbabwe and South Africa constructed a 400kV 
link in 1995. Tanzania, Angola, and Malawi currently have no 
interconnections with other countries, although new electrical 
lines are planned and are expected soon [18, 19]. Modern 
transmission and distribution networks are typically 
categorized as "dumb" systems due to their inability to 
intelligently respond to the data necessary for the modern grid 
to function. Again, the present power infrastructure is 
incapable of delivering appropriate service in terms of 
electricity efficiency, security, and reliability, or integrating 
renewable energy on a scale sufficient to fulfill the demand for 
clean power [20]. 

Power pools and interconnections were built to ensure 
network efficiency across increasingly large distances. 
Participants in the SAPP were given equal rights and duties 
and committed to acting in cooperation without taking 
advantage of one another. [4] SAPP controls power trading by 
interconnecting high-voltage transmission networks in adjacent 
countries and encouraging a competitive and equal market.[5]. 
Malawi, Tanzania, and Angola are presently not connected to 
any SAPP countries [21]. there are however proposed 
interconnections as shown in Fig. 3.  

 

Fig. 3. SAPP existing and future power interconnections (2022). 

Fig. 3 displays present and projected power 
interconnections; it can be noticed from Fig. 3. that South 
Africa has the highest interconnections due to its large coal-
fired generation capacity. Three countries, Malawi, Tanzania, 
and Angola are not currently connected to any SAPP country. 
Additionally, the DRC is a member of both SAPP and CAPP. 
Also, Tanzania is a member of both SAPP and CAPP. 

A. SAPP Objectives 

• For members to organize and collaborate in the 
planning and management of their power control 
systems to save expenses whilst preserving the desired 
levels of reliability, independence, and self-reliance. 

• completely recoup their expenditures and participate 
equally in the subsequent advantages, including 
reductions in necessary generating capacity, fuel cost 
savings, and increased utilization of hydroelectric 
energy. 

• Coordinate and collaborate in the planning, 
implementation, and operations of a regional power 
market in accordance with the needs of SADC Member 
States [8]. 

B. SAPP Challenges 

The incidence of power shortages in Southern African 
regions has grown dramatically over the last years due to a 
variety of issues, including insufficient electrical power supply 
infrastructure in member countries; Load expansion in poorly 
planned-for areas; fast population increase, and economic 
expansion make it difficult for any Southern African country to 
meet peak demand inside its borders [22]. as stated by [13] In 
SSA, access to electricity is 43%, with more than half of the 
countries within the region falling below this level [23]. The 
other challenge is that there is an inadequate national electrical 
supply to meet demand. This is mostly because Eskom's older 
coal-fired power facilities require extensive unplanned 
maintenance[24]. plus Theft and vandalism of electricity 
infrastructure cost SAPP participant utilities millions of dollars. 



   

The drop in economic activity in many SAPP countries as a 
result of COVID-19 restrictions exacerbated the problem [25] 

C. SAPP Vision and Mission. 

• To be seamless integration, dynamic energy market, 
and source of sustainable power solutions for SADC 
and even beyond. 

• To offer electricity-related services throughout the 
region and even above that. 

IV. SAPP FUTURE PESPECTIVES & INTERCONNECTIONS. 

SAPP envisions achieving a sufficient transmission 
infrastructure upon completion of the SAPP Regional 
Transmission Financing Facility Study and enhancements to 
the transmission pricing methodology [26]. to increase energy 
market stability by adding members, to allocate transmission 
capacity more efficiently, and to promote trading portfolios [8]. 
SAPP is committed to improving system operations through 
the use of the balancing market to eliminate energy 
imbalances, the development of a supplementary services 
market, and the reduction of vandalism and enhanced system 
performance. Preparation for SAPP-EAPP Integration [27]. to 
participate in the African continental power integration 
process, which includes the ongoing Continental Transmission 
Master Plan study and the African Single Electricity Market 
study [8]. 

A 400kV, 101km transmission line interconnecting 
Hwange and Livingstone through Victoria Falls is part of the 
ZIZABONA power interconnection through four countries: 
Zimbabwe, Zambia, Botswana, and Namibia [28]. A 231km 
long 400kV line between Livingstone and Zambezi, and a 76 
km long 400kV line connecting Victoria Falls and 
Pandamatenga [29]. Eleven priority transmission projects are 
now being constructed in the SAPP region, as shown in Table 
IV below. These projects aim to construct new power corridors 
to stimulate industrial growth and improve the region's food 
security without overloading the region's present transmission 
network. One of the most important proposed power 
interconnection is Zambia–Tanzania–Kenya (ZTK), which 
aims to connect the EAPP and SAPP [30]. 

TABLE IV.   POWER INTERCONNECTION SAPP PROJECTS [30, 31]. 

Project 
Technicaal 

Parameters 

Expected 

commissioning / 

Status 

Angola-Namibia 

interconnector (ANNA) 

400kV, 360km 2025 

Botswana-South Africa 

Interconnector (BOSA) 

400kV 2024 

Kolwezi-Solwezi (DRC-
Zambia) Interconnector 

330kV Implementation 

Malawi-Tanzania 

Interconnector 

400kV NA 

Malawi-Zambia 
Interconnector 

400kV, 286km 2023 

Mozambique-Malawi 

Interconnector (MOMA) 

400kV, 218km 2023 

Mozambique-Tanzania 

Interconnector (MOTA) 

400kV, 700km NA 

Mozambique-Zambia 
Interconnector 

400kV, 368km NA 

Mozambique-Zimbabwe-

South Africa Interconnector 
(MOZISA) 

400kV, 935km 2022 

Zambia-Tanzania-Kenya 

Interconnector (ZTK) 

400kV, 2302km 

330kV, 373km 

implementation 

Zimbabwe-Zambia-

Botswana-Namibia 

Interconnector 
(ZIZABONA) 

330kV, 408km completion 

Mozambique – Malawi 

Interconnector (Tete – 
Phombeya) 

220kV, 200km N/A 

 

Using power interconnection and considering the present 
and potential installed capacity demonstrates that the Southern 
African region has the ability to provide 100% access to 
electricity. Through the abovementioned SAPP objectives, 
mission, and vision, it is feasible to achieve sustainable, 
adequate, and dependable electricity. 

V. CONCLUSION 

SAPP is the oldest Power Pool in Africa and it is believed 
the leading power pool in Africa. Electricity trading on the 
SAPP competitive market is gaining traction, and EdM is 
acknowledged for being an active participant; therefore 
encouraging customers to utilize the market extensively. SAPP 
is investigating other means of enhancing regional power trade 
and funding projects. Based on an analysis of the current and 
proposed connections in southern Africa, as well as the 
available and potential power, Southern Africa has the ability 
to power the whole region and provide 100% access to 
electricity to the growing population through the use of power 
interconnection. 
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Abstract—Conventional active and reactive power 

definitions are premised on balanced sinusoidal currents and 

voltages. In modern power systems with increased converter-

driven generation, non-linear loads, harmonics, and source 

unbalance, inconsistencies in the calculation of reactive power 

arise. In this paper, we go through the definitions of 

conventional reactive power, pq theory and the general power 

theory. A new analytical method based on the hysteresis 

characteristics of the system is proposed to calculate reactive 

power (Q) in the presence of unbalance and harmonics. The 

results showed that under balanced and unbalanced conditions, 

the proposed method derived from first principles in physics is 

consistent with pq theory. When harmonics are introduced, 

however, results for Q differ greatly. This paper shows that the 

orthogonality assumed by the power triangle may not be valid 

in practical power systems. The results have implications on the 

correct compensation in modern power systems with the 

increasing presence of non-ideal conditions such as those 

brought about by unbalance and harmonic distortion.   

Keywords—Compensation, harmonics, orthogonality, 

reactive power  

I. INTRODUCTION  

The transition from fossil fuel-based to converter-driven 
generation with renewable energy sources (RES) and the 
increase in non-linear loads such as variable speed drives 
(VSDs) have increased the level of harmonics in practical 
power systems. These changes in the nature of power systems 
present challenges in the validity of assumptions of sinusoidal 
and balanced system conditions in conventional power theory. 
Inverter-based generation is increasing in distribution 
networks which are prone to load unbalance from downstream 
reticulation. As a result, power calculations in the presence of 
harmonics and unbalance are of growing concern [1]–[4].  

 Reactive power (�) is commonly perceived as an effect of 
phase displacement between a sinusoidal voltage and a 
sinusoidal current, where the current is orthogonal to the 
voltage. Taking a voltage �  and a current �  with a 
displacement angle �  (phi) between them, the arithmetic 
function ������ is the real (active) power in a single-phase 
system.  The physical meaning of this real power is interpreted 
as a rate of doing work or delivering energy. Voltages and 
currents are scalar quantities. When represented as a set of 
scalars, currents and voltages can be treated as vectors in the 

vector-space. For power system analysis, �  and �  are 
represented as phasors (rotating vectors at a specific angular 
frequency) defined by their magnitude and angle in the 
complex plane. In phasor analysis, the reference phasor is the 
voltage phasor which is aligned with the real axis of the 
complex plane, and the current can be anywhere on the 
complex plane based on its phase and magnitude. The power 
phasor (S) is obtained by multiplying the voltage and current 
phasors. The projection of S onto the real axis is the real power 
(P) while its projection onto the imaginary axis is the reactive 
power (Q), as conventionally defined.  The decomposition of 
the apparent power phasor (S) assumes orthogonality between 
P and Q. This orthogonality is valid for balanced, sinusoidal 
system conditions. In the presence of unbalance and 
distortion, the orthogonality may not hold [5], [6].  

Conventional power theories treat currents and voltages as 
vector quantities [7]–[13] even though they are defined as 
scalars from a physics point of view. If vector algebra is 
applied to � and � , then the real power � can be calculated by 
taking the dot product of the two vectors � and � during an 
interval of time [7]–[13].  This dot product is given by the 
magnitude of � and the projection of � onto �, represented by 
a ��� � term.   

Power system studies are conducted for network planning, 
design, post-event analysis and contingency analysis. 
Therefore, it is important to understand the limitations of 
existing power theories and explore power theories that do not 
rely on the orthogonality (or lack of) between P and Q. 

In this paper, the derivation of power from first principles 
of physics is discussed and a new analytical approach to 
calculate reactive power based on the hysteresis 
characteristics of the � − �  system is proposed. The 
performance of two other extant power theories, i.e., the new 
general power theory (GPT) and the pq theory, to reduce 
network losses are also contrasted. 

The rest of the paper is organized as follows. Section II 
presents the pq theory, the new GPT and the proposed 
analytical approach of calculating Q. Section III describes the 
modelling and simulation protocol after which results are 
presented in section IV. Finally, conclusions are drawn in 
section V. 



II. THEORY DEVELOPMENT 

A. Pq theory 

The pq theory was introduced by Akagi et al. [7], [8] and 

is readily used nowadays in the control of power-electronic 

converters, especially for renewable energy applications. The 

pq theory is based on the concept of reactive power, assuming 

orthogonality between the active and reactive components of 

the power. The instantaneous three-phase line to neutral 

voltages (�� , �� , ��) and currents (�� , �� , ��) vectors measured 

at the point of connection (PoC) in the a-b-c reference frame 

are transformed to the 0�� reference frame. 

    �⃗ = ��� �� ����                           (1) 

     �⃗ = ��� �� ����                              (2) 

 ��� �� ���� = ����⃗        (3) 

��� �� ���� = ����⃗        (4) 

            ��� = ��
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In the 0��  reference frame, the instantaneous active 

(real) power *��  is calculated by taking the dot product of 

��� �� ����  and ��� �� ���� . *��  consists of a dc-

component ( *̅�� ) corresponding to the fundamental 

frequency positive sequence active power of the load. The 

oscillating component ( *,�� ) represent the real power 

contributed by the harmonic components. 

    *�� = -��� + -��� = *̅�� + *,��                    (6) 

In three-phase four-wire systems, the unbalance 

component of currents and voltages usually referred to as 

zero-sequence components of currents and voltages also 

contribute to the instantaneous active power which becomes: 

        */01 = -��� + -��� + -��� = -��� + -��� + -���   (7) 

The reactive power component of power is calculated by 

multiplying the orthogonal components of current and 

voltage in the � and � axis as shown below.  

   2�� = -��� − -���                            (8) 

Active power filters inject compensating currents 

depending on the compensation objective. For harmonic and 

reactive power compensation, the currents to be injected are 

determined from *� = *,�� + -��� + 2�� , where *� 

represents the reference compensating power [14]. An 

inverse Clarke transformation ���3$  is then applied to the 

compensating currents determined in the 0��  reference 

frame to give the compensating currents in the abc reference 

frame. 

B. General Power Theory (GPT) [6] 

The GPT uses Kirchoff’s voltage and current laws, and 

the law of conservation of energy to propose novel definitions 

of power quantities including the power factor. No parameter 

corresponding to reactive power (Q) forms part of the GPT.  

The inputs to the GPT for determining reference 

compensating currents to be injected by an active power filter 

to minimize deliver loss include complex rms (CRMS) values 

of currents and voltages and the Thévenin equivalent 

impedance of the network as seen by the PoC. Measurements 

are made for each wire and each harmonic frequency. It is to 

be noted that the reference for the voltage measurement is 

different for each harmonic and therefore needs to be 

calculated iteratively if network conditions change. An 

advantage of the GPT is that the same theory applies to a 

system with any number of wires and harmonic components 

including dc components. 

The GPT identifies an optimal current vector �4555⃗  which is 

a function of the Thévenin voltages measured from the null 

reference, the Thévenin equivalent resistances of the system 

and a single real value constant 64 . The compensating 

currents can be calculated by subtracting the complex source 

current �7/8,91 (for each wire and at each harmonic) from the 

complex optimal currents �4/8,91. 
C. Derivation of active and reactive powers, p(t) and q(:) 

Work is defined by the dot product of force (vector, ;⃗) 

and displacement (vector, <=555⃗ ) as shown in (9). 

        > = ? ;⃗. <=555⃗           (9) 

It is known that the electric force from an electric field is 

equal to ;⃗ which is given by (10).  

         ;⃗ = 2�A5⃗                         (10) 

Where 2� is the electric charge and A5⃗  is the electric field. By 

combining (9) and (10) we can calculate the electric energy 

as in (11). 
 > = ? 2�A5⃗ . <=555⃗           (11) 

The voltage is defined by (12), 

    �4 = − ? A5⃗ . <=555⃗4
BCD                                 (12) 

     The electric field is conservative, which means that the 

work done by the electric field is independent of the path, and 

it depends only on the initial and finals point A and B. In other 

words, in energy calculations, it is possible to consider 

displacement between points A and B on a path that is always 

parallel to the electric field at each point. This means that: 

�4 = − ? A5⃗ . <=555⃗4
BCD =  − ? A4

BCD <=                      (13) 

We can conclude the following from (13): 



<� = −A<=                                          /141 
By combining (11), and (14) we can calculate the electric 

power: 

                  > = − ? 2� <�                                   (15) 

 

  <> = −2�<�                          (16) 

 

    
FG
FH = −2�

FI
FH                    (17) 

   * = −2�
FI
FH                                          (18) 

(18) is the definition of active power which is also equal to 

the � FJK
FH . This is related to the flow of electric energy in the 

circuit. 

When there is a lag between the input (v) and the output (i) in 

an electrical system, we have a rate-dependent hysteresis 

effect which is associated with power loss. The work done on 

the i(v) system, >9 , is equal to the area under the hysteresis 

graph and is given by (19) and shown in Fig. 1. 

>9 = 0ℎM NOMN -P<MO 0ℎM � − � QON*ℎ = ? �<�     (19) 

 

Fig. 1:  Calculating the area under the i-v graph 

This work done on the system, “>9 = ? �<�”, is equal to what 

is known as “reactive” energy. This work is due to the lag 

between the input and output of the system and hence it can 

be considered to change with phase, “θ”.  

By using (19), we can calculate the reactive power as the 

following: 

      >9 = ? �<�      (20) 

       <>9 = �<�      (21) 

  
FGR
FS = � FI

FS = 2/T1      (22) 

                                      T = �U
� 0                               (23) 

where 2/T1 is reactive power which is a function of “θ” and 

is the rate of change of i(v) hysteresis loss with phase. From 

(22) we can calculate the average reactive power as the 

following: 

� = $
�U ? 2/T1�U

� <T             (24) 

Q  is the average reactive power, and is calculated by 

averaging the reactive power function, 2/T1 , which is a 

function of θ. Using (23), we can obtain i(θ) and v(θ) from 

i(t) and v(t). Having i(θ) and by differentiating v(θ) (
FI/W1

FS 1, 

we can obtain the reactive power function 2/T1  which is 

equal to i(T) FI/W1
FS . 

III. POWER SYSTEM MODEL AND SIMULATION PROTOCOL 

Two power systems models were used in this study. The 

first was a simple model as shown in Fig. 2 with a three-phase 

supply, a lossless transmission line and a wye-connected load 

to demonstrate the problems with conventionally defined 

reactive power. Delivery losses were excluded to make the 

comparison simple.   

Table I shows the test cases used for comparing the 

calculation of Q using the conventional method and the newly 

proposed method presented in section II (C). 

TABLE I.  TEST CASES (B = BALANCED, UB = UNBALANCED) 

Test case Load Source Harmonics present? 

1 B B No 

2 UB B No 

3 B UB No 

4 B B Yes 

5 UB B Yes 

6 B UB Yes 

 

 

Fig. 2: Power system model for comparing Q calculated from power 

theories 

The second power system model used for this study 

consisted of three independent single-phase ac-voltage 

sources modelling a three-phase generator, a resistive and 

inductive overhead transmission line (typical of an MV or 

HV) and an unbalanced distorted rectifier load as shown in 

Fig. 3. 



 

Fig. 3: Power system model for comparing effect of pq compensation 

and GPT compensation 

 To distort the system with harmonics, the load was 

modelled using three single-phase rectifiers with unbalanced 

resistive and inductive loads. The aim of the simulation was 

to compare the transmission line losses by injecting 

compensating currents determined by the pq theory and the 

GPT. The instantaneous currents and voltages at the PoC 

were measured. The measurements were post-processed by 

applying the theory presented in II (A) to calculate the 

compensating currents using the pq theory. Using the FFT 

Analysis tool in MATLAB Simulink, the dominant 

harmonics in the system were identified. Odd harmonics up 

to the 15th harmonic had the highest magnitudes. Even 

harmonics were negligible since the distortion was 

symmetrical. Hence, only odd harmonics up to the 15th 

harmonic were used to calculate CRMS values of currents 

and voltages for each wire. The values were then imported 

onto a spreadsheet that implements the GPT method and 

calculates compensating currents to be injected to minimize 

the transmission line losses.  

If all the compensating current components determined 

from *�  are injected, a direct comparison between pq-

compensation and GPT compensation will not be reliable. 

This is because the compensating currents calculated using 

the pq-theory may include harmonic orders greater than 15th. 

Hence an FFT of the compensating currents determined by 

the pq theory was done to only inject odd harmonic 

components up to the 15th harmonic. The compensating 

currents were injected at the PoC at time t = 0.5 s using three 

ideal controlled current sources representing the three phases 

of an active power filter. The controlled current sources 

convert the input signal (compensating current signal) to a 

current. The transmission line losses were calculated by 

taking the product of the square of the current in each wire 

and the resistance of the wire. Note that the neutral wire 

losses were also included. 

IV. RESULTS 

A. Comparison of Q-calculation using conventional method 

and the new proposed method 

Simulation results from the power system models 
discussed in section III are presented in this section, Fig. 4 
shows the electrical quantities for test case 1. Fig.5 shows the 
electrical quantities for test case 5.  The calculation results of 
apparent power, reactive power from the conventional method 

and the proposed method under various load and source 
conditions are presented in table II. 

 

 Fig. 4: Currents, voltage, real power and reactive power for balanced 
load, balanced supply and no harmonics (test case 1) 

 

Fig. 5: Currents, voltage, real power and reactive power for unbalanced 
load, balanced supply and harmonics (test case 5) 

TABLE II.  SUMAMRY OF CALCULATION RESULTS 

Test 

case 

P (W) S (VA) Q(Var) from 

pq theory 

Q (Var) from 

the proposed 

method 

1 7743.93 7838.88 1216.41 1216.41 

2 9034.61 9145.39 1419.15 1419.15 

3 7987.86 8085.81 1254.74 1254.74 

4 8376.92 8550.70 1715.15 2235.28 

5 9773.23 9975.97 2000.97 2607.83 

6 8640.86 8820.11 1769.17 2305.70 

 

The results from Table II reveal that, in the presence of 

harmonics, the reactive powers calculated from the proposed 

method are different from those calculated using the pq 

theory, but the active powers are the same. One may conclude 

that when harmonics are present, P and Q are no longer 

orthogonal. However, when there are harmonics, voltage and 

current (which are not vectors) can be represented by several 

phasors with different rotating speeds for each harmonic. So, 

each harmonic of voltage and current separately can be 

represented by a phasor and all power phasor analysis 

including the orthogonality of P and Q are valid for them. It 

should be noted that there is not one phasor that can represent 

voltage (with harmonics) and one phasor that can represent 

current (with harmonics), and we cannot perform phasor 

analysis here, so the orthogonality of the total P and the total 

Q is irrelevant based on this method. 

This is reflective of modern power systems with increasing 

non-linear loads and harmonics. 



B. Effect of compensation using pq theory and GPT 

Fig. 6 shows a comparison of the compensating currents 
calculated by the pq theory and the GPT. 

 

Fig. 6: Compensating currents determined by pq theory and GPT 

The active power losses before compensation were 28.89 
W. With pq-compensation, the delivery loss after 
compensation reduced to 19.98 W. GPT compensation caused 
the losses to drop further to 19.4 W. This highlights a 
difference between compensation using the pq theory which 
assumes orthogonality between P and Q, and the GPT whose 
objective function is to reduce delivery losses to a minimum. 
The transmission line currents before and after GPT 
compensation are shown in Fig. 7. Note that the currents were 
still distorted after compensation because only harmonics up 
to the 15th were compensated. 

 

Fig. 7: Transmission line current before and after GPT compensation  

V. CONCLUSION 

     The authors presented the application of two existing but 

fundamentally different power theories and proposed an 

alternative approach based on the hysteresis characteristics of 

the system. A rigorous approach was also developed to 

calculate power that is interpreted as conventional Q from the 

first principles of physics and to compare the values of Q 

against the pq theory, especially in the presence of distortion 

and unbalance. With the new approach, the analysis in this 

paper has demonstrated that in the presence of harmonics, the 

assumptions of orthogonality between P and Q, as often 

assumed, might not be valid. Compensation using the GPT 

revealed that power delivery losses may be reduced when 

compared to pq-compensation under conditions of harmonics 

& unbalance. The implications are that three-phase control 

methods (machine, power-electronic converter, and power 

systems) that are based on phasor analysis in which one 

phasor for V and one phase for I are considered in the 

presence of harmonics, might not offer a realistic 

interpretation of actual conditions. Further work involves 

laboratory measurements and comparisons with simulation 

modeling with the new method.    
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Abstract— Climate change has brought about a revolution in 

power sectors worldwide with an urge to increase renewable 

energy penetration in the generation mix. South Africa, which 

has conventionally been a coal-dependent power generation 

country, is transitioning to cleaner resources such as solar and 

wind, which are abundantly available in the country. This large-

scale integration of renewable energy in the national grid brings 

about the need to increase grid flexibility and strengthening to 

ensure that the country’s power demands are adequately met. 

This paper thus models South Africa’s energy mix in the year 

2031 according to their respective supply areas as mentioned in 

Eskom’s Integrated Resource Plan (IRP) 2019 and Generation 

Connection Capacity Assessment (GCCA) 2023 report, using 

IRENA’s FlexTool software and assesses the transmission 

bottlenecks that the system might encounter. The results 

indicate a higher share of renewable energy in the future system, 

improvements in the unmet demand, reduction of carbon 

dioxide emissions and reductions in renewable energy 

curtailment with developments in future plant allocations, 

battery storage capabilities and transmission line expansions 

(i.e., investing further in upstream network strengthening to 

harness a higher yield of renewable generation capacity from 

the greater Cape areas of South Africa). 

Keywords— Energy systems modelling, FlexTool, load 

shedding, power sector, renewable energy, South Africa 

I. INTRODUCTION 

Climate change is becoming a huge threat to humanity and 
a global emergency [1]. We can already see some of its 
adverse effects with increasing climate uncertainties, heat 
waves, draughts, floods and many other such events. These 
have triggered countries worldwide to pledge to reduce their 
greenhouse gas (GHG) emissions which are a major 
contributor to global warming by decarbonizing their major 
polluting sectors [2].  

In South Africa, the power sector is the key contributor to 
the overall emissions in the country, accounting for around 
40% (~225 MtCO2e) of overall emissions [3]. This is because 
South Africa is and has been a coal-dependent power 
generation country. Fig. 1 [4] indicates this generation plant 
mix for the year 2021 under ESKOM (South Africa’s public 
electricity utility which supplies approximately 90% of South 

Africa’s electricity and generates roughly 30% of the 
electricity used in Africa). Fig. 1 shows that around 85% of 
the country’s installed capacity under ESKOM in 2021 was 
derived from thermal coal fired power plants. 

 
Fig. 1. Eskom’s installed generation mix in 2021 (nameplate capacity in 
MW shown here) [4] 

The transition to cleaner, renewable resources will be 
crucial for the decarbonization of South Africa’s power sector. 
South Africa is abundantly rich in solar and wind resources 
which can be harnessed to produce electricity in the country. 
With recent and future improvements in renewable energy 
penetration and storage capacities, it is likely that the 
renewable share in the generation mix for South Africa’s 
future power system would increase. This paper thus models 
South Africa’s power system for the year 2031, which is 
mainly derived from the Integrated Resource Plan (IRP) 2019 
[5] and the Transmission Development Plan (TDP) 2022-2031 
[6], and analyzes the flexibility and transmission bottlenecks 
the system might encounter. 

II. ENERGY SYSTEMS MODELLING 

A. Overview 

Energy systems modelling guides the operation of energy 
systems in conjunction with sector-specific models to provide 
insights into complex challenges such as climate mitigation 



responses, ensuring energy security and maintaining grid 
flexibility [7]. Energy systems modelling of the power sector 
has been widely used across the globe to assess, simulate, and 
plan for a future power sector and how it would perform 
under various energy mix scenarios and different transition 
pathways [8]-[11].  

The study in [9] modelled a 28-node European Union 
(EU) power network representing 28 EU member states. The 
PLEXOS framework was used to investigate challenges in 
the 2030 European power system as the EU transitions 
towards a low carbon energy system. The study in [10] 
modelled a 5-node multi-regional model of the Indian power 
system geared towards energy forecasts of year 2040 to 
evaluate six different scenarios to assess the effects of battery 
storage and renewable integration on the Indian power system 
using the Calliope model framework. The study in [11] 
modelled a 10-node multi-regional optimization planning 
model of China’s power sector using the linear programming 
solver of the General Algebraic Modelling System (GAMS) 
to optimize China’s future power sector in meeting demand 
whilst considering the impact of GHG emissions and carbon 
mitigation policy scenario. The energy modelling approach 
in this paper was adapted from [9,10, and 11], based on a 
widely accepted methodology and used IRENA’s FlexTool 
modelling tool for the implementation, modelling and 
analyses of  South Africa’s power sector for the year 2031. 

B. Coal-fired plants in South Africa 

South Africa’s power sector is largely coal-based and has 
a large fleet of fifteen coal-fired power plants which are 
mainly located in Mpumalanga. However, a lot of these plants 
are ageing and are scheduled for decommissioning in the next 
decade. Table I [12] shows a list of the nominal capacities 
(also known as sent-out capacity which refers to the difference 
between the “nameplate” installed capacity and auxiliary 
power consumption used to operate the plant and its 
machinery) of coal plants in South Africa according to their 
location per supply area from 2021 to 2031. This indicates the 
decommissioning of six coal plants by the year 2031 namely 
Arnot, Camden, Grootvlei, Hendrina, Komati, and Kriel. 

TABLE I.  COAL PLANT CAPACITIES FROM 2021 – 2031 

 
 

C. Renewable energy in South Africa 

South Africa has huge untapped solar and wind energy 
potentials which can be harnessed to generate electricity. In 

2021, the country had only 6105 MW of total installed 
capacity of renewable resources procured from Independent 
Power Producers (IPPs) of which 500 MW were from 
Concentrated Solar Power (CSP) plants, 2212 MW from solar 
photovoltaics, 3343 MW from onshore wind plants, and 50 
MW from other resources. Fig. 2 shows these capacities 
alongside a 2031 case as projected in the Integrated Resource 
Plan (IRP) 2019, which estimates a total renewable energy 
(RE) mix of 26630 MW by 2031 [5]. 

 Novel techniques and technology are being developed to 
reduce power delivery loss from inverter-driven generation. 
This includes optimal power injection theories. By increasing 
distribution efficiency, technical losses are reduced and in 
principle generation availability can be seen as increased 
[13]–[15]. 

 
Fig. 2. South Africa's installed renewable capacities in 2021 and 2031 case 

D. Electricity demand in South Africa 

 In 2021, the peak national demand of South Africa was 
35004 MW, and it is only set to increase in the future due to 
rapid increases in economic activity and income, changes in 
heating, fuel, transportation choices and rising urbanization. 
The Transmission Development Plan (TDP) 2022-2031 report 
forecasts a national system peak demand of 42000 MW under 
the moderate high scenario for the year 2031 [6]. Table II 
shows the peak demands for each of the supply areas in South 
Africa for the year 2021 and uses the TDP forecast for 2031. 

TABLE II.  PEAK SYSTEM DEMAND PER SUPPLY AREA FOR FISCAL 
YEAR 2021 AND 2031 

 

III. MODELLING IN FLEXTOOL 

A. Overview 

FlexTool is an open-source, node-based energy modelling 
tool where each node can represent either a region, area or 
country as seen in Fig. 3 [8]. 

Supply area Coal plants 2021 2022 2025 2026 2027 2030 2031

Mpumalanga Arnot 2100 2100 1860 1116 744 0 0

Mpumalanga Camden 1481 1481 1111 741 370 0 0

Mpumalanga Duvha 2875 2875 2875 2875 2875 2875 1917

Mpumalanga Grootvlei 570 570 0 0 0 0 0

Mpumalanga Hendrina 1140 1098 185 0 0 0 0

Mpumalanga Kendal 3840 3840 3840 3840 3840 3840 3840

Mpumalanga Komati 114 114 0 0 0 0 0

Mpumalanga Kriel 2850 2640 2850 2375 1900 0 0

Mpumalanga Kusile 2160 2880 4266 4266 4266 4266 4266

Free State Lethabo 3558 3558 3558 3558 3558 3558 3558

Mpumalanga Majuba 3843 3807 3843 3843 3843 3843 3843

Limpopo Matimba 3690 3690 3690 3690 3690 3690 3690

Mpumalanga Matla 3450 3450 3450 3450 3450 2875 1725

Limpopo Medupi 4317 4317 4332 4332 4332 4332 4332

Mpumalanga Tutuka 3510 3510 3510 3510 3510 3510 3510

Nominal capacity (MW) in the respective years

Supply area FY2021 FY2031

Eastern Cape 1584 1900

Free State 1624 1948

Gauteng 10614 12735

Hydra Cluster 205 246

KwaZulu-Natal 6051 7261

Limpopo 2971 3565

Mpumalanga 4223 5067

North West 3280 3935

Northern Cape 685 822

Western Cape 3768 4521

35004 42000

Peak demand (MW)



 
Fig. 3. Overview of energy modelling in FlexTool [8] 

The nodes used for modelling and running the simulations 
in this paper represent South Africa’s eleven supply areas as 
mentioned in the Generation Connection Capacity 
Assessment (GCCA) 2023 report [16], which included the 
nine provinces in South Africa, plus the Pelly, and Hydra 
clusters. However, Pelly was merged with Limpopo (one of 
the provinces) for this study, due to its proximity to Limpopo 
and lack of sufficient data to be regarded as a node. Thus, the 
South African power sector model used for this study 
comprises a ten-node system (represented by the ten supply 
areas), with each node having its separate variables such as 
generation, demand profile and node-to-node transfer 
connections to name a few. 

B. Useful parameters 

1) Capacity factor (CF) 

The capacity factor of a generating unit refers to the ratio 
of the electrical energy produced by this unit for a certain 
period of time, to the electrical energy that could have been 
produced at continuous full-power operation during the same 
period of time [17]. CF is calculated using (1). 

 CF = 
Energy produced�MWh�

Capacity�MW� * t�hours�
 (1) 

Where: Capacity (in MW) refers to the maximum amount of 
power that the generating unit can output onto the grid at full 
capacity and t is the time period in hours for which the CF is 
calculated, e.g., a month or a year. 

As published in [18], the annual capacity factors per supply 
source in South Africa in 2021 indicated that nuclear plants 
had the highest capacity factor of 74.6%, followed by coal 
plants with 54.2%, CSP at 37.8%, wind plants at 35.8% and 
solar PV plants with a capacity factor of 26.4%.  

 
2) Surge Impedance Loading (SIL) 

Surge Impedance Loading is defined as the power in which 
the reactive power of the transmission line becomes zero [21]. 
i.e., the reactive power generated by the shunt capacitance is 
consumed by the series inductance of the line. Equation (2) 
shows how SIL is calculated. 

 SIL = V0 
2 / ZC (2) 

 ZC = √(L / C) (3) 

Where: V0 is the rated line voltage in volts (V), ZC is the 
characteristic impedance of the line in ohms (Ω), L is the line 
inductance in henry (H) and C is line capacitance in farads (F). 

IV. CASE STUDIES AND SIMULATION PROTOCOL 

A. Case studies 

The objective was to model different cases which might 
occur in a South African 2031 power sector scenario and 
analyze these results to better understand how the 
interconnected system might behave. Four cases studies were 
developed and in all the cases, the total renewable energy 
capacity that was added to the system by 2031 had been kept 
the same in line with IRP2019 [5]. However, the allocation of 
these capacities to the supply areas was altered based on either 
connection capacity constraints or transmission line 
expansions. Also, the grid was simplified using connectors 
greater than 110 kV between nodes (supply areas) and by 
applying the SIL conversion calculation to get the SIL ratings 
of the high-voltage transmission lines. The four cases studies 
that were developed are as follows: 

1) Case study I (CS I) 

This case considered the grid connection capacity 
constraint as documented in the GCCA report [9], which 
states that the Northern Cape is highly constrained, and no 
new capacity can be added to this supply area without further 
grid strengthening. The allocation of renewable capacities in 
this case study was based on the rank of solar and wind 
capacity factors per supply area and the connection capacity 
available within that area. i.e., for solar PV allocation, 
Northern Cape has the best solar capacity factor of ~30.3%, 
but does not have any available connection capacity, and thus 
no new solar PV plant would be allocated to Northern Cape. 
Instead, the allocation criteria would move to the next best 
supply area for solar which is North-West with a solar 
capacity factor of ~30.1% and an available connection 
capacity of 3470 MW [16]. Thus, from the proposed 6076 
MW of new solar capacity by 2031 [5], 3470 MW would be 
allocated to North-West. This process continued until all of 
the proposed solar capacity had been allocated and then it 
moved to allocate the proposed wind capacities with similar 
criteria. This case also does not include any battery storage 
capacity for the system. In summary, CS I was a case without 
transmission line expansion and no battery storage. 

 
2) Case study II (CS II) 

This case considered the upstream strengthening of 
transmission lines to unlock more connection capacities in the 
greater Cape areas. The proposed transmission line 
expansions included in this study are: 

 
• One 400kV line from Northern Cape to Hydra-

cluster. 
• One 765kV line from Northern Cape to North-West. 
• One 765kV line from Northern Cape to Western 

Cape 
• One 765kV line from Western Cape to Hydra 

cluster. 
• One 765kV line from Eastern Cape to Hydra cluster. 
• One 765kV line from Hydra cluster to Free state. 
• One 765kV line from Free State to Gauteng. 

 



The allocation criteria of renewable capacities in this case 
study were similar to that in CS I which was based on the rank 
of solar and wind capacity factors per supply area and the 
connection capacity available within that area. However, with 
these additional connection capacities, more renewable plants 
would be located in regions with high-capacity factors unlike 
the trade-offs in CS I due to the connection constraints. i.e., 
for solar PV allocation, Northern Cape would be allocated 
first due to its high solar capacity factor of ~30.3%, and 
availability of additional connection capacity. This process 
then continued until all of the proposed solar capacity had 
been allocated and then it moved to allocate the proposed 
wind capacities with similar criteria. This case also does not 
include any battery storage capacity for the system. In 
summary, CS II was a case with transmission line expansion 
but no battery storage. 
 

3) Case study III (CS III) 

This case had similar parameters to CS II in terms of RE 
allocation and transmission expansion. However, it also 
included battery storage in the system. Battery storage was 
allocated to regions that had installed solar PV plants. This 
study allocated a total of 2000 MW of battery storage 
capacity as proposed in IRP2019 [5] dividing it according to 
each supply area’s installed solar capacity contribution. In 
summary, CS III was a case with transmission line expansion 
and 2000 MW of battery storage capacity. 
 

4) Case study III-Alt (CS III-Alt) 

This case was an alternate scenario of CS III in terms of its 
battery storage capacity. This case allocated a total of 3500 
MW of battery storage capacity dividing it according to each 
supply area’s installed solar capacity contribution. In 
summary, CS III-Alt was a case with transmission line 
expansion and 3500 MW of battery storage capacity.  

Table III illustrates a summary of the dependencies and 
linkages between cases per category i.e., it shows that CS III 
and CS III-Alt models use the same parameters for RE 
allocation and transmission (Tx) expansion as developed in 
CS II but have different battery storage capacities. 

TABLE III.  SUMMARY OF CASE DEPENDENCIES PER CATEGORY 

 

B. Simulation protocol 

The hourly generation profiles for each of the cases were 
obtained as one of the outcomes from the FlexTool simulation. 
For this study, the analysis of the hourly profiles was done for 
the worst week in the year of simulation (2031) for each of the 
cases. The worst week was the one which accounted for the 
most amount of load shedding.   

The other outcomes from the FlexTool simulation that 
were analyzed in this paper included Variable Renewable 
Energy (VRE) share, VRE curtailment, load shedding and 
carbon dioxide (CO2) emissions. These were analyzed for 
each of the cases and discussed in the following chapter. 

V. RESULTS AND DISCUSSIONS 

A. Hourly profiles for the worst week 

1) Hourly profile for base case 2021 

The worst week in the base case 2021 was week 23 (the 
first week of June) which accounted for roughly 38% of the 
total loss of load for the year. In the 2021 base case, we used 
the monthly availability factors for each of the coal power 
plants as reported in [19]. The maximum hourly loss of load 
for the worst week was 3413 MW as seen by the bright red 
spike in Fig. 4 at hour 3618, and most of it was caused due to 
lack of enough generation capacity (both from coal and RE 
plants) especially during the evening peak. It is also seen that 
a lot more of the peaking Open Cycle Gas Turbine (OCGT) 
plants are running during this week to compensate for the lack 
of generation capacity from coal and renewable plants. Week 
23 will be the reference week for all the case studies to follow. 

 

 
 

Fig. 4. Hourly profile of the worst week in 2021 

2) Hourly profile for CS I 

Week 23 in CS I, accounted for roughly 23% of the total 
loss of load for the year. The maximum hourly loss of load 
for this week was 1441 MW as seen by the bright red spike 
in Fig. 5 at hour 3690. It is also seen that due to the increase 
in generation capacity in 2031, loss of load has significantly 
reduced. However, due to the lack of transmission expansion 
and lack of batteries, there is still some unmet demand 
especially during the evening peaks. 

 

 
Fig. 5. Hourly profile of week 23 in CS I 

3) Hourly profile for CS II 

Week 23 (the worst week) in CS II accounted for roughly 
43% of the total loss of load for the year. The maximum 
hourly loss of load for this week was 2841 MW as seen by 
the bright red spike in Fig. 6 at hour 3618. Week 23 (the first 
week of June) was seen as the worst week having unmet 

Cases RE allocation Tx expansion Battery storage

CS I CS I ❌ ❌

CS II CS II CS II ❌

CS III CS II CS II CS III (2000MW)

CS III-Alt CS II CS II CS III-Alt (3500MW)

Category modelled in case #



evening peak demand for most of the cases due to a couple of 
reasons. Firstly, June to August are winter months in South 
Africa, and thus, peak demand increases during evening 
hours due to the increased usage of heaters and geysers. Also, 
wind and solar capacity factors are at the lowest during these 
three winter months which add to a lower generation capacity 
than in summer months, especially without a battery storage 
option available as is the case for CS II. 

 

 
Fig. 6. Hourly profile of week23(worst week) in CS II 

4) Hourly profile for CS III-Alt 

It can be seen from Fig. 7 that for CS III-Alt, there isn’t any 
loss of load during its worst week (week 23). This is because 
of the addition of battery storage capacity, which can be 
charged up during the daylight hours and discharged during 
the evening peak to meet the high winter peak demands of 
South Africa. 

 

 
Fig. 7. Hourly profile of week23 in CS III-Alt 

Having seen the hourly profiles for the 2031 cases, further 
comparisons based on various parameters can be conducted. 
These parameters include but are not limited to the following. 

B. Variable Renewable Energy (VRE) share 

The VRE share refers to the amount of renewable energy 
contributing to the electricity mix of that system for that 
particular year. The VRE share for this study takes into 
account all renewable energies including hydro. Fig. 8 shows 
that in 2021, the VRE share was just 12% and it is expected 
to increase to around 30% by 2031. Cases I to III-Alt, all have 
the same amount of installed RE capacity for 2031, however, 
Case I differs slightly (less) from the others due to its location 
of RE plants in lower yield supply areas due to the connection 
capacity constraint placed on CS I. 

 

 
 

Fig. 8. Comparison of VRE share per case study 

C. VRE curtailment 

VRE curtailment refers to the deliberate reduction of power 
generation from renewable plants to balance energy demand 
and supply [20]. Curtailment can also occur due to a 
transmission constraint. It can be seen from Fig. 9 that base 
case 2021 and CS I did not have any VRE curtailment. It is 
also evident that curtailment is significantly reduced with the 
addition of battery storage as seen from comparing CS II to 
CS III and CSIII-Alt.  

 

 
 

Fig. 9. Comparison of VRE Curtailment per case study 

D. Load shedding 

Load shedding refers to the systematic reduction of system 
load in order to balance the demand and supply of the system. 
Whereas loss of load is the unserved/unmet demand of the 
system. Fig. 10 indicates the comparison of loss of load due 
to load shedding in all four of the case studies. 

 

 
Fig. 10. Comparison of loss of load due to load shedding per case study 

E. Carbon dioxide emissions 

Information about the carbon dioxide emissions of a 
system is crucial in highlighting how clean a country’s 



generation mix is. Fig. 11 indicates a declining trend of CO2 
emissions with an increase in the renewable energy share for 
future 2031 scenarios. 

 

 
 

Fig. 11. Comparison of CO2 emissions per case study 

VI. CONCLUSION  

In this paper, the authors proposed and analyzed the 2031 
South African power system energy mix using energy systems 
modelling in FlexTool. Simulation of the case studies 
considered various combinations of RE plant allocations, 
transmission line expansions and battery storage capabilities 
which would assist future grid planners to better understand 
how the load dynamics can be met with a generation mix 
biased towards renewable energy. The results indicated a 
higher share of renewable energy in the energy mix for 2031, 
reduced loss of load due to load shedding (from 6.8% in CS II 
to no loss of load in CS III-Alt) and reduced carbon dioxide 
emissions from the power sector from all the cases as 
compared to the 2021 base case. It also highlighted the 
importance of battery storage capacities as seen from CS III 
and CS III-Alt in minimizing VRE curtailment and unlocking 
additional capacity to meet the country’s demand, especially 
during the evening peaks, which was also aided by strategic 
RE allocation and transmission expansion to further unlock 
additional grid capacity especially in the greater Cape areas. 
Cost-benefit analysis was excluded from this paper, but it 
remains the subject of ongoing research, and a further work 
incorporates conducting a power systems analysis in 
DigSILENT to test for grid stability of the system. 
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Abstract—Continuous increase of electricity cost is placing 

an enormous pressure on the balance sheet of many businesses 

in South Africa. In the event of  load shedding in 2007, about 170 

foundry companies had faced difficult times to remain in 

business and production slowed down by 47%, which was also 

linked to the instability of Eskom supply and high electricity 

charges. Now recent support from the South African 

government for “self-generation” without a license, encourages 

investments for small-scale embedded generation. However, the 

issue of solar energy being intermittent is still a concern. 

Therefore, a battery energy storage system (BESS) is a plausible 

enabler to be paired with a solar PV system. In this paper, a 

foundry company located in Johannesburg referred to as 

“foundryxyz” for anonymity is used as a case study to investigate 

the performance-cost analysis of a solar PV paired with BESS. A 

System Advisor Model (SAM) was used to design and model two 

systems (a 547 kWdc solar PV and a 990 kWdc/LiFePO4 battery 

system). The electricity bill without the solar PV/LiFePO4 

battery system for the foundry is R1 746 855 annually. However, 

the total savings with a 990 kWdc solar PV/LiFePO4 battery 

system is R 1 228 996 annually reflecting a cost saving of 70.35% 

for the company’s selected load profile.  

Keywords— Solar PV, battery, demand charges, peak shaving, 

energy cost saving 

I. INTRODUCTION  

The World Bank’s energy price index increased to the 26th 

percentile between January and April of 2022, on top of a 50th  

percentile increase between January 2020 and December 2021 

[1].  This surge is reflected by a sharp price increase in coal as 

South Africa’s primary source of electricity[2]. The high cost 

of coal supply, operations, and maintenance costs from Eskom 

results in escalating electricity charges annually, crippling the 

energy intensive foundry industry. Large industrial consumers 

such as foundries, are mostly charged on a combination of the 

fixed charge (Rand/month), demand charge (Rand/kVA), 

network access charge (Rand/kVA) and energy charge 

(R/kWh) with Time-of-Use (peak, standard and off-peak) 

tariff [3]. These charges combined contribute significantly on 

the foundry’s electricity bill. Generally, the monthly bill 

should consists of basic electricity charges for the total amount 

of electricity used throughout the billing period and peak 

demand charges [4]. According to the National Renewable 

Energy Laboratory (NREL), demand charges alone often 

account for approximately 30th to 70th percentile of the 

customer’s bill [5]. This means manufacturing and industrial 

customers such as foundries with seasonal high loads or spikey 

“demand peak” profiles are hit harder.  

Now solar PV system alone can reduce grid dependency 

whilst reducing the electricity bill. However, pairing solar PV 

with BESS has additional benefits; not only increases 

energy/cost savings but also provides a more resilient supply 

system. BESS can be charged when electricity is cheaper either 

by the grid or solar PV plant. For prosumers solar PV is best 

paired with BESS, to store excess energy during the day and 

supply the load during the night. However, BESS are not only 

used for storage but as a battery dispatch model. The battery 

dispatch modes used for behind-the-meter systems; are the 

peak-shaving and manual dispatch modes. Battery peak 

shaving dispatch mode is simply used to reduce peak power 

demand (kW) from the ‘Eskom grid’ during 24-hours, thus 

avoiding peak demand penalties [6]. Generally, peak shaving 

flattens and level off-peak loads, eliminating or reducing the 

short-term high spikes [7].  

 When using an on-site battery energy storage system for 

peak shaving as shown in Fig. 1, you simply discharge during 

the most expensive periods during the day (indicated by the  
 

 

Fig. 1: A load profile before and after peak shaving. [7] 

 

red line in Fig.1) thus eliminating paying peak demand 
charges. The blue line in Fig.1 indicates the peaks experienced 
by the load, where the consumer will be penalized by the utility 
in the monthly electricity bill. Solar PV and lithium ion 
batteries are a preferred method for peak shaving [8] [9].This 
is because this battery type is dispatchable and can be 
strategically configured to charge or discharge during optimal 
times towards eliminating or reducing the short-term demand 
charges [10]. The algorithm learns the customer’s load profile, 
forecast peak demand, and alternate from the grid to the LIB 
system when required. The algorithm assures that no power 
above a predetermined limit will be drawn from the grid or 
solar PV system to the battery system until the additional 
demand is over [11]. The solar PV system combined with a 
lithium ion battery is silent, clean, requires no human 
intervention, and does not compel consumers to choose 
between running important equipment and paying excessive 
demand costs [11]. This study conducted a performance-cost 
analysis of a solar PV paired with a lithium iron phosphate 

battery (LiFePO4) for foundryxyz. To offer a viable energy 



supply system, avoid peak demand penalties and achieve high-
cost savings. A System Advisor Model (SAM) was used to 
design and model two systems (a 547 kWdc solar PV and a 
990 kWdc/LiFePO4 battery system). 

II. SYSTEM OVERVIEW 

A. Solar-PV/battery storage system design  

This section provides an overview for the design of solar 

PV paired with a lithium iron phosphate system, outlines 

mathematical and cost model. Fig.2 shows a line diagram of a 

grid-tied solar PV/LiFePO4 battery system for a foundry. The 

system comprises of three energy sources (utility grid, solar 

PV, and LiFePO4 battery storage system). The sources are set 

to supply the foundry load using the algorithm shown in Fig.3 

Since solar PV/LiFePO4 system supply direct current (DC), an 

inverter is required to covert DC power to AC power for the 

foundry load. The system is DC-coupled as shown in Fig.3, 

because it connects the solar PV/LiFePO4 battery system to a 

DC bus. DC-coupling is preferred for small-scale systems 

while alternating current (AC) coupling is best for large-scale 

systems. This system is designed to supply about 9% of the 

foundry load and not the entire foundry, because of limited 

roof space for solar PV installation.  

 

Fig. 2: Single line diagram of a grid-tied solar PV/LiFePO4 battery system. 

 

Although the system is grid-tied, the battery will be charged 

using excess power from the solar PV system and not from 

the grid. The grid supplies power to the load, when the solar 

PV output is below the load demand, ensuring continues 

supply. 

 

 
 

Fig. 3: DC coupled grid-tied solar/LiFePoO4 battery system design. 

 

In this case the battery discharges only when the load exceeds 
the solar PV system output. The accuracy of designing and 
modelling a dependable solar-PV system depends on thorough 
understanding of the load profile. It is therefore important to 
evaluate the load consumption data to avoid oversizing or 
under sizing the supply system. The load profile used in this 
study has an average peak demand of 288 kW and 785 062 
kWh of annual energy consumed. Detailed profile of the load 
is explained in section III. Fig. 5 shows a system flow chart for 
scheduling the grid-tied solar PV/LiFePO4 system. A system 
algorithm is important to ensure a constant supply of energy to 

the load. The load should be supplied continuously as required 
without any disturbances. The control method will use the 
available energy source in a cost-effective manner. When the 
solar-PV system is unavailable the utility grid will supply the 
load. The night load will be supplied by the excess energy from 
the battery and grid system. The system is grid-tied, providing 
a constant supply to the load when solar/battery power is not 
available. Both the solar-PV/battery system sizing and 
modelling was done using a mathematical model and SAM. 

B. Mathematical and cost modelling  

     In Johannesburg, the average daily solar radiation is 

approximately 6.5kWh/m2 per day with a clearness index of 

about 0,74 as shown in Fig. 3. Clearness index (assess the 

clearness of the atmosphere) is a number between 0 and 1 and 

it demonstrate the fraction of the solar radiation hitting 

through the atmosphere to hit the earth's surface [12].  

The following equations “(1)” to can be used to determine the 

monthly average clearness index for any site when checking 

ideal location for solar PV installation[12]. 

 
Fig. 4: Average solar radiations vs clearness index for the foundry location. 

 

Kt �
����

��	���

                                                                                                                     (1) 

 

Where,  Have �
���/��

���
                                                            (2) 

That is, Have is the monthly average radiation on the horizontal 

surface of the earth [kWh/m2/day] 
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That is, Ho(ave) is the horizontal radiation, meaning the 

radiation on a horizontal surface at the top of the earth's 

atmosphere [kWh/m2/day] [12]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        
The interrelations between factors defining PV system 

sizing are not limited to climate location, capital cost, area 
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Fig. 5: Flowchart for scheduling the grid-tied solar PV/LiFePO4 battery  

system. 



available, inverter characteristics, Orientation, and PV/Inverter 
cost ratio [13]. Sizing a solar PV system accurately is critical 
when doing financial modelling, to avoid over or under-sizing 
your system. Oversizing or under-sizing your system greatly 
impacts the performance of the system inverter [14]. When 
calculating solar PV kWdc capacity, it must be able to offset 
the energy consumption or reduce dependency from the grid 
during the day. In this study calculating the size of the PV 
array, key variables were considered: daily/monthly load 
profile (usage), sun-hours and derate factor (considers the 
system electrical losses during DC/AC conversion) as shown 
in equation “(4)”.  
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(4) 

 

 

Where, Monthly usage in kWh is obtained from the historical 

energy bill. Sun-hours per month is a number of sun-hours per 

day, according to the location, multiplied by 30 days of the 

month. Derate factor is considered the electrical losses from 

the system’s DC/AC conversion.  [14] 
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Now the electrical usage offset in “(5)”does not determine how 

much is to be paid to the utility company, after the solar PV 

plant because billing methods used for utility bills depend on 

the type of consumers (Industrial, commercial, or domestic) 

and tariff structures. “How you are billed, does affect how 

much you will pay for electricity” [14]. About 547 kWdc of 

solar system size  was calculated to meet a load with a monthly 

energy usage averaging at about 60 000 kWh and average 

annual peak demand of about 288 kW using “(4)”. This 

system’s estimated annual energy generated is 924 672 kWh 

and the load consumed about 785 062 kWh per annum. 

However, the 547 kWdc rooftop plant does not have enough 

excess energy to integrate a battery, therefore a 990 kWdc 

solar PV plant was calculated and modelled to integrate the 

LiFePO4 battery energy storage for peak shaving dispatch 

model. 

TABLE I shows an overview of the technical specifications of a 

mono-crystalline module used. The selection of using a 

monocrystalline solar module instead of a polycrystalline is 

because mono-c-Si cells are more efficient because they are 

manufactured from a single source of silicon. Although thin-

film technology is less expensive than mono or poly crystalline 

panels, however it is less efficient [15]. This design and 

modeling of the solar-PV system focuses on an efficient 

system whilst reducing energy cost for the foundry. Number 

of modules was calculated using “(6)” 
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(6) 
 

   

Where, Solar PV array rated capacity is calculated at the 
initial design of the system according to the load using 
equation “(4)”. Module rated capacity is the power rating of 
the module according to the datasheet from the manufacture. 

 The optimal yield of a grid-tied solar-PV system depends 

on the relative size of the solar-PV and inverter rating as shown 

in TABLE II. 

 
TABLE I: TECHNICAL CRITERIA OF THE MODULE 

Mono-crystalline module (mono-c-Si cells) 

Parameter Value(s) 

Rated power 500 Wdc 

Nominal efficiency 21.38 % 

Max power voltage 43.8 Vdc 

Max power current 11.7 Adc 

Open circuit voltage 51.7 Vdc 

Short circuit current 12.3 Adc 

Total irradiance, temperature 1000 W/m2, Cell temperature -25° C 

  

  TABLE II: TECHNICAL CRITERIA OF AN INVERTER 

Parameter Value 

Max. AC power 60033 Wac 

Max. DC power 61147 Wac 

Nominal AC voltage  480 Vac 

Nominal DC voltage  720 Vdc 

Max. DC voltage  800 Vdc  

Max. DC  current  84 Adc 

Weighted efficiency  98.2% 

MPPT 1 

 

When an inverter is rated at a lower capacity (undersized) 
than the solar-PV array, the inverter will be overloading. 
Under sizing can lead to inverter clipping. Clipping occurs 
when there is more direct current power being supplied into 
the inverter than it is rated for. The clipped power is lost when 
there is no battery energy storage. Oversizing the inverter  is 
only recommended when they are plans to add more solar-PV 
capacity in future, however before than the inverter will 
underperform. [14]  

On the direct current side, an efficiency (Rs) ratio is 
considered. Rs is the ratio of the PV array capacity at standard 
test conditions to rated input DC power to the inverter given 
by equation “(7)”. 
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(7) 
 

where, P(pv.rated)  is for the rated solar-PV capacity and 
P(inv.rated) is for the DC rated inverter input power. To 
remain within safe guidelines when designing the solar PV 
system, the recommended output power should be up to 30% 
more than the rated inverter. An undersized system has a DC 
to AC ratio greater than one. The DC to AC ratio is the ratio of 
DC current produced by the solar-PV panels, against the AC 
output of the inverter. [14] 

 

Fig. 6: Inverter efficiency curve. 

Fig. 6 shows the performance efficiency of the ABB-PVS-60-

TL-S-US [480V] inverter used in this study. Inverter 

efficiency can range from low, medium, and high, to best 



represent the ratio of direct current input power to inverter’s 

rated capacity. The selected inverter has a high efficiency of 

about 98.2%. A high efficiency inverter operates during low 

insolation levels because of the low self-consumption loss.  

 
TABLE III: BATTERY ENERGY STORAGE SYSTEM SIZING TECHNIQUES 

Technical criteria: looks at battery life cycle; operational factors such as 

charge/discharge rates, temperature, depth of discharge and days of 
autonomy [18]. Can be defined through dual variables e.g., are the system 

requirements meet, solar PV curtailment or forecast errors meet by the 

battery. [19] 

Financial criteria: is one of the most used indicators for determining 

economically, whether a BESS will be coupled with a solar PV system 

from initial system design. Also assessing the battery’s current LCOS and 
capital cost will determine which battery type is financially viable e.g., 

Lead acid AGM are more expensive than LiFePO4 battery. Although this 

is one criterion that often eliminates the coupling of the solar PV/battery 
systems, it is then important to at least use a combination of the technical 

and financial indicators for sizing. Financial indicators include but are not 

limited to capex cost, operation & maintenance (O&M) costs, return on 
investment (ROI), discount rate, interest rate and net present value (NPV). 

The levelized cost of storage (LCOS) should be minimized whilst 

maximizing the NPV to gain a better financial indicator when sizing the 
battery technology.[18] [19] 

Hybrid criteria: current research have been promoting the use of both 

technical and financial indicators for battery sizing. The approach to 
combine the two works by optimizing the financial criteria whilst the 

technical criteria act as a constraint. Basically, the size of the battery 

system can be determined by minimizing the operating costs and 
investment cost while restricting the guaranteed reliability. [18] [19] 

 

The maximum efficiency for low, medium, and high 

efficiency inverters are 84%, 91% and 98%, respectively [16].   

Battery energy storage adequate sizing is important when 

coupling with solar PV system. The size of the battery affects 

the capital, operations & maintenance costs. Accurate battery 

sizing can compensate for solar PV forecasting errors. There 

are three techniques that can be used for battery sizing shown 

in TABLE III. Three techniques can be used individually or 

combined to best optimize the system. These are technical, 

financial and hybrid indicator [17]. 

 
Critical functions of battery systems change because of 

different criteria used for sizing. When using a technical 
criterion to improve the dynamic characteristic of the solar 
system, then the battery energy storage system’s power 
capacity plays a crucial role, meaning the rapid speed of 
delivering power by the battery is important than the total 
energy the battery can supply. Another way to make the energy 
capacity less critical is by applying an advanced dispatch 
modes to gain multiple functions thus the battery system will 
be used more effectively whilst the overall system uses the 
battery’s energy and power capacity efficiently. This study 
considered the hybrid criteria for battery sizing to obtain both 
technical and financial benefits for integrating a BESS in a 
solar PV plant [18].  

 
TABLE IV shows the overview of the capacity and features of 
the li-ion phosphate battery used in this study. The battery has 
an estimated desired bank capacity of 1152 kWh given by 
equation “(8)”. The desired bank power of about 288 kWdc is 
taken from the max. average peak power of the load. The 
battery has a nominal voltage of 3.6 V at 2.25 Ah cell capacity. 
The battery has been set to have 1 day of autonomy (supply 
without being charged by the solar PV plant). Choosing one-
day reduces the battery bank size and cost. The battery in this 
study is designed to charge only from the solar PV system, not 
the grid with a minimum state of charge (SOC) of 50% and a 

maximum state of charge at 100%. This SOC controls the 
battery not to discharge when at minimum and to stop charging 
at maximum. The battery is set to peak shave the load to 
maximize the cost savings for the foundry.   

TABLE IV: TECHNICAL CRITERIA FOR THE LIFEPO4 BATTERY 

Parameter Value 

Nominal bank capacity 1 152 kWh 

Nominal bank power 288 kWdc 

Nominal bank voltage 500 Vdc 

Cell nominal voltage  3.6Vdc 

Cell capacity 2.25 Ah 

Total number of cells 142 

Days of autonomy 1 day 

Cells in series 139 

 
C=�//$�  )�-�)"/ � ;D ∗  6<  (8) 

 

Where, EL is the average peak load (kW/month), DA is for 

days of autonomy (supplying the load independently during 

outages). 

III. METHODOLOGY 

A. Modelling Procedure  

The modelling of the study was done using System 

Advisor Model, component selection and sizing calculations 

for both solar PV/LiFePO4 battery system. The model makes 

use of key input variables as shown in Fig. 7. When the input 

variables have been established, a 547 kWdc solar PV 

rooftop plant was calculated using the monthly load profile. 

A second plant of  990 kWdc capacity was done to be paired 

with a LiFePO4 battery. This is because the 547 kWdc plant 

offsets the energy used by the load but does not have enough 

excess for battery peak shaving dispatch modelling. If the 

company decides not to include the battery system, the 547 

kWdc solar PV plant is enough to provide energy and cost 

savings. The expected output from the two models includes 

both the techno-economic ratio of the system and system 

reliability. Furthermore, the model is optimized by adding 

peak shaving dispatch mode using a battery, were it shaves 

the instantaneous  spikes from the load. The battery 

discharging is set to occur only when the load exceeds the 

solar PV system output (indicated as peaking).  

B. Cost Modelling 

In system advisor model (SAM),financial evaluation is 

key in minimizing overall system cost. The potential or 

 

Fig. 7: Procedure for modelling the solar PV/battery system. 

 

expected outputs from the model is shown in Fig. 7 with both 

technical and cost outputs. The mathematical equations for 

key output metrics are shown in “(9)” and “(10)” [20]. 
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Where, It = Investment expenditure in years (Incl. loan); Mt = 

Operativos & maintenance expeditures; Ft= fuel expenditures 

in year t; Et = electricity generation in year t; r = discout rate; 

n = system life time. 
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Where, Rt = net cash flow at time t;  i = discount rate;  t = time 

of the cash flow. 

C. Load Profile 

FoundryXYZ is a company that was founded in 1991 and 
expanded in 2001. It is in Boksburg East in Gauteng (South 
Africa). The company deals with metal casting processes. Its 
main applications include pumps, railway components, valves, 
and automotive components. During the energy efficiency 
audits conducted in 2019, significant energy users identified 
were the induction furnaces, compressors, fans, and pump 
motors. The company occupies two sites in one location (site 
A charged at tariff E and site B is charged at tariff D by 
Ekurhuleni municipality). This study focused on obtaining 
energy and cost savings for site A of foundryxyz because of 
the roof space suitability for solar PV installation. Site A 
produces automotive parts through metal casting and uses 
about 785 062 kWh/annum (9% of 9,032,960 kWh total site 
energy consumption).  

Site A is charged at tariff E with a combination of fixed 
charge (Rand/month), demand charge (Rand/kVA), network 
access charge (NAC) (Rand/kVA) and energy charge (R/kWh) 
with Time of Use (TOU: Peak, standard & off-peak charges). 

Fig. 8: Daily load profile (kW) for site A. 

 

TABLE V: SUMMARY OF THE LOAD DATA 

Average monthly consumption 65 171 kWh 

Average monthly peak demand 200 kW 

Annual Energy Consumption 782 062 kWh 

Annual energy cost R 1 746 855 

Blended energy cost  1.18   R/kWh 

Demand charge cost  79.31 R/kVA 

Network access charge cost 48.75 R/kVA 

 

Tariff E is for bulk supplies at any voltage with a capacity 
of > 25kVA and a NAC of < 1 MVA. Foundryxyz is energy 
intensive with a complex tariff structure, resulting in high 
electricity bills. Fig. 8 shows the daily load profile for site A 
of foundryxyz. The profile consists of some of the fans, pumps, 
and lighting load.     

IV. RESULTS AND DISCUSSIONS  

This section shows the results of two systems modelled 
using System Advisor Model (SAM). This was done to 
identify the optimal system subject to the economic and 
technical evaluation of the selected foundry site. The 547 
kWdc PV system is without a battery bank and the 990 kWdc 
PV system is paired with the LiFePO4 battery. The objective 
of this paper is to demonstrate the cost-benefits of installing 
embedded generation using solar PV and battery peak shaving 
dispatch mode for foundryxyz.  

A. 547 kWdc solar PV system  

The result for a 547 kWdc system is shown in TABLE VI 
with an annual energy yield of about 937 847 kWh. The solar 
PV system has a reliable performance ratio of 83%. The 
system will save the foundry (site A) about 46% in energy bill 
per annum for the first year of operation. The system needs an 
investment of about R7.2 million with a payback period of 
only 6.3 years at a LCOE of 77.76 c/kWh. In summer months 
this system was unable to meet the load demand which could 
have been due to the increase in ambient temperature in 
relation to the solar panel output. Therefore, it was than 
advisable to increase the capacity(990 kWdc) not only for 
battery pairing but for an energy supply-demand balance. 

TABLE VI: RESULTS FOR BOTH SOLAR PV SYSTEMS 

Parameters 547 kWdc Values 990 kWdc Values 

Annual Energy  937 847 kWh 1 678 756 kWh 

Capacity Factor  19.5 % 19.3 % 

Energy yield  1712 kWh/kW 1 695 kWh/kW 

Performance ratio 83% 83% 

Battery roundtrip 
efficiency 

- 91.28% 

Levelized COE (real) 77.76 c/kWh 89.85 c/kWh 

Electricity bill without the 
system (year 1) 

R1 746 855 R 1 746 855 

Electricity bill with system 
(year 1) 

R941 960 R 517 859 

Net savings with system 
(year 1) 

R804 894 R 1 228 996 

Percentage energy cost 
savings 

46% 70.35% 

Net present value R42 584 774 R 58 995 408 

Simple payback period 6.3 years 7.5 years 

Net capital cost R7 264 671 R15 507 334 

 

B. 990 kWdc solar-PV paired with LiFePO4 battery 

The result for this system shown in TABLE VI shows an 
annual energy yield to be about 1 678 756 kWh. The system 
has a good performance ratio of about 83%. Fig. 9 shows the 
alternating current (AC) energy from the this system, with 
excess energy after the load usage. The excess energy is used 
to charge the battery and be used for peak shaving. The battery 
roundtrip efficiency is 91.28%, which is the percentage of the 
energy stored for later use. 

  

 

Fig. 9: Energy usage kWh. 
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  Fig. 10: Battery peak shaving dispatch. 

 

The higher the round-trip efficiency means the less energy 

loss in the battery storage process [19]. The 990 kWdc solar-

PV paired with LiFePO4 battery can save the foundry site A 

about 70.35% in energy bill per annum. This means the 

presence of the battery storage system is beneficial when 

using it for peak shaving. This system needs an investment of 

about R15 million with a payback period of only 7.5 years at 

a LCOE of 89.85 c/kWh. The battery system will discharge 

only when the load exceeds the solar PV system output for 

peak demand shaving (prolonging the battery lifespan). It uses 

a one-day look ahead mode (load forecast) as a ‘perfect’ 

scenario in attempts to reduce the daily demand peaks using 

the LiFePO4 battery as indicated in Fig. 10 

V. CONCLUSION 

In many instances, the battery storage system is excluded 
from being integrated with solar PV because of its high capital 
cost or the levelized cost of storage being high. However, they 
are technical and financial benefits to pairing an intermittent 
RES like solar PV system with a battery storage system 
(BESS). This is backed up by the comparisons of the two 
systems modelled for this business case for the foundry. Solar 
PV system alone does yield energy-cost savings as shown in 
TABLE VI but when paired with the LiFePO4 battery, there are 
increased benefits such as system flexibility, energy security, 
system stability,  and increased electricity bill savings 
(accurate sizing of the battery for dispatch model reduces the 
capital, operations & maintenance cost whilst yielding higher 
bill savings). The pairing of solar PV with BESS (especially 
lithium ion batteries) should not be hindered by the current 
high cost associated with it, because such costs are plummeting 
and policies around feed-in tariffs (selling back to the grid) are 
improving, making battery energy storage system a good pair 
with renewables for a more resilient energy system.   
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Abstract – This paper focuses on the strategies for the placement 

of BESS optimally in a power distribution network with both 

conventional and wind power generations. Battery energy 

storage systems being flexible and having fast response 

characteristics could be technically placed in a distribution 

network for several applications such as peak-shaving, power 

loss minimization, mitigation of voltage deviations, 

minimization of congestion, and as an emergency backup for 

renewable energy generations which are weather dependent for 

the generation of electricity. For the placement of the BESS, the 

system costs comprising the costs for the power losses and 

voltage deviations were used in the formulation of the algorithm 

for the optimization model. Then, Particle swarm optimization 

(PSO) and Fmincon MATLAB optimization solver were 

deployed for the minimization of the objective function. The 

optimization results from the two methods were used in 

determining the optimal location of the Battery energy storage 

system. Moreover, by placing the BESS in the best possible 

location in the IEEE 33-bus system. Simulation results show that 

over 50% reduction of the active power losses was achieved, and 

the magnitude of the voltage at each of the buses of the power 

distribution network was improved. 

Keywords— Battery energy storage system, Distribution Network, 

Power losses, Voltage deviations. 

 

I. INTRODUCTION  

Over the years, the need for energy security, climate 
change and sustainability has been the motivating factors 
responsible for the rise in the quantity of electricity produced 
by renewable energy sources especially wind and solar 
photovoltaic. By increasing the penetration level of these 
energy sources in the power system, the synchronous-based 
power plants are being reduced. This has led to poor voltage 
quality, diminished inertia in power system network and 
significant difference between the peak-loads and the valley 
loads. The uncertainty together with the intermittent nature of 
these renewable energy sources (RESs) have driven many 
researchers into studies and investigations regarding grid 
level energy storage systems [1]. Many authors have studied 
the many-sided gains of connecting grid-level energy storage 
systems in the synchronous and weather-based energy 
settings [2], [3]. Several research have looked into their roles 
in the shaving of peak load, regulation of frequency and 
improvement of transmission and distribution system 
efficiencies [4]-[7]. 

However, to maximize the benefits of BESS, it should be 
economically and efficiently connected to the power system 
through optimal installation and sizing of the BESS [8]-[11]. 
For power system frequency and voltage stability, the optimal 
placement of BESS is of paramount importance [12]. 
Besides, when BESS is excessively sized, the installation 
costs are very high [13]. There are several methodologies for 
finding the optimal location of an energy storage system. 
These methods could be done analytically, using 
mathematical programming, exhaustive search (ES), and 
heuristic techniques (HM) [7]. 

The best location and capacity of a BESS using the 
analytical method is determined by solving a set of formulae 
and algorithms [14]-[17]. During the optimization, 
predefined constraints both linear and nonlinear are imposed 
on the process of the optimization and the set of variables and 
objective function for the best location of the BESS are 
determined. Using mathematical programming approach, 
(MP), numerical approaches are adopted in finding the best 
position optimally for the BESS according to [18]-[22]. MP 
is also used for solving problems relating to the operation of 
power systems such as optimal power flow and unit 
commitment [7]. Some of the methods captured under MP 
include linear programming, second order cone 
programming, dynamic programming, and stochastic 
programming. With the exhaustive search (ES) the best 
solution could be found in a limited search space with short 
time frame even for average time problems [7]. 

Finally, the heuristic method (HM) also known as the 
artificial intelligence methods could be carried in determining 
the optimal location without requiring complicating 
algorithms and much methodological computational 
processes to know the best location as compared to AM and 
MP [23]-[25]. Both Genetic algorithm and particle swarm 
optimization (PSO) being heuristic methods were used to 
determine the best point for the integration and size of BESS 
in [12] and [26]. Artificial neural network and PSO were 
adopted by the authors in the studies in [6] to find the best 
size and location of a BESS. 

 This work proposes algorithms for optimal location of 
BESS in a power distribution network with wind energy 
generation. The mathematical formulation defined for the 
best location, minimizes the costs due to active power losses 
in the transmission lines and the costs of voltage deviations. 



 

 

 

 

The proposed algorithms were tested using modified IEEE 
33-bus system. The formulated objective function was solved 
using particle swarm optimization (PSO) and Fmincon 
nonlinear MATLAB optimization solver. 

This paper is organized as follows: section 2 discusses the 
problem formulation. Methodology is presented in Section 3, 
while the simulation results and discussions are provided in 
section 4 with the conclusion given in section 5. 

 

II. PROBLEM FORMULATION   

A. Objective Function 

 The reliability, efficiency, and the power quality of a 
distribution network (with wind power integration) could be 
improved by technically placing a BESS in the optimum 
location.                                                                                                

For optimal placement of the BESS in this paper, the 
mathematical formulation to be minimized is the distribution 
system total costs due to active power losses along the lines 
(CPL), and the voltage regulation costs (CVR). Equation (1) 
represents the objective function (Fn) while equations (3) and 
(4) represent the costs due to power losses along the line, the 
voltage regulation costs. 

 

Fn = Min (����)                                                (1) 
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 where Csys is the distribution system total costs due to active 
power losses along the lines and voltage regulation costs, CPL 
is the costs due to active power losses along the lines, CVR is 
the costs due to voltage regulation, m, N are the sum of 

branches and buses, respectively � is the per unit voltage at 

the ith, bus, !"# being the reference voltage is equals 1.0 pu, 

Vj  is the voltage at the jth bus given  in pu, ���   is the 

conductance of the transmission line found between the ith 

bus and the jth bus, ����� is the rate of active power loss cost 

which is 0.284$/kWh [26] and ��	  is the rate of voltage 
regulation cost which is 0.142$/p.u [6].     
                                                                                   

B.  Constraints 

1)  Constraints on the voltage:The constraint equation given 
in equation (5) is applied to the optimization process. Voltage 

at each bus is bound to the range which is ± 5% of the 
reference voltage [6], [25]. 
 

��%   ≤ �      ≤ �'(                                                 (5)                                                                                                              
 

where ��% and  �'(   are the bound limits for the minimum 

and maximum voltages respectively and �  is taken as the 
voltage magnitude at the ith bus.  
 
2) Constraints on the state of charge (SoC):Equation (6) 
gives the bound charge limits 
 

)*���% ≤  SOC   ≤   )*��'(                                    (6)                                                                                                     

where, )*���%  and    )*��'(  are minimum and maximum 
limits of SOC respectively. These are taken as 20% and 90% 

for )*���%   and    )*��'(  respectively. 
 
3) Constraints imposed on the active and reactive power: The 
nonlinear active and reactive power constraints are given in 
equations (7) and (8). 
 

P(i) (t) = � (t) ∑ �
 
��� (t)(���Cos+��(t) + ,��Sin+��(t)      (7)                                                                       

Q(i) (t) = � (t) ∑ �
 
��� (t)(���)-.+��(t) - ,��Cos+��(t)       (8)                                                                       

 
 where  P(i) (t) and Q(i) (t) are the active and the reactive 

power injected at the ith bus at time (t) respectively.   � (t)  

and    �  (t) are the voltages at the ith and jth buses 

respectively for a time(t). ���  and ,��  are the conductance 

and susceptance between ith and jth bus. +��(t) is the power 

angle between the ith and the jth bus at time (t) 

III. METHOLOGY                                   

The best location for placing a BESS in a distribution 
network with a wind power plant is presented. DIGSILENT 
Power factory was used for the simulation of the networks 
and MATLAB for the optimization. Particle Swarm 
optimization (PSO) technique and Fmincon (nonlinear 
constraint) MATLAB optimization solver were used in 
finding the least value of the objective function for the best 
placement of the battery storage system. 

A. Test System 

The methodology proposed in this work is tested using an 
IEEE 33 -bus distribution network (with a wind power plant 
connected to bus 18). This is shown in Fig 1 and the power 
plants parameters given in Table 1. The IEEE 33-bus system 
with the lines and load data is as presented in [26]. The total 
load on the whole network is 3.715MW.   
 
 

 
Fig. 1 IEEE 33-bus system [26] 
 
 

 
 



 

 

 

 

Table 1 Power plants parameters 

Type Apparent 

Power 

(MVA) 

Real Power 

(MW) 

Bus 

connection 

Synchronous 
generator 

4.37 3.72 1 

Wind power plant 
(WPP) 

1.11 1.0 18 

 

B. Particle Swarm Optimization (PSO) 

In order to optimize the objective function, particle swarm 
optimization method is used. Being a population-based 
search method, it optimizes a problem through computational 
method [27]. Using he PSO algorithm, its parameters, initial 
population, initial position, and initial velocity should be 
initialized. The problem specific bounds are used to find the 
initial position of the particle which is randomly generated 
from the uniform distribution. Equations (9) and (10) are 
deployed to find the position and velocity of particle 
respectively. 

3(-)%"4=   p(i) +5(�)                                                 (9)

                                                      

5�= Wp(i) + 6� 7�( 38"�� �)  -  p(i) +6�7�( 398"��-  p(i))     (10)                

where 5�, p(i) ,  358"��(�) , 398"�� are  the velocity of the ith 

particle, the current position of the particle, the personal best 

position of the particle, the global best position among all 

particles respectively, w is the inertia weight, c1= c2 = the 

acceleration factors, and  3(-)%"4  being the updated position 

of the ith particle. The PSO parameters are given in Table 2 

Table 2 PSO parameters 

PSO parameters Dimension 

Population 200 

Inertia weight(maximum) 0.90 

Inertia weight (minimum) 0.40 

Acceleration factor (c1=c2) 2.05 

Lower bound (LB) 0.95 

Upper bound (UB) 1.05 

Maximum iteration 1000 

C. Fmincon MATLAB Optimization Solver 

The second method deployed in solving the objective 
function is the MATLAB optimization solver called 
Fmincon. Fmincon, is a MATLAB optimization program that 
finds the minimum of a constrained, nonlinear many-variable 
function. The conditions (a) to (d) below must be satisfied for 
the Fmincon solver to give the minimum of the multivariable 
function. 

(a)  The constraints in the form of  nonlinear inequality 

constraints must be transformed to C (X) ≤0 

(b) The constraints in the form of nonlinear equality 

constraints must be set as:  Ceq (x) = 0 

(c) The constraints in the form of linear inequality  must 

be transformed to A(X) ≤ 0 

(d) The linear equality constraints of the optimization 

should be expressed in the form of Aeq(x) = 0                                    

D. Optimization steps for the placement of BESS 

The required optimization steps for finding the best 

location for the BESS for the studied network are summarised 

in the six steps given below. The corresponding flow chart 

for the proposed approach is presented in Fig. 2. 

(1) Input network data and algorithm parameters. 

(2) Choose one candidate location for the 1.55MW 

BESS ( BESS capacity was predetermined) 

(3) With BESS placed in any chosen bus carry out a load 

flow. 

(4) Determine the value of the objective function and 

update the best solution. 

(5) Once the last bus is chosen, proceed to step 6, if not 

go to step 2. 

(6) Find the optimal position of the BESS installation, 

which is the candidate bus providing the minimum 

value of the objective function. 

 
 
Fig. 2 Flowchart of the proposed approach of optimal placement of BESS 

                         IV  SIMULATION RESULTS AND DISCUSSIONS 

The  determination of the best  position for  
connecting BESS in a distribution network with renewable 
energy source is the purpose of this work. As discussed earlier, 
the best location was found based on the minimization of the 
system costs which comprise the costs of power losses and 
voltage deviations in the network.  
The bus with the least system costs was taken as the best 
location for the BESS while keeping the distribution system 
network constraints during the optimization process. 
MATLAB was used for the optimization and DIgSILENT 
Power Factory for the simulation. PSO and fmincon 
MATLAB solver were used for solving the objective 
functions and their performance was compared. 
 



 

 

 

 

A. Priority Analysis 

 Priority analysis which determines the best location 
for BESS based on minimum system costs is proposed. The 
proposed algorithm which minimizes the system costs based 
on costs for the active power losses and voltage deviations was 
deployed to find the best  location of the 1.55MW BESS in the 
distribution network. The algorithm was verified using a 
modified IEEE 33-bus network. The priority for the placement 
of BESS is summarized in Table 3. The simulation results 
showed that the two algorithms used in solving the objective 
function have approximately the same minimum costs for 
each candidate bus considered. A total of 32 candidate buses 
were tested while bus1 was the slack bus. From Table 3  the 
best location for the BESS is bus 29 which gives a minimum 
system cost of $247.62 (using PSO for 100 iterations) or 
$248.66 (using fmincon). The worst location for the BESS is 
bus 18 which results in a total system cost of $1236.95 (using 
PSO) and $1239.29 (using fmincon). Also, it is clear from 
Table 3 that the PSO yields a better optimal value compared 
to fmincon. This is because PSO is a global optimization 
algorithm with more search capacity compared to fmincon. 
Finally, the convergence value of the minimum system costs 
of $247.62 was validated using PSO to perform 1000 
iterations as shown in Fig 4 while Fig3 is the convergence plot 
for 100 iterations 
 
Table 3. Priority analysis for the placement of BESS 

 

 
Fig. 3 Convergence plot using PSO 100 Iterations 

 
Fig. 4 Convergence plot using PSO 1000 Iterations 
 

B. Comparison of power loses 

The power losses in the network were compared 
based on three scenarios namely power losses before BESS 
connection to the network, after connection to the optimal 
location and after connection to some non-optimal locations. 
The results are as presented in Table 4. 
 
Table 4 Comparison of power losses. 

 
 
From Table 4, the placement of BESS in the optimal location 
resulted in the reduction of the total active power losses in the 
distribution network by over 50% of its value before the 
placement. However, sitting of BESS in some non-optimal 
locations increased the total active power losses. Placing the 
BESS at bus 18, more than doubled the power losses 
compared to when there was no BESS. This shows that the 
location of a BESS in a network may lead to an 
increase/decrease in the Thevenin’s equivalent current and 
resistance of the network which consequently either increase 
or decrease the power losses of the network. 
 
C. Comparison of voltage profile 

The bus voltage profile before the placement of 
BESS and after in the optimal location was compared and the 
results presented in Fig 5.  From this, it could be easily seen 
that the optimal placement of the BESS contributed to 
improving the bus voltage profiles. It should be noted that bus 
18 is the location of the wind power plant and bus 29 is the 
best location of the BESS. The voltage deviations of the   
system (sum of the voltage deviations expressed in 
percentage) without the BESS is 94% and with BESS in the 
optimal location 24%. 



 

 

 

 

 
Fig. 5 Voltage profile of the buses 

                                          V  CONCLUSION 

   In this work, the algorithm for the placement of 
BESS in the best location in a distribution network with wind 
power generation was presented. The objective function for 
the placement of BESS was formulated to accounts for the 
costs of the active power losses and voltage deviations. The 
optimal location of the BESS was determined based on the 
system costs. The proposed approach helps in the placement 
of the BESS of 1.55MW capacity at the bus where the costs 
due to power losses and voltage deviations are minimal. PSO 
and Fmincon MATLAB optimization solver were used to 
solve the objective function for the most appropriate position 
for the BESS in the distribution network. simulations results 
show that when BESS placed in the best location in a power 
system, power losses and voltage deviations are reduced, and 
the system voltage profiles are improved. 
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Abstract—This study examines the feasibility of including a
thermal energy storage as a supplementary storage method for
PV-supplied off-grid application. This approach is done to reduce
the cooking energy requirements which enable opportunities for
use of smaller battery cell storage, and use of low-powered
cooking appliances. The feasibility is evaluated considering a
5 ℓ, 500 W food safe water heater as a thermal energy storage
and a 4 ℓ, 200 W slow cooker as a cooking appliance. A
thermal analysis using experimental data is employed to validate
the effectiveness of the storage water heater under worst-case
conditions. Experimental results of the method performed in a
laboratory show that the use of pre-heated water between 50 to
97.6 °C to cook rice can reduce electrical cooking energy to a
range of 12.36% to 27.79% which translates to the same energy
reduction for the battery capacity requirements.

Index Terms—Thermal Energy Storage, Storage Water Heater,
Solar PV, Off-Grid Cooking

I. INTRODUCTION

Cooking is the process of combining, mixing and heating
food to make it suitable for consumption. This process is an
integral part of every human livelihood and it requires a major
fraction of household energy to execute. Approximately 2.7
billion people worldwide rely on traditional energy sources
for cooking, that can potentially have severe implication for
health, economic livelihoods, and the environment [1], [2].
Electric cooking with renewable energy and efficient appliance
is a solution for clean and sustainable cooking alternatives [1],
[3].

Due to the intermittent nature of renewables (such as wind
and solar) and the high energy requirements of cooking, there
is a need for large and expensive batteries which make the
systems infeasible to use [4], [5]. A proposed alternative
method includes the addition of thermal energy storage to
be utilised for cooking. This approach includes the storing
of surplus renewable energy in the form of water heating,
whereby the stored hot water is mixed with food to cook.
The method can potentially reduce the cooking period and
the electrical energy to cook most staple foods, and hence
minimize the battery cell storage requirements. This paper
seeks to evaluate the feasibility of utilising the thermal storage
in the context of cooking.

The research objectives have been outlined, the rest of
the paper is structured as follows: Section II provides the
background information of the research, which presents the
related previous work on thermal storages and PV cooking
systems. Section III details the overall methodology of the

research which explains the proposed clean cooking system
and the experimental set-up to investigate the influence of
adding a thermal storage. Section IV to V discusses the results
obtained, and the paper is concluded in Section VI.

II. BACKGROUND

Many areas in southern Africa experience highest levels of
solar energy in the world, with the average solar irradiation
ranging from 4.5 to 6.5 kWh/m2 per day [6]. It is also known
that energy cost at the output of solar panels is declining
due to their increase in popularity [7]. It has been shown
from experimental studies that electric cooking consumes less
energy than other energy sources such as gas, paraffin and
ethanol gel [5], [8]. These points give a strong argument to
consider off-grid electric cooking solutions to be based on
solar energy. However, cooking food requires high power and
energy, and household cooking demand does not coincide with
peak hours of solar energy input.

A. Thermal Energy Storage using Water Heating

Thermal energy storage systems provide an opportunity for
a cheaper method of storing energy [7]. Rather than using cell
batteries only, it is proposed that thermal storage be added in
the systems to store excess energy and later be reclaimed to
cook when there is scarce solar input. For most tasks in the
household, this method is not feasible as there is no efficient
way to return the stored energy back to electrical energy.
However, because cooking consumes most of the household
energy in the form of heat, this could have a significant impact
on the required battery cell capacity to fill household energy
needs.

Given that a significant amount of hot water is used to cook,
household water heaters are ideal solutions for thermal energy
storage as they are capable of heating and storing thermal
energy for long hours. If controlled optimally, water heaters
with good thermal resistance can service hot water usage for
night-time and during days of low solar irradiation. The rest of
the remaining cooking process can then be completed by using
PV energy during the day or the energy stored in batteries.

B. Solar PV Cooking Systems

In off-grid or on-grid applications, diverting excess renew-
able energy to heat then storing it has a positive impact on
the total electric energy consumption. The following literature



Fig. 1. High-level block diagram of the proposed clean cooking system with
thermal storage.

focuses on using thermal storage to support PV-supplied
systems in the context of cooking.

Authors in [9] developed a system that stores solar PV
energy in a phase change material during the day to allow in-
door cooking with more power after sun hours. This technique
houses a cooking vessel with a phase change material which
is heated by a resistive element using a panel. The material,
when heated to 180 °C can boil 1 ℓ of water under 1 hour. The
core limitations of this work is that the phase change material
thermally degrades when heated to higher temperatures, and
that low temperature storage is not effective in boiling and
cooking food. The authors complete the cooking process using
a grid-connected DC source when the temperatures are low.
This hybrid compensation is an important aspect of having a
battery cell in this study.

In [7] an inverter-less, solar PV cooking system that inte-
grates with the grid for back up power was proposed. The
system comprises of a water heater that uses excess solar
power and has a 500 W limit for any cooking appliance
used. The system performance was evaluated by cooking rice
with water stored at 95 °C. This yielded an energy reduction
of 18% for a conventional pressure cooker and 30% for an
electrical pressure cooker. Using off-grid solar systems to
heat water and maintain it at extremely high temperatures
is not always guaranteed especially on days with low solar
irradiation. Additionally, the study did not objectively validate
the texture of the cooked rice in all experiments. This paper
focuses on the active electrical energy reduction when food
is cooked with pre-heated water at various temperatures in
an off-grid cooking system. Moreover, texture measurement
methods of staple foods presented in [10], [11] are used to
validate the readiness of the food.

III. METHODOLOGY

The main objective of the research is to examine the
feasibility of adding a thermal storage as a solution for a
smaller battery cell storage option in an off-grid cooking
system. The approach taken was to first explain the energy
transfer of the proposed off-grid cooking system, followed by
the analysis of the thermal storage, the experimental set-up of
the cooking system and food texture measurement method, and

Fig. 2. Cooking experiment set-up with a slow cooker.

lastly the experimentation to study the influence of cooking
with pre-heated water. The following sections detail the overall
research approach:

• The proposed off-grid system with thermal storage and a
cooking appliance (Section III-A).

• Study of a thermal storage using experimental data (Sec-
tion III-B).

• Experimental set-up to obtain the relationship between
the active energy input and food state (Section III-C).

• Experimentation by cooking with pre-heated water at
different temperatures to study the influence of initial
thermal energy gain from a thermal storage (Section
III-D).

A. Proposed Off-Grid Cooking System

The key functionality of the proposed clean cooking system
is to provide a thermal storage necessary to heat-up water
using excess solar energy and store it for the cooking process.
The system overview is represented by the block diagram in
Fig. 1, and it comprises of a solar PV, battery cell storage,
thermal energy storage, charging controller, and a cooking
appliance. In the system; the solar PV converts solar irradiance
to electrical power, the battery storage acts as back-up for
days of low solar irradiation and for night time usage, and the
thermal energy storage system heats water during the day to
be transferred to the cooking appliance.

The focus of the research is on the energy flow balance
between the thermal storage and the cooking appliance, ac-
counting for thermal losses and efficiencies involved.

B. Thermal Energy Storage

Storage water heaters are used to heat, store and supply
hot water for tasks in a household. To properly analyze
their feasibility in the context of cooking, it is important to
study their energy storage capabilities. This research considers
physical tests of a food safe water heater that is neither piped
nor pressurised.

A water urn has the ability to heat and store water. A
stainless-steel urn was modified to consume 500 W of power
and store 5 ℓ of water in a vertical orientation. Additionally,
a thermal blanket was wrapped around the tank to improve



its thermal resistance. The power consumption of the urn was
measured, including the internal water and ambient tempera-
tures. Once filled with water, the urn was turned on until the
water reached 95 °C then turned off for 24 hrs to inspect the
cooling profile. The temperature profile of the water inside the
tank is discussed in Section IV-A.

C. Cooking Experiment

Experiments are performed to obtain temperature and power
profiles which are used for deriving the relation of the energy
input (electrical and thermal) and food state.

1) Cooking Appliance: There is a fair range of cooking
appliances that can be used for electric cooking with renewable
energy such as slow cookers, pressure-cookers, and induction-
cookers. The focus will be on slow cookers due to their
low power capabilities and automatic cooking process. Slow
cookers consists of a ceramic container which is heated by a
resistive element, and a switch for power consumption control.
The state of the switch is controlled by a processor, which has
three heat settings: low, hot, and warm. The body frame of the
slow cooker experience thermal losses to the environment.

The power consumed by the cooker is measured and logged
in one second resolution for the entire cooking process. Two
temperature sensors are used to measure the temperature
profiles; one sensor measures the temperature of the food
mixture, positioned about 5 mm above the cooker’s container,
while the other measures the ambient temperature positioned
at least 3 cm away from cooker and their results are also
logged. The cooking experimental setup with a 4 ℓ, 200 W
slow cooker is presented in Fig. 2.

2) Food Texture Measurement: Rice is chosen as the
cooking medium because it is the staple food for two thirds
of the world’s population, and it is the fastest growing staple
in Africa [10]. Its cooking process can benefit from the use of
pre-heated water and therefore ideal for this study. There exists
a large variety of rice genes. A single gene is selected based
on local availability and to conduct comparable experiments.
The rice is cooked at different starting temperatures, periods,
and surrounding conditions; hence it is crucial to quantify its
readiness in each experiment. Moisture content and hardness
are presented as two main factors for determining cooked rice
texture [10], [11]. In this study, 50 rice grains are removed
from the cooking vessel every 15 mins to track the absorbed
moisture content.

3) Energy and Food Texture Bench-marking: Two oper-
ating points to benchmark the state of cooked rice are used
and linked to the energy transferred to the cooker. The rice
is considered under-cooked if the results are below the lower
point, over-cooked if the results are above the higher point, and
well-cooked if the results are between the points. The results
of cooked rice after each experiment are measured with the
developed measurement method and compared to this range.

D. Pre-Heated Water

This subsection focuses on the experiments used to test the
effect of starting to cook rice with pre-heated water in a slow

Fig. 3. Experimental profile of a 500 W, 5 ℓ storage water heater showing
the temperature and element power consumption response.

cooker on the active energy requirements. The experiments
were performed using the set-up presented in Section III-C.
Long grain parboiled rice stored at room temperature, with a
recommended rice to water ratio of 1:2 is used to obtain the
profiles. Dry rice of 300g (1½ cups) that results in 3-4 servings
was considered with 600 mℓ of water starting at 25, 50, 75 and
97.6 °C respectively. Experimental studies show that rice can
be prepared with energy less than 0.50 kWh when the inside
temperature is above 65 °C [7], [8], [12]. The slow cooker
was adjusted to consume less than 0.50 kWh of energy in all
experiments.

IV. RESULTS

The water heater performance and effect of starting to
cook with pre-heated water are discussed in the following
subsections.

A. Storage Water Heater

The heating of water inside an urn and the cooling profile
after reaching a set-point of 95 °C is demonstrated in Fig. 3.
The profile shows that the urn takes 1.10 hrs to heat water
from 20 to 95 °C, which consumed 0.49 kWh of energy. The
ambient temperature was approximately stable with a daily
average value of 18.75 °C. The urn takes 5.27 hrs to cool from
95 °C to 75 °C, and 16.21 hrs to cool to 50 °C. Considering
the availability of solar energy to maintain the water in the
urn at 95 °C until 16:00 pm, the urn will cool down to 75 °C
at 21:16 pm, and 50 °C at 08:12 am the following day.

Overall, the heat retention of the urn even at low ambient
temperatures is good. Heating up the water takes about an
hour and it keeps pre-heated water with enough energy gain for
cooking in the following morning. The influence of the energy
gain from the pre-heated water is discussed in the following
Section IV-B.



Fig. 4. Resulting rice moisture content, inside temperature, and thermal-
electrical energy profiles of cooking rice in a slow cooker. Each grid consists
of 4 different profiles of pre-heated water temperature starting at 25, 50, 75
and 97.6 °C. In each experiment 300 g of rice and 600 mℓ of water (1:2 ratio)
was cooked for 3 hrs.

B. Pre-Heated Water Influence

The influence of cooking with pre-heated water is demon-
strated in Fig. 4. The profiles show the absorbed moisture
content of rice, inside temperature dynamics, and the slow
cooker’s cumulative energy throughout the cooking process.
Rice was cooked for 3 hrs with water starting at 25 °C “the
experiment baseline”, and for the same period with pre-heated
water at 50, 75 and 97.6 °C. The profiles show that the rate
of moisture absorption is quicker initially with pre-heated
water, and that the rice-water mixture reaches steady-state
temperature quicker. Between 1.5 and 2.5 hrs, the moisture
absorption rate slows down, and starts to decline in some cases.
This is because the rice has absorbed all of the available water
and it begins to dry due to the heat of the cooker. Ready-to-eat
rice is benchmarked between 58.5% - 60.5% moisture content,
with the highest being the rice that has absorbed all water.

C. Cooking Energy and Battery Requirement Reduction

From observing the minimum benchmark line in Fig. 4,
preparing edible rice with pre-heated water at 25, 50, 75 and
97.6 °C takes 2.76 hrs (455 Wh), 2.37 hrs (399 Wh), 2.23

TABLE I
RESULTS OF COOKING RICE IN A SLOW COOKER WITH PRE-HEATED

WATER AT DIFFERENT TEMPERATURES.

Parameter 25 °C 50 °C 75 °C 100 °C
Initial water temperature [°C] 26.00 52.00 77.00 97.60
Ambient temperature [°C] 23.30 23.60 23.60 23.70
Thermal energy added [Wh] 0.00 18.50 36.00 51.80
Electrical energy [Wh] 455.60 399.30 375.60 329.00
Battery capacity (12V) [Ah] 99.10 86.70 81.90 71.70
Potential battery reduction - 12.36% 17.56% 27.79%

hrs (376 Wh), and 1.93 hrs (329 Wh), respectively. The pre-
heated water temperatures can potentially reduce the electrical
energy to cook rice to a range of 12.36 – 27.79% as presented
in Table I. The implication on battery capacity is determined
using (1). The battery capacity required for a 12 V system is
reduced from 99.1 Ah to 86.9 Ah, 81.90 Ah, and 71.7 Ah.

Cb =
EL

ηdc/ac × ηbat × VB ×DOD
(1)

Where Cb is the required battery bank capacity [Ah]; EL is the
cooking energy consumption [Wh]; VB is the battery bank or
system voltage [V]; ηbat is the battery bank efficiency (85%);
ηdc/ac is the inverter efficiency (90%); and DOD is the depth
of discharge (50%).

V. DISCUSSION

A. Cooking with Pre-Heated Water

The idea of the study is to provide a thermal storage
necessary to heat-up water using excess renewable energy
and later reclaim it to cook. It was shown from the cooking
experiments that rice absorbs water faster when higher water
temperatures are initially used, and the time to reach the
58.5% comparison level decreases. This method significantly
decreases the total electrical energy consumption required to
cook and enable for faster electric cooking with a low-powered
cooking appliance.

The idea can be implemented in PV-supplied households
by using commercial small storage water heaters with good
thermal insulation to ensure minimal heat loss after sun hours.
The four experiments performed shows that pre-heated water
between 50 – 97.6 °C can reduce electrical cooking energy to
a range of 12.36% – 27.79%. This implied that the capacity of
the cell batteries required can be reduced by a similar range
which carries through to a significant reduction in the financial
cost of the battery and the entire system.

B. Future Work

1) User Influence: One key expansion of the study is the
consideration of cooking two meals in a day (i.e., morning
and evening meals) to examine the concept even further. This
would require analysis of the thermal storage when hot water
is removed and replaced with cold water. Replacing hot water
with colder water after sun hours would decrease the water
temperature and reduce the potential to have higher energy



saving before the heater turns on. If the removal is done
during the day, this will increase the heating times and retain
the energy reduction. Therefore, the hypothesis is that for
cooking of two meals, the evening meal would retain the same
reduction, but the morning meal would have a lower energy
reduction when cold water is inserted.

2) Days of Autonomy: The main source of power failure
in PV-supplied systems is the consecutive low solar irradiation
days which require the system to power loads with energy from
storage. In this study, the thermal decay curve of the inves-
tigated thermal storage shows that it can retain temperatures
above 50 °C for 16 hrs. An investment into a small storage
heater with better thermal insulation such as thermos flask is
required to allow the water to last for 2-3 days while hot.

VI. CONCLUSION

The high energy requirements of cooking and the inter-
mittent nature of renewable energy sources presents a chal-
lenge to offer cheap, clean, and sustainable off-grid cooking
alternatives. Rather than sizing the systems with cell batteries
only, it was proposed that thermal storage be supplemented
to store excess energy and later be reclaimed to cook when
there is scarce solar input. Food safe storage water heaters
with good thermal insulation are considered suitable thermal
storage because they are capable of heating and storing hot
water for long hours. An analysis has been employed to study
their effectiveness under low ambient conditions with the one
under test retaining the water temperature above 50 °C after 16
hrs with no energy input. Rice is used as the cooking medium
because its cooking process benefits from the use of pre-heated
water. The experimental results demonstrate that rice cooks
faster when using pre-heated water of 50 – 97.6 °C, and as
a result the active electrical energy required to cook reduced

by 12.36 – 27.79%, which translates to a similar battery cell
storage reduction.
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Abstract – The implementation of renewable energy resources has 

become a demand since it comes with vast benefits. This paper 

aims to design an optimum distributed standalone 48VDC solar 

PV microgrid to power a rural village with 30 households.  The 

low voltage microgrid will comprise 3 standalone nano-grids each 

having a dedicated PV generation point, battery energy storage 

system, and load. The nano-grids are each interconnected through 

a global DC bus via a bidirectional DC-DC converter and have the 

capability to share power amongst each other for optimum 

operation. Each nano-grid have a local controller which is 

responsible for local energy management within the nano-grid, 

while the global energy control is responsible for power sharing 

management amongst the nano-grids. A hierarchical control 

strategy based on bus voltage signaling is utilized to control the 

power flow in the low level and upper level of the microgrid.   

Keywords – DC microgrid, distributed generation, nano-grid, 

power sharing. 

 

 

I. INTRODUCTION 

Electricity has become imperative for daily survival, either 

for domestic, commercial, or industrial consumption. 

However, electricity generated from renewable energy 

resources has become a necessity to save the environment by 

reducing the carbon footprint [1]. Some rural areas in South 

Africa are partially covered by the utility grid due to certain 

constraints [2]. The South African solar PV resource map 

provided by SOLARGIS indicates that the country has the 

potential to harvest between 4kWh - 5.6kWh of PV- 

Photovoltaic power per hour daily [3]. Implementation of 

standalone solar PV microgrids with a low voltage DC 

distribution network to power these areas can boost social 

progress and economic growth for these communities while 

saving the environment. Moreover, microgrids with a DC 

distribution network are more efficient due to fewer 

conversions, no reactive power problems, no need to monitor 

the frequency, and many more benefits. However, there is a 

shortfall that exists in the process of solar energy harvesting. 

Solar energy generation depends on certain weather 

conditions. Nevertheless, poor weather conditions effects can 

be overcome by proper planning, design, and installation of a 

microgrid system that will be optimum for the users [4]. 

II. LITERATURE REVIEW 

Distributed renewable energy resources implemented as a 

standalone microgrid are identified as a potential solution for 

addressing rural electrification and also have several 

applications in automotive industries, marine technologies, 

and communication centers [5]. [6] Covers the design of a 

low voltage DC microgrid system for rural electrification, the 

DC microgrid system consists of a PV array as the renewable 

energy source, a Battery Energy Storage System, a Charge 

controller, and the energy management system. Furthermore, 

research shows that DC microgrids are a promising option 

when integrating distributed renewable energy sources, and 

energy storage for optimization of reliability and cutting of 

costs [7]. In [8] a method to control a decentralized 

Standalone PV based distributed generation DC microgrid 

composed of multiple PV generation points is proposed. 

Simulation and experiments were conducted and the results 

proved the proposed method to be acceptable for power 

sharing, high efficiency of the system, and decreased losses 

associated with power distribution. Moreover, a study in [9] 

compares three topologies for a 20 household rural 

community. The investigation is conducted to check the 

impact of different topologies on the efficiency of the solar 

system. The three topologies are centralized microgrid, 

distributed standalone home system, and open energy system 

which is the hybrid approach with interconnected nano-grids. 

The nano-grids are connected through bidirectional DC-DC 

converters which allow nano-grids to share power, the Open 

End System-OES also has a communication system with an 

algorithm that manages the demand and response between 

interconnected nano-grids through bidirectional DC-DC 

converters. The OES topology was more efficient compared 

to the centralized microgrid and the distributed standalone 

home system topologies. DC microgrids can be designed 

based on six different structures Single-bus, Multi-bus, Multi-

terminal, Ring-bus, Ladder-bus, and Zonal [10, 11]. These 

structures have their advantages and disadvantages, it is vital 

to study and understand them to be able to choose the right 

structure for your design. Moreover, control strategies are 

vital for an efficient microgrid operation. The control 

strategies are responsible for the control of power flow, 

coordinating distributed energy resources and energy storage 

devices, current control, and voltage control [10-12]. Various 

control strategies for DC microgrids exist  (Hierarchical, 

Distributed, Centralized and Decentralized) and they can be 

utilized to achieve an efficient operation of the DC 

microgrid[10, 13-15]. 



  

 
III. PROPOSED MICROGRID DESIGN. 

Most distributed energy resources microgrids are composed 

of a variety of energy resources which includes the utility grid 

in some designs. The proposed system will be a standalone 

design with multiple solar PV generation points and a BES-

Battery Energy Storage dedicated to each generation point as 

illustrated in fig. 2.  The proposed topology aims to design a 

system that will be optimum for the users by allowing the 

nano-grid with surplus energy to share the energy with the 

nano-grid in need. For proper planning and design of the 

microgrid, meteorological data for the location of interest will 

be collected, load profiles for households will be determined, 

the sizing of the nano-grids will follow and the control 

strategy will be designed for load regulation and power 

sharing. The system will then be simulated on 

MATLAB/SIMULINK to validate the operation of the 

microgrid design. 

 

A. Microgrid Location 

Noshezi the location of interest for the proposed research is 

located in the coastal parts of KwaZulu Natal, South Africa, 

Africa. The location’s latitude is -29.6801 and has a longitude 

of 30.2671. Table 1 shows the meteorological data of Noshezi 

[16], the location has an average daily Global Horizontal 

Irradiance of 4.3 KWh/m2. This location is good for PV solar 

installations. 

TABLE 1 

 METEOROLOGICAL DATA OF NOSHEZI. 

 

A. Load Profile forecast 

TABLE 2 

LOAD PROFILE FORECASTING FOR EACH NANO-GRID. 

 

The proposed system is designed to cater to low power 

applications such as mobile phone charging, lighting, radio, 

Television, fan, and small refrigerator. All the appliances are 

assumed to be operating on a 48 VDC rating. The 24-hr 

consumption for each nano-grid is shown in table 2. The 

consumption is calculated per 10 households. All 3 nano-

grids are equal in terms of design and load profile forecast. 

 

B. PV Array sizing 

The PV array size and the number of PV panels required for 

each nano-grid were calculated with Eq. (1,2). The PV array 

nominal power at standard test conditions is 7268.9 W. 17 PV 

panels with a power rating of 430W will be utilized. 

 
AT=

ET

SPh

 
(1) 

 
NPV=

AT

PPV

 
(2) 

AT – Array total size 

ET – Total daily load demand 

NPV – Number of PV panels 

SPh  – Average daily sun peak hours 

PPV – PV panel peak-watts 

 

D. Battery energy storage sizing 

 Solar PV panels require the presence of sunlight to produce 

electrical energy. To overcome the shortfall caused by the 

absence of sunlight, the BES is required to supplement the 

solar energy. Furthermore, the BES will be designed to be 

able to cater to the users for up to 4 consecutive days without 

being recharged by the PV array. Eq. 3 calculates the global 

capacity for the BES based on the chosen battery efficiency, 

depth of discharge, voltage bus, and total daily load demand. 

Eq. (4-6) calculates the required number of batteries and the 

number that is connected in parallel and series. The battery 

energy storage global capacity calculated is 2583.8Ah, 

number of batteries with a rating of 48 VDC, 200Ah required 

is 13. Parallel batteries 13, series 1. 

 
BGC=

A*ET

DOD*η
B

*VBus

 
            (3) 

BGC – Battery global capacity 

A – Autonomy. 

DOD – Battery depth of discharge. 

η
B

 – Battery efficiency. 

VBus – System bus voltage. 

 

NB – Number of batteries 

BC – Chosen Battery capacity. 

NBS – Number of Batteries in series 

NBP – Number of Batteries in parallel 

Month Average daily GHI 

KWh/m2 

Average monthly GHI  

KWh/m2 

January 4.72 146.29 

February 5.22 146.27 

March 4.62 143.13 

April 4.23 126.95 

May 3.71 114.87 

June 3.31 99.36 

July 3.65 113.17 

August 4.09 126.7 

September 4.71 141.31 

October 4.81 149.18 

November 4.68 140.32 

December 4.36 144.38 

Appliance Quantity. 
Power 

rating (W) 

Number 

of hours 

Energy 

Wh/day 

LED Lamps 80 6 12 5760 

Cell Charger 20 5 3 300 

Radio 10 10 12 1200 

TV/PC 10 30 10 3000 

Fan 10 40 12 4800 

Fridge 10 90 24 9000 

Total    24060 

 
NB=

BGC

BC

 
(4) 

 
NBS=

VBus

BC

 
(5) 

 
NBP=

BGC

BC

 
(6) 



  

 

 

Fig. 1. Proposed system topology block diagram. 

E. Microgrid control 

The proposed DC microgrid structure as shown in fig. 2 was 

designed based on the zonal structure[10, 11]. Hierarchical 

control with two levels (Low Level and Upper Level) will be 

utilized for DC bus voltage regulation and power sharing 

[10]. The DC microgrid has 3 independent nano-grids, and 

each nano-grid has a low level controller for local control. 

The nano-grids are interconnected by a sharing DC bus 

through bidirectional dc-dc converters, sharing power among 

the nano-grids will be controlled by the upper level controller 

for global control. Both low level and upper level controllers 

will utilize a DC bus signaling method to regulate the local 

DC bus voltage by switching between the PV array and BES, 

and to control power sharing among nano-grids. 

F. Controller design 

 

a)Low level controller 

This controller is responsible for maintaining the 48V DC 

local bus voltage. The controller will continuously sense local 

bus voltage and alternate between energy sources 

accordingly. The PV array is the primary source, BES 

secondary source, and sharing DC bus the third source. The 

low level controller comprises the battery energy storage 

control and the PV array controller.  

b)PV Array control 

The energy required to meet the demand for each nano-grid 

is sourced from separate PV arrays. Due to weather change 

and impedance mismatch between the PV array and the load 

which causes inefficient energy transfer an MPPT-Maximum 

Power Point tracker can be utilized to harvest the maximum 

power from the PV arrays [17]. The P&O-Perturbation and 

Observation MPPT was implemented on SIMULINK as 

illustrated in fig. 2. The MPPT will be coupled with a non-

isolated Buck-Boost converter. The MPPT generate a duty 

cycle to control the switching of the Buck-Boost converter. 

The non-isolated Buck-Boost converter will buck the PV 

array output voltage greater than 48V and will boost the PV 

array output voltage less than 48V to maintain the bus voltage 

of 48V.   

 

 

Fig. 2. P&O MPPT controller 

c)Battery control 

The BES controller will monitor the local bus voltage and 

select charging or discharging mode depending on the status 

of the local bus voltage. When the local bus voltage is 48V 

the controller will select charging mode if the SOC- State of 

Charge is less than 100%, and when the bus voltage is less 

than 48V the controller will select discharging mode if the 

SOC is greater than 10%. Fig. 3 illustrates the battery 

controller implemented on MATLAB/SIMULINK. Fig. 4s 

illustrates the operation of a breaker switch between the local 

bus and the BES, the BSC-Breaker Switch Controller works 

in conjunction with the battery controller. The BSC operates 

by checking the SOC of the battery and the state of the local 

bus voltage. The BSC generates a state signal of 0 to open the 

breaker switch if these two conditions are true SOC is 100% 

and the bus voltage is 48V, or when SOC < 10% and the local 

bus voltage is < 48. If the SOC is < 100% and the local bus 

voltage is 48V, the BSC generate a state signal of 1 to close 

the switch and allow the BES to charge. If the SOC >10% and 

the local bus voltage is < 48V the controller will generate a 

state signal of 1 to close the switch to allow the BES to 

regulate the local bus voltage.   



  

 

 

Fig. 3. Battery charge and discharge controller  

 

 

Fig. 4. Beaker Switch Controller 

d)Upper level controller 

A bus signaling control strategy will be applied to control 

power sharing in this level. The upper level controller will 

sense, and monitor local bus voltages and the BES SOC to 

enable the nano-grids to share power or utilize power 

available in the sharing bus.  The power will be shared to and 

from the nano-grids via a bidirectional dc-dc converter. Fig. 

6 illustrates the power sharing control algorithm implemented 

on MATLAB/SIMULINK for the upper level controller. The 

nano-grid will only share the power when the BES is fully 

charged. Fig. 6 illustrates how the upper controller will 

execute the control of allowing the nano-grids to share 

surplus power via a sharing bus. The upper controller will 

monitor the local bus voltage, the SOC of the BES and will 

enable a nano-grid with surplus power to share to the global 

bus. The upper level controller work in conjunction with the 

priority selector. The priority selector illustrated in fig. 5 

ensure one nano-grid is catered for by the global bus at a time 

when the voltage is >=48 and also ensures that the power is 

shared only when the there is a nano-greed in need. 

 

Fig. 5. Priority selector 

IV. RESULTS 

 

The local controller algorithm was implemented and 

simulated with MATLAB/SIMULINK. Fig. 7 & 8 illustrates 

the local bus voltage regulation by the PV arrays and the BES 

responding to the change in solar radiation which is directly 

proportional to the PV array output voltage. To test the local 

control algorithm solar radiation input was varied from 0-

1000 W/m2. The local control algorithm managed to monitor 

and regulate the local bus voltage by changing between two 

distributed sources (PV and BES). A small percentage of 

undershoot and overshoot occurs during the transition and 

can be noticed on the bus voltage signal. When the BES is 

fully charged and enough energy is harvested from the 

primary source the Buck-Boost converter regulate the local 

bus voltage to 48V. However, when the energy harvested 

from the primary source is not enough to meet the demand, 

BES is enabled to cater for the load demand and regulate the 

bus voltage to 48V. Moreover, it can be observed in fig. 8 that 

nano-grid 1 during the first 4 seconds had surplus power with 

a full BES but was not able to share the power to nano-grid 3 

which was in need due to the absence of upper level 

controller. 

 

The upper level controller algorithm was implemented and 

simulated, the results are illustrated in fig. 9. To test the 

algorithm nano-grid 3 solar radiation input was set to zero and 

the BES was discharged to zero SOC. Nano-grid 1 had 

surplus power during the first 2 seconds and the surplus 

power was shared to nano-grid 3. The sharing was halted by 

the drop in solar radiation in nano-grid 1 causing the power 

harvested by nano-grid 1 to be only enough for it local load 

demand. Furthermore, nano-grids incapability to meet the 

load demand can be caused by different factors which can be 

technical or environmental. 



  

 

 

Fig. 6. Upper level controller SIMULINK algorithm. 

 

Fig. 7. Local controller SIMULINK simulation results. 

 

Fig. 8. Local controller SIMULINK simulation results 2 
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Fig. 9. Upper level controller algorithm SIMULINK simulation results. 

 

V. CONCLUSION 

This paper proposes a distributed solar PV and battery energy 

storage DC microgrid with multiple nano-grids 

interconnected to share power. This microgrid structure aims 

to design a microgrid that allows a nano-grid with surplus 

power to share the power with the load shedding nano-grid. 

The upper controller ensures that the power shared is the 

surplus power to avoid driving the sharing nano-grid to load 

shedding. Both the low level and upper level controllers 

utilize the dc bus signaling strategy to monitor and regulate 

local bus voltage and control power sharing. The proposed 

design was simulated and verified to be a microgrid structure 

that allows excess power to be shared to avoid load shedding 

to nano-grids when there is surplus power available from one 

of the nano-grids. 

 

REFERENCES 

[1]M. Elshimy and K. M. El-Aasar, "Carbon footprint, renewable energy, 

non-renewable energy, and livestock: testing the environmental Kuznets 

curve hypothesis for the Arab world," Environment, Development and 

Sustainability, vol. 22, no. 7, pp. 6985-7012, 2020/10/01 2020, doi: 

10.1007/s10668-019-00523-0 Accessed:10-10-2021. 

[2]S. SA. "Statistics BY Place." Department: Statistics South Africa, 2011. 

[Online]. Available: http://www.statssa.gov.za/?page_id=4286&id=8542. 

Accessed:25-10-2020 

[3]SOLARGIS. "Solar resource maps of South Africa." 2020. [Online]. 

Available: https://solargis.com/maps-and-gis-data/download/south-africa 

Accessed:10-10-2020 

[4]A. R. Jordehi, "Allocation of distributed generation units in electric 

power systems: A review," Renewable and Sustainable Energy Reviews, 

vol. 56, pp. 893-905, 2016. [Online]. Available: 

https://doi.org/10.1016/j.rser.2015.11.086 Accessed:29-12-2020. 

[5]M. Hamza, M. Shehroz, S. Fazal, M. Nasir, and H. A. Khan, "Design 

and analysis of solar PV based low-power low-voltage  DC microgrid 

architectures for rural electrification," 2017 IEEE Power & Energy Society 

General Meeting, Chicago,IL, 2017. [Online]. Available: 

http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8274134&isnu

mber=8273724 Accessed:25-10-2019. 

[6]G. M. Bokanga, A. Raji, and M. T. Kahn, "Design of a low voltage DC 

microgrid system for rural electrification in South Africa," Journal of 

Energy in Southern Africa, vol. 25, no. 2, pp. 9-14, 2014. [Online]. 

Available: http://www.scielo.org.za/scielo.php?pid=S1021-

447X2014000200002&script=sci_arttext&tlng=es Accessed:10-10-2020. 

[7]K. Palaniappan, S. Veerapeneni, R. Cuzner, and Y. Zhao, "Assessment 

of the feasibility of interconnected smart DC homes in a DC microgrid to 

reduce utility costs of low income households," in 2017 IEEE Second 

International Conference on DC Microgrids (ICDCM), 2017: IEEE, pp. 

467-473. [Online]. Available: 

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8001087 

Accessed:25-09-2020. 

[8]M. Nasir, Z. Jin, H. A. Khan, N. A. Zaffar, J. C. Vasquez, and J. M. 

Guerrero, "A Decentralized Control Architecture Applied to DC Nanogrid 

Clusters for Rural Electrification in Developing Regions," IEEE 

Transactions on Power Electronics, vol. 34, no. 2, pp. 1773-1785, 2019, 

doi: 10.1109/TPEL.2018.2828538 Accessed:20-01-2021. 

[9]A. Werth, N. Kitamura, I. Matsumoto, and K. Tanaka, "Evaluation of 

centralized and distributed microgrid topologies and comparison to Open 

Energy Systems (OES)," in 2015 IEEE 15th International Conference on 

Environment and Electrical Engineering (EEEIC), 2015: IEEE, pp. 492-

497. [Online]. Available: 

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7165211 

Accessed:19-08-2021. 

[10]J. Kumar, A. Agarwal, and V. Agarwal, "A review on overall control of 

DC microgrids," Journal of energy storage, vol. 21, pp. 113-138, 2019. 

[Online]. Available: 

https://www.sciencedirect.com/science/article/pii/S2352152X18302019 

Accessed:12-02-2021. 

[11]P. P. Padhi and K. Deepa, "Dc microgrids: architecture and 

challenges," in IOP Conference Series: Materials Science and Engineering, 

2021, vol. 1070, no. 1: IOP Publishing, p. 012098. [Online]. Available: 

https://iopscience.iop.org/article/10.1088/1757-899X/1070/1/012098/meta 

Accessed:10-03-2022. 

[12]M. Lonkar and S. Ponnaluri, "An overview of DC microgrid operation 

and control," in IREC2015 The Sixth International Renewable Energy 

Congress, 24-26 March 2015 2015, pp. 1-6. [Online]. Available: 

https://ieeexplore.ieee.org/abstract/document/7110892 Accessed:15-01-

2021. 

[13]Y. Yao, N. Ertugrul, and S. A. Pourmousavi, "Power Sharing and 

Voltage Regulation in Islanded DC Microgrids with Centralized Double-

Layer Hierarchical Control," in 2021 31st Australasian Universities Power 

Engineering Conference (AUPEC), 2021: IEEE, pp. 1-6. [Online]. 

Available: https://ieeexplore.ieee.org/abstract/document/9597804 

Accessed:12-01-2022. 

[14] L. Zhang, T. Wu, Y. Xing, K. Sun, and J. M. Gurrero, "Power control 

of DC microgrid using DC bus signaling," in 2011 Twenty-Sixth Annual 

IEEE Applied Power Electronics Conference and Exposition (APEC), 

2011: IEEE, pp. 1926-1932. [Online]. Available: 

https://ieeexplore.ieee.org/abstract/document/5744859 Accessed:24-11-

2020. 

[15]F. Li, Z. Lin, Z. Qian, and J. Wu, "Active DC bus signaling control 

method for coordinating multiple energy storage devices in DC microgrid," 

in 2017 IEEE Second International Conference on DC Microgrids 

(ICDCM), 2017: IEEE, pp. 221-226. [Online]. Available: 

https://ieeexplore.ieee.org/abstract/document/8001048 Accessed:15-05-

2021. 

[16]Solcast. "Solar Irradiance Data." Solcast, 2020. [Online]. Available: 

https://solcast.com. Accessed:10-06-2020 

[17]M. A. Eltawil and Z. Zhao, "MPPT techniques for photovoltaic 

applications," Renewable and Sustainable Energy Reviews, vol. 25, pp. 

793-813, 2013/09/01/ 2013, doi: https://doi.org/10.1016/j.rser.2013.05.022 

Accessed:25-02-2021.   

V
o

lt
ag

e 
(V

) 

B
E

S
 S

ta
te

 o
f 

C
h

ar
g
e 

(%
) 

S
o

la
r 

R
ad

ia
ti

o
n

  
(W

/m
2
) 

Time (s) 

http://www.statssa.gov.za/?page_id=4286&id=8542
https://solargis.com/maps-and-gis-data/download/south-africa
https://doi.org/10.1016/j.rser.2015.11.086
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8274134&isnumber=8273724
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8274134&isnumber=8273724
http://www.scielo.org.za/scielo.php?pid=S1021-447X2014000200002&script=sci_arttext&tlng=es
http://www.scielo.org.za/scielo.php?pid=S1021-447X2014000200002&script=sci_arttext&tlng=es
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8001087
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7165211
https://www.sciencedirect.com/science/article/pii/S2352152X18302019
https://iopscience.iop.org/article/10.1088/1757-899X/1070/1/012098/meta
https://ieeexplore.ieee.org/abstract/document/7110892
https://ieeexplore.ieee.org/abstract/document/9597804?casa_token=8ASlQ-EoSfIAAAAA:lh_qZR1DAc9SEFCUNlxsG5-96Jr3JCrgWMfZGQ_0iAk0p0YBNrv1VWYT3PN5VfLfRIWSeFaEUw
https://ieeexplore.ieee.org/abstract/document/5744859?casa_token=ihfmiU5G3AEAAAAA:VV1I2eCmLw74oayzsma-XwPmdqXnajQ6TL1ujmQaGZRnkKaA6Qm1spHh95XQ86Bo8YZssWrNrA
https://ieeexplore.ieee.org/abstract/document/8001048?casa_token=tQGlWdhB2rwAAAAA:y3InQypJ_Ij20UDIVwOQIVBNMU8G7ux6kdAliFmNu2vh33f8Rl31_KNqDjHsysAfAPgdFJb7mQ
https://solcast.com/
https://doi.org/10.1016/j.rser.2013.05.022


2023 SAUPEC Conference, Johannesburg, South Africa, January 24-26, 2023 

Satellite to Ground Communication Energy Storage 
Selection  

Simphiwe A Ntlela 
Department of Electrical Power Engineering 

Durban University of Technology, 
Durban, South Africa 

21219472@dut4life.ac.za   

Innocent E. Davidson 
Department of Electrical Power Engineering 

Durban University of Technology, 
Durban, South Africa 
innocentD@dut.ac.za 

Abstract— LEO power requirements have significantly 
increased as a result of the rising demand for broadband 
services from Low Earth Orbit Communication Satellites 
(LEO), as well as the high power needs of high-definition digital 
broadcasts and rising communication spectrum demands. In 
this study, three energy storage technologies are shown using 
flywheels and chemical batteries as the source of energy for 
LEO satellites during the eclipse. Every structure is created and 
adjusted with the energy needs of an example LEO satellite and 
several important satellite characteristics are talked about. The 
electronic storage device and interfaces are displayed to provide 
a sufficient view for comparing them in various ways. Following 
that, an assessment between. These energy storage systems 
(ESSs) are utilized by taking into consideration weight, 
operational temperature, effectiveness, dependability, and Self-
discharge fading. Lastly, the Conclusion lists the top systems 
that are advised they are capable. 

Keywords— Leo satellite power supply, flywheel, storage of 
power system, chemical battery 

I. INTRODUCTION  
In satellite communication, energy management has 

always been a significant problem. Geostationary orbit 
(GEO), Low Earth orbit (LEO), and Medium Earth orbit 
(MEO) satellites are the three categories into which satellites 
can be divided [1]. LEO satellites orbit the earth at distances 
between 300 and 1000 kilometres [1-2]. LEO satellites only 
need a little amount of power because they are so close to the 
sun. Therefore, sunlight typically provides them with all of 
their energy needs. However, the majority of these satellites 
experience eclipses for a portion of their rotating period. 
Therefore, an energy storage system (ESS) is required to keep 
them alive throughout the eclipse. The satellite that is being 
examined in this article is a standard microsatellite, which is 
located approximately 700 kilometres from the planet. 
Therefore, the time span will last for roughly 90 minutes, 
which will include 30 minutes of the eclipse and 60 minutes 
of daylight. Its typical power usage is 40W, and the DC bus 
voltage is 28 volts. The ESS should be charged and stored with 
enough energy when the satellite is exposed to the sun (in a 
charging condition) to provide the satellite with the necessary 
power during an eclipse (discharge state). The most popular 
technologies for short-term energy storage, in general, are 
superconducting magnetic energy storage systems (SMESS), 
flywheel Energy storage systems (FESS), and chemical cell 
energy storage systems (CBESS) [3-4]. Efficiency, longevity, 
dependability, operative temperature, weight, volume, and 
system cost are the most crucial factors in an ESS for satellite 
applications. Up until the late 1990s, when (National 
Aeronautics and Space Administration) NASA began using 
flywheel energy storage systems in the international space 
station, the only energy storage devices for LEO satellites 

were chemical cells [5-6]. The limiting of their charge and 
discharge cycles, which reduces their performance and 
lifespan, is the most significant issue with cells [7]. Because 
the period of LEO satellites is 1.5 to 1.74 hours in relation to 
their orbit, the rate of charge/discharge is quite high, which 
limits battery capacity to 3-5 years [7]. 

Flywheels were first proposed for use as energy storage 
systems in satellites by Dr Kirk of Maryland University and 
NASA in 1976 [8-9]. Instead of being heavy, they should be 
created with a large radius and operate quickly to store more 
power. Therefore, flywheels are an alternative to chemical 
batteries in certain applications. For LEO satellite 
communication, two ESSs based on chemical batteries and 
flywheels are constructed and optimized as a source of energy 
when the satellite is in an eclipse and the light's radiation is 
blocked. The optimal ESS for this application is then 
determined by comparing these several ESS types in terms of 
efficiency, dependability, weight, temperature, and self-
discharge. The remainder of this article is structured as 
follows: A flywheel energy storage system is constructed and 
optimized in Section III. A chemical battery-based energy 
storage system is designed in Section II Then, in Section IV, 
an assessment of different energy storage devices is provided, 
taking into account factors like their effectiveness, 
dependability, temperature, weight, and self-discharging. The 
final section, the conclusion, shows which power storage 
solution, when viewed from several angles, is the best. 

II. GROUND POWER STORAGE FOR FLYWHEEL 
In FESS, when the satellite is in sunlight, the surplus of 

provided energy by solar cells is stored into rotational kinetic 
energy using an electrical machine. During eclipse duration, 
stored kinetic energy is converted into electrical energy. The 
advantages of FESSs for satellite applications are presented 
in [10-11], and [12-15] and some are lower power demand, 
unlike flywheels, which require a continuous energy supply, 
Li-ion batteries do not need a source for ongoing charging. 
Less expensive to maintain: Li-ion modules feature an 
integrated battery management system that enables remote 
cell monitoring. However, flywheels have moving parts that 
require routine maintenance and replacement by trained 
workers. Broad autonomy range: Flywheels can enable 
autonomies of just over 30 seconds whereas Li-ion cells can 
provide autonomies of several hours. 

A few of these benefits include their use in satellite 
attitude control, unlimited charge/discharge cycles, lifespan, 
higher efficiency, higher energy density, larger discharge 
depths, and thermal independency. In [16-17], instructions 
for designing and optimizing flywheel energy storage 
systems are provided in order to reduce stress and weight for 
space applications. 



A. Design of Flywheel and Electrical Machines  
A flywheel and an electrical machine connected are two 

important components of the (Flywheel Energy Storage 
System) FESS. A typical FESS is depicted in several portions 
in Fig. 1. 

 
Fig. 1. The various parts of a FESS [1].. 

During the charge period, electricity energy transforms 
into kinetic power, and flywheel speeds rise until they reach 
their maximum permissible speed, which is limited by 
mechanical factors. En calculates the flywheel's energy stored 
using Equation (1). 

 
(1) 

Flywheels can rotate at a speed between 20000 and 60000 
rpm [15], [17]. When the machine is charged, it functions as a 
motor, converting energy into a mechanical energy form, and 
when it is discharged, it functions as a generator, converting 
electric power back into electrical form. Typically, this 
machine has three phases. So an inverter with three phases and 
different speeds is required. The outcome of designing and 
optimizing a FESS for the mentioned spacecraft is presented 
in Table I [17]. 

B. FESS Power Electronics 
The power electronic block diagram for FESS power 

management is shown in Fig. 3. This circuit differs 
significantly from the CBESS power electronic circuit in 
several key ways. An additional inverter is included in the 
FESS energy electronic circuit to accommodate the three-
phase electrical device. This inverter ought to be able to 
provide a changeable frequency field inversely proportional to 
the flywheel's speed [9]. 

TABLE I.  DESIGN AND OPTIMIZATION OF FESS RESULT 

Charge/ 

Discharge 

Time (s) 

Min. 

Speed 

(rpm) 

Max. 

Speed 

(rpm) 

Min. Line 

Voltage(V) 

Max. 

Voltage 

(V) 

3600/1800 20000 60000 24 72 

Energy 

Efficiency 

Mass 

(kg) 

Volume 

(cm3) 

Average self-discharge 

(iron losses) (w) 

97% 1.2 832 0.8 

 
Fig. 2. Block diagram of power electronic 

This extra inverter has a potential of 95% efficiency. 
Therefore, the FESS power electronics' high capacity is 
90.25%. The charge and discharge control algorithm of FESS 
is comparable to CBESS. 

III. BATTERY-BASED CHEMICAL POWER STORAGE 
SYSTEM 

Chemical battery-based ESSs are the first to be described 
because they are the most common ESSs. Chemical battery 
technology recently underwent significant advancements in a 
variety of applications. Compared to many other storage 
solutions, this kind of energy storage system is very affordable 
and easily accessible. Additionally, cells are static devices, 
which is advantageous compared to dynamic storage solutions 
like flywheels. 

A. Arrangement of a battery 
Ni-Cd, Ni-H2, and Li-Ion batteries are the three most 

popular battery types used in space programs. The 
characteristics of these batteries are shown in Table II. 

TABLE II.  LI-ION, NI-H2, AND NI-CD BATTERY PROPERTIES 

Battery Properties Ni-Cd Ni-H2 Li-Ion 
Specific Energy (Wh/kg) 30 60 100-265 
Energy Efficiency (%) 72 70 99%or higher 
Self-discharge (%/day) 0.5 5 5 
Temperature Range (°C) 0 to 40 -20 to 30 -20 to 45 
Cell Voltage (V) 1.2 1.2 4.2 
Memory Effect Yes Yes No 

Ni-Cd, which has a lighter weight. Although Ni-H2 and 
Li-ion have higher self-discharge rates than Ni-Cd, LEO 
satellites have relatively short charge and discharge times, 
therefore this parameter has very little impact. Additionally, 
Li-Ion has a wider operating temperature range than Ni-H2 
and Ni-Cd. Li-Ion is therefore a better choice for CBESS in 
this application. 

15% is the maximum depth of drain allowed for chemical 
batteries in low earth orbits [11], and the sample satellite uses 
40W for 30 minutes (20Wh) during the eclipse. Therefore, the 
energy capacity for batteries should be: 

The capacity of batteries = 20/0.15 Wh =133.33Wh. 

TABLE III.   BATTERY DESIGN RESULT 

Battery Type Weight 
includes 
box (kg) 

Energy 
efficiency 

Self-discharge 
dissipation (W) 

No memory 
effect 7.8 99% 0.27 

 



B. Model-Based Satellite Power Network Approach Satellite 
Power System of CBESS 
Typically, parallel and series topologies are used to 

connect load energy storage systems.  Overall efficiency is 
higher with parallel structure. In addition, multiple topologies 
are utilized in the satellite power transmission system as DC-
DC converters. Each topology offers unique benefits and 
drawbacks. In earlier investigations, the bidirectional push-
buck topology has been most frequently mentioned. About 
95% of the CBESS power electronics built on this chassis are 
efficient. 

 
Fig. 3. A bidirectional boost-buck converter for a CBESS for satellite 

applications that is a parallel-connected diagram of power electronic 

Fig. 3 depicts the parallel design of a DC-DC bi-
directional converter for CBESS, and the batteries are linked 
to the DC bus by a parallel DC-DC converter. As depicted in 
Fig. 4, there are three modes of functioning for satellites in 
relation to sunlight. A brief explanation of the three modes 
according to sunlight will be followed by a demonstration. 

 First mode: When the satellite is exposed to sunshine, it 
should regulate the DC bus voltage to ensure that the solar 
panels are working at their maximum power point 
tracking (MPPT). Additionally, the batteries should be 
charged in accordance with their charging characteristics 
and temperature.  

 Second mode: The batteries can only provide lean 
charging and standby to the discharge state when they are 
charging.  

 Third mode: When the batteries are draining, they are 
unable to supply the satellite with the necessary energy 
during the eclipse. 

IV. COMPARISON 
This section discussed an entire analysis of these ESSs in 

order of significance. Efficiency, dependability, operational 
temperature, weight, and self-discharge dissipation are the 
five categories into which the assessment is divided. 

A. Efficiency 
Efficiency is the most crucial satellite design factor. 

Applications; Since a system with greater efficiency yields 
fewer heat issues and a smaller area of solar panels. then this 
aspect is regarded as the initial comparison subject. The 
efficiency of flywheels is around 2% lower than that of 
chemical batteries, as seen in Tables II and III. A three-phase 
power inverter using FWESS has a maximum efficiency of 
95%. Due to the FWESS's identical efficiency in the charge 
and discharge states, the overall energy efficiency of this ESS 
is 76.63% ([95%, 95%, 97%]2). Battery energy efficiency is 

99%, making the overall CBESS efficiency ([99%95%]2) 
88.45%. Therefore, from this perspective, CBESS is the best 
option.  

B. Reliability 
Mead Time Between Failure (MTBF) is equivalent to 

satellite lifetime because there are no access options for space-
based repairs of LEO satellites. Reliability is therefore the 
second most crucial factor in the design of a satellite. More 
reliability, in accordance with MIL-HDBK-217, is produced 
by fewer used components, as well as lower losses and 
temperatures [17]. The least reliable of these ESSs drive 
circuits is the FESS drive circuit since it features an extra 
inverter, which increases heating and losses while also using 
more components. In contrast, chemical batteries have a short 
lifespan compared to flywheels, which means they are less 
reliable. Because of their rapid rotation, flywheels experience 
severe mechanical stresses. Flywheels operate at extremely 
high speeds and are subject to several mechanical stresses. 
Consequently, they are less reliable than chemical batteries as 
a result of these mechanical stresses and their drive circuit. In 
conclusion, CBESS is the most dependable ESS. 

C. Temperature 
The satellite's temperature and distance from the sun are 

both rapidly changing as it rotates around the planet. The 
selected chemical battery has a restricted functioning 
temperature range between -20 

0C and 45 0C, as shown in 
Table I  [10]. Temperature changes in FESSs cause a 2.5% 
error rate every 10 0C when permanent magnets are utilized 
in electrical machines [17-18]. CBESS is the most adaptable 
choice in this strategy, and FWESS is ranked second. 

D. Weight 
The weight of a satellite determines how expensive its 

launch will be. Weight is a crucial design parameter, then. 
The results of the optimum design approach and Tables II and 
III show that CBESS weighs 6.6 kg more than FWESS. 
FWESSs are thus great from this perspective. 

E. Self-discharge 
Each ESS dissipates internally. In order to fix them in 

fully charged condition (Trickle charge), a very low current 
is required. Tables 1 and 3 show that FWESS has 0.53W 
more self-discharge dissipation than CBESS. As a result, 
FWESS requires more trickle charge than CBESS. 

V. CONCLUSION 
The primary characteristics of a conventional LEO 

satellite are discussed in this study. We examine, design, and 
optimize various energy storage technologies for energy 
supplements. Then, within each of them, a comparison is 
made in terms of effectiveness, dependability, operational 
temperature, weight, and self-discharge dissipation to 
determine which is the best option for an energy storage 
system in satellite applications. When all of the ESS's 
advantages and disadvantages are taken into account, the 
CBESS is the most highly recommended flywheel-based ESS 
because of its superior efficiency, reliability, and temperature 
range of operation. 
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Abstract— The need for sustainable and environmentally 
friendly energy sources is very crucial if future generations are to 
be spared of the misdoings of past generations. Climate change, 
environmental pollution, radiation pollution, and the altering of the 
balanced ecology of the green planet earth is now a significant 
challenge, because if not mitigated, some island nations will 
disappear in the future, due to human activities energized by 
unsustainable fossil fuels. Based on these facts, Germany has taken 
concrete and important steps to stem the tide of this ill wind by 
embracing the Green Hydrogen system. This is more obvious in the 
transport system that produces more than 40% of Green House 
Gases in Europe. Because Germany is an industrialized European 
nation, the government has introduced Green Hydrogen for 
transportation in accordance with European Union energy policy.  

Therefore, this paper provides a clear, concise analysis and 
implementation of Green Hydrogen energy in the smart energy 
system. The paper presents Green Hydrogen in transportation in 
four sections, namely, Geographical, Chemical, social, and 
economic aspects, respectively. The last section of this paper is the 
discussion of results from cost/feasibility analysis, with an erudite 
conclusion and recommendations made at the end of this research. 

Key words— hydrogen, renewable energy, energy storage, 
fossil, fuel, hybrid, energy mix, generation. 

 

I. INTRODUCTION 

The need for reducing Green House Gases (GHGs), 

mitigating climate change, environmental pollution, and the 

rise in sea level, necessitates the need for alternative energy 

supply and a shift from conventional generation of energy 

from fossil fuel sources to hybrid renewable energy. In a 

hybrid renewable energy generation mix, Green Hydrogen 

(GH) plays the critical role of energy storage and energy 

source. It also serves as an important chemical in the 

manufacturing of chemical substances and products like the 

industrial hydrogenation process. The transport sector in 

Germany is a significant energy consumer and GHGs 

emitter. To reduce these GHGs, hydrogen energy access and 

use in the transport sector is imperative. This objective is 

achieved by analysis of hydrogen as an energy source and 

storage in the transport sector, using Germany as a model. 

This model can serve as a standard for other countries to 

implement hydrogen as an important player in their energy 

and power generation mix. GH in transportation is analyzed 

in four sections, namely, Geographical, Chemical, social, 

and economic aspects, respectively. A conclusion is drawn 

from these aspects at the end of this paper. 

II. GEOGRAPHICAL FEATURES OF GERMANY 

The Federal Republic of Germany (FRG) has a well-

structured democratic federal republic form of government 

with its capital in the metropolitan city of Berlin as the 

national capital. The official language is German, the 

national currency is the (continental) Euro, the total 

geographical area is 349,223 square kilometers, and the 

major rivers are Danube, Rhine, Main, and Elbe. The 

population projected growth rate is 200,000 per year starting 

from 1985, and currently, the population is 80,457,737 [1]. 

Germany has various landscapes and many primary energy 

sources, like wind energy, hydropower, biomass, solar 

energy, and other renewable, environmentally friendly, and 

sustainable primary energy sources [2]. Because of the rise 

in demand or consumption of energy with respect to time 

from fossil fuel energy sources, which results in climate 

change, ozone layer depletion, environmental pollution, and 

the increase of Green House Gases (GHGs) like Carbon 

(IV) Oxide (CO2), Sulphur (IV) Oxide (SO2), Carbon (II) 

Oxide (CO), Nitrogen (IV) Oxide (N2O), 

Hydrofluorocarbons, Perfluorocarbons, Sulphur 

hexafluoride (SF6) [3], the government of Germany seeks to 

discourage generation of energy from fossil fuel sources like 

coal, crude oil, natural gas, and fuel wood. But supports 

renewable energy sources which are environmentally and 

economically sustainable, especially the green hydrogen 

energy sources [4].  

 

Transportation activities produce an average of 28% of 

CO2 emissions in the European union (EU) [5]. Germany 

being the largest economy, the wealthiest and a post-

industrial nation in continental Europe, respectively, 

produces more CO2 than the average value in Europe. Thus, 

the need for change in primary energy sources that will 

positively change the geographic, social, economic, and 

salient features of the world, and the German nation, is very 

crucial. To reduce the exploration and exploitation of land, 

atmosphere, and the earth’s biosphere for fossil energy 

primary sources, the geography and geology of green planet 

earth need to be balanced and maintained by switching to 

renewable energy sources like hydro or hydrokinetics 

energy, solar energy, and wind energy. This primary 

sustainable energy sources are seasonal and fluctuates, 

making a reliable energy storage inevitable. one of such 

long lasting and reliable energy storage and energy mix, 

especially in the distributed generation is the green 

hydrogen energy. The ArcGIS® simulation software 

produced by Environmental Systems Research Institute 

(ESRI) is a Geographic Information System (GIS) used to 



analyze, organize, and map spatial data in the modelling of 

hydrogen supply chain network. The Model for 

Optimization of Regional Hydrogen Supply (MOREHyS) is 

used to design the hydrogen infrastructure to serve the 

energy storage and source role [6].  

 

III. CHEMICAL ASPECTS OF HYDROGEN 

Hydrogen can be produced from electrolysis of (acidified) 

water (with few drops of Tetraoxosulphate (VI) acid 

(H2SO4)). The input electrical energy is converted to 

chemical energy stored in the liberated hydrogen gas (the 

lightest gas) through an upward delivery channel, with 

highest thermal combustion energy of all the fossil fuel per 

kilogram equal to 141.80 MJ/kg according to Table 1. This 

is the highest heating value per kilogram and more than 

twice the heating value of methane.  

 
Table 1: Higher Heating Value (HHV) and Lower Heating Value (LHV) of 

some common fuels at 25 °C [7].  

 

Fuel 
HHV LHV 

MJ/kg MJ/kg 

Hydrogen 141.80 119.96 

Methane 55.50 50.00 

Ethane 51.90 47.62 

Propane 50.35 46.35 

Butane 49.50 45.75 

Pentane 48.60 45.35 

Paraffin wax 46.00 41.50 

Kerosene 46.20 43.00 

Diesel 44.80 43.4 

Coal (anthracite) 32.50  

Coal (lignite - USA) 15.00  

Wood (MAF) 21.70  

Wood fuel 21.20 17.0 

Peat (dry) 15.00  

Peat (damp) 6.00       

 Fuel MJ/kg kJ/mol 

Methanol 22.7 726 

Hydrazine 19.4 622.0 

Hexamine 30.0 4,200.0 

Ethanol 29.7 1,367 

Carbon 32.8 393.5 

Benzene 41.8 3,268 

Ammonia 22.5 382.6 

Acetylene 49.9 1,300 

1-Propanol 33.6 2,020 
                

 

Oxygen, being the other liberated chemical element, which 

is particularly useful in the hospital, is evolved through the 

downward delivery channel (heavy gas). The stored energy 

in the hydrogen gas can be controlled and used as a fuel for 

Internal Combustion Engine (ICU) for locomotives, 

mechanical machines, aircraft engine, industrial 

manufacturing of various chemical products, and fuel cell 

for powering electrical machines and devices. In a fuel cell 

the hydrogen gas chemical energy is converted to electrical 

energy, producing water as the product of the 

electrochemical reaction between hydrogen and oxygen in 

the fuel cell. The energy density of hydrogen is 120 MJ/kg 

or 33.6 kWh/kg [8]. Thus, hydrogen serves as an energy 

source and storage. A prototype fuel cell system delivers a 

nominal output power of 31.5 W at 12 V for 38 h with only 

one recharging cycle, and twice the energy density of 

conventional storage systems [9]. Hydrogen produced from 

electrolysis of water, using electrical energy from renewable 

sources like hydro, wind, solar etc. is called Green 

Hydrogen (GH) [10]. 

Transportation being a significant energy consumer is 

considered as a standard for implementation of the green 

hydrogen energy, and this is referred to as the Green 

Hydrogen (GH) for transportation, using Germany as a case 

study or template. Green Hydrogen is the splitting of a water 

molecule to yield one molecule of hydrogen (two atoms of 

hydrogen) and one atom of oxygen, when a direct current 

electricity is passed through water. the GH produced can be 

stored as Liquid Hydrogen (LH) or Compressed Hydrogen 

(CH), transported (in pipelines or in tanks using trucks), and 

used as a primary energy source (for direct heating, 

electrical energy, industrial or commercial purpose) when 

the wind energy, solar energy, and other renewable sources 

are not available or in short supply [11]. Oxygen atom is 

very reactive, solely responsible for combustion (an 

example of oxidation reaction) and must be paired to form 

diatomic (O2) gas in nature, yielding heavy oxygen 

molecules that descends through the downward delivery 

displacement. Hydrogen atom is also reactive and the only 

atom that loses electron to forms proton (an example of 

reduction reaction) that must be paired to form the lightest 

chemical element (H2(g)), ascending through the upward 

delivery displacement. The two half (electron) reactions are 

collectively known as redox reaction, with water as the 

product. O2(g) is abundant in the atmosphere but H2(g) is not, 

making it a limited chemical reagent and renewable green 

energy source and storage. 

 

IV. SOCIAL ASPECTS OF GREEN HYDROGEN 

The GH produced should be acceptable, socially and 

economically appealing, strategically located, and must pass 

through some market and economic routes before getting to 

the energy consumer (Households, Industries, commercial 

users, Building energy users) in the society. The cost of GH 

transportation using truck is reduced using four different 

strategies, and at high compressed pressure of 250 Bars and 

350 bars in the year 2030 according to [12]. Thus, modern 

infrastructure must be in place, or the old infrastructure must 

be upgraded to accommodate the peculiar needs of GH 

storage, transportation, and end device direct use as a clean 

energy source. The hydrogen transportation infrastructure in 

Germany, projected/modelled for year 2030 is shown in 

Figure 1. The parameters that can improve hydrogen access 

include the hydrogen storage facilities, hydrogen production 

plants in place, number of connecting networks for 

hydrogen transportation and the flow rate of hydrogen gas 

or liquified hydrogen. 

 

 
Figure 1: The GH transportation infrastructure for 2030 [13]. 



V. ECONOMIC ASPECTS OF GREEN 

HYDROGEN ENERGY SOURCE 

To encourage the use GH, the Germany government 

introduced a pilot program for the use of Fuel Cell Electric 

Vehicles (FCEV) and Hydrogen Supply Chain (HSC) [14]. 

Based on the current trend in energy demand and savings 

from using high energy equipment or energy system, cost 

savings from avoiding health issues resulting from GHGs, 

and environmental pollutions, implementation of distributed 

energy system, advancement in technology, and future 

research breakthroughs, the cost of generating GH will 

decrease and GH/energy access will increase. The global 

need and demand for hydrogen from refining, ammonia, and 

other sources is shown in Figure 2. 

 

Key: Refining, Ammonia, Other 
Figure 2: World Hydrogen needs and demand [15]. 

The hydrogen supply chain depicted in figure 3, shows the 
renewable energy sources that is used to produce hydrogen. 
The hydrogen is liquified and transported through a tanker 
truck to conditioning and storage facilities. Finally, the 
hydrogen is supplied to the fueling and refueling stations for 
easy access to the public and industrial users. 

 

 
Figure 3: Hydrogen Supply Chain (HDC) [16]. 

 

Geographic tool, like the geographic information system 

(GIS) can be used to model the supply chain managements 

systems like the Hydrogen Supply Chain (HDC) systems. 

Model for Optimization of Regional Hydrogen Supply is 

used to do geographic analysis (and economic feasibility) of 

the German HDC [6]. FCEVs will be sustainable, since it is 

an example of hydrogen to renewable energy technology, 

which is reliable (it can travel long distances without the 

need to recharge or refuel car batteries), can be integrated 

into the distributed generation system, and can capture wind 

energy, hydro energy, nuclear energy, and solar energy 

directly from a natural energy rich environment.  

 

The new cost of using hydrogen energy will change 

according to the equation: the New Cost = the reference 

Cost X (New Capacity / Reference Capacity)Power Low Factor 

[17]. Where the power low factor is assumed to be 0.6 for 

Green Hydrogen (GH), transported through pipelines. The 

capacity of GH in Germany is 960 Tons/day, capital cost of 

production is 1910 million $USD, and production unit cost 

is 6.40 $USD [18]. Due to increase in demand of GH in 

Germany, the new expansion cost of the current capacity 

that will double the original capacity (1920 Tons/day at a 

power factor of 0.6, is calculated as New Cost = 1910 * 106 

* (1920 / 960)0.6 = 2895 * 106 $USD, up to $USD 3820 

million (double of the cost at power low factor of 1), and a 

new unit cost of $USD 12.8. This shows that if the demand 

is doubled, the cost tend to double, if the present 

infrastructure is not modernized in future. The pipeline 

transportation of GH becomes viable when the GH market 

share value of Fuel Cell Electric Vehicle (FCEV) is at least 

10%, and if more than 30% of GH is to be transported, 

national centralized network should be implemented instead 

of regional networks [19].  

 

GH produced needs to generate less than 9.5 kg CO2(g) per 

kg of H2(g) produced, to offer an advantage, with a reduction 

of tank-to-well emissions by 2020 to 95 g/km, equivalent to 

113 g CO2/km in a well-to-wheel scenario [20]. GH should 

cost < 5.3 US$/kg between 2020 and 2030 [6], and < 

US$7.11per kg in 2050 [21] to be economically viable. The 

European Union (EU) commission directive on the 

alternative fuels infrastructural deployment, recommend a 

H2 refueling station at an interval of 300 km on the 

motorways and high ways to mitigate the energy access 

issues [22][23]. 

 

VI. RESULT AND DISCUSSION 

GH implementation is currently expensive, and it may not 

be within the reach of low income and developing nations, 

since it will take Germany about $USD 3820 million and a 

new unit cost of $USD 12.8 to double its current capacity, 

even though Germany has significant hydrogen 

transportation infrastructure. If 30% or more of GH is to be 

transported through the pipeline, then national centralized 

pipeline network should be implemented instead of a 

regional network. This will ensure lower cost, broader reach 

of the GH, higher use and penetration of GH, and increased 

access of GH. GH will cost between 5.3 US$/kg and 



US$7.11per kg from 2020 to 2050. The refueling stations 

should be spaced 300km apart from each other. Despite this 

prohibitive cost of integrating hydrogen in the energy mix, 

GH is a game changer, because it will be an efficient storage 

of energy in the chemical energy form, which can be easily 

converted to heat and electrical energy using modern 

technologies. Because of the high heat value of hydrogen, it 

will be difficult to use it as fuel in the ICE of cars, as 

cooking fuel or in some mechanical machineries. However, 

hydrogen is used in fuel cells, which makes it suitable for 

future Electric Vehicles (EVs). It can replace electric 

furnace in future, and it will be useful in chemical and metal 

refining industries. GH has the least carbon footprint and 

GHGs emissions. 

 

VII. CONCLUSION AND RECOMMENDATIONS 

Renewable energy in Germany is growing and receiving 

attention from the Germans and the EU. The German 

government and the EU commission have incentivized and 

prioritized decarbonization of the environment, prevention 

of emission of pollutant, elimination of biological toxins 

(Mercury, Lead etc.), and GHGs into atmosphere and 

biosphere. Through constant research in energy, modern and 

efficient energy equipment should be used, as a compliance 

to energy standards and policy by energy users or 

consumers. Green Hydrogen (GH) is embraced in Germany, 

as a way of energy storage from variable energy input from 

various renewable energy sources like wind and solar 

energy, respectively. This GH electrolysis technology 

provides fluidity and reliability to the distributed generation 

in German Smart Grid (SG) and future Smart Energy 

system. The GH primary energy source can function as a 

battery, direct heater, direct boiler, and other residential, 

commercial, and industrial purposes. From the results 

retrieved from this research paper, the cost of GH 

production will reduce with respect to time provided 

efficient energy equipment is used, modern and reliable 

energy transmission system is in place, like efficient 

pipelines, and smart grid.  

 

Finally, the hydrogen infrastructure for the transportation 

sector in Germany, can serve as a model for other countries 

to use and further develop to suit their peculiar needs and 

Sustainable Development Goals (SDGs) with regards to 

energy access, energy storage and energy savings. 

 

Considering the study done in this work, the following 

recommendations are made: 

 

 The spatial variations in hydrogen demand can be 

improved by demand modelling using any of the 

software mentioned in this study. 

 Due to constrains associated with harvesting GH from 

renewable sources, other sources with less carbon 

footprint like biogas (through Steam Methane 

Reforming (SMR) Hydrogen Production technology 

route shown in figure 3) can be considered in the 

generation of GH in energy and power generation mix. 

 Using Carbon capture and storage innovative 

technologies, natural gas pipelines for supplying GH 

(30% or more) will improve energy access and energy 

storage. 

 The possibility of integrating GH in the industries 

should be investigated and implemented to lower 

overall cost of GH and increase GH demand. 

 Optimization of GH production should be accelerated 

using Dynamic Programming (DP). 
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Abstract— Electricity is found to be the most vital factor in 
a country’s growth and economic development. Hydropower 
holds a prime position in terms of electricity generation among 
separate sites of sustainable power. Its potential to boost the 
global economy and lessen the reliance on petroleum-based fuels 
cannot be overstated. Yet, one of the obstacles to the effective 
deployment of the Pumped Hydroelectric Power Energy Storage 
(PHES) facility is the geographical restriction. The deployment 
of abandoned mines voids as existing infrastructure is one of the 
possible means of overcoming this hindrance. This study 
investigates the availability of abandoned mine voids for the 
implementation of PHES. The design guidelines, cost estimates 
for PHS installation in South Africa, site availability and cost of 
PHS future plans as well as the potential of developing PHS with 
other renewable energy and benefits to South Africa’s electricity 
network are discussed. The study contributes to innovative ways 
of generating bulk electricity storage for local community users 
in South Africa.

Keywords— abandoned mines, energy storage, hydropower, 
renewable energy, underground water, mining.

1 INTRODUCTION

Societal growth and development have been proved over 
the past centuries to be intertwined around a reliable energy 
supply system  [1]. Fossil fuels have generally been 
recognized as the primary energy source of bulk electric 
power generation Power generation like solar, wind, hydro, 
and biomass have emerged as the foundations of sustainable
power expansion to lessen reliance on fossil and nuclear fuels 
[2]. The most widely used technique in the world for massive 
energy backups is PHES. Currently, the global PHES plant 
has 161 GW and it’s expected to increase by 78 GW before 
2030. Fig. 1 and 2 depicts the global yearly increase of PHES 
plant installations and the annual plant capacity increment by 
regions [3]. Energy storage systems enhance energy 
infrastructure through the use of generating technologies 
which significantly contributes to electric power network 
reliability and security [4]. The fundamental principle of 
PHES is the storage of electrical power in the form of hydro 
energy potential. Typically, pump-storage systems have an 
upper and lower aquifer. At times of low power consumption, 
water is pumped from the upper aquifer to the lower aquifer. 
Turbines release water into the aquifer during times of high 
power consumption to generate electricity. The typical cycle 
duration is one to several hours.

The amount of power generated is determined by the
difference in elevation of the two reservoirs and the volume of 
water involved. This technology requires very large water 
reservoirs. Recently, the idea of using numerous abandoned or 

underground mines as storage reservoirs has been studied in 
different countries [5]–[7]. South Africa has lots of potential 
abandoned underground mines for hydropower installations 
more than the EU.  Fig. 1, shows the potential of underground 
mines for energy storage in South Africa in comparison with 
other countries [7].

The power distribution sector in South Africa is evolving 
to accommodate the humongous ongoing changes. The major 
drivers of these evolving changes consist of system security, 
and reduced power distribution losses are the primary goals, 
along with economic concerns. Although there is a huge 
electric power generation capacity in South Africa, however, 
they are mostly fossil-fueled power plants that are 
incompatible with the global push for renewable or clean 
energy technology. Along with the geographical location, 
South Africa has access to hydropower potentials aside from 
other sustainable energy sources like coastal wind and 
sunlight. Because of the RES's intermittent nature, an energy 
storage system must be used; pumped hydropower energy 
storage (PHES) is among the most popular options PHES is a 
typical energy storage system with an efficiency of 85% [8] It 
contributes about 3% of total generating capacity globally.
The Drakensberg 1,000 MW pumped storage system and the 
Ingula 1,332 MW pumped storage facility are both located in 
South Africa [6]. However, the height difference between two 
constructed reservoirs or natural bodies of water is used by 
PHES, which has proven to be highly restrictive in the past. 
an innovative modification of PHES, which minimizes 
environmental impacts and eliminates the need for surface 
topology [9]. Because of geographical, environmental, and 
social and economic limitations, PHES development is only
permitted in select places [10]. The utilization of abandoned 
mines for underground energy storage facilities, however, has 
recently gained attention as an effective infrastructure for the 
installation of PHES plants for power generation with low 
environmental impact [6], [7], [10]. Around a million mines 
are assumed to remain abandoned globally [11]. According to 
[12], the global overall pumped storage capacity in China is 
focusing on the development of 165,000 Megawatts. Huge 
storage spaces are needed for the PHES reservoir, which could 
not be present in highly populated or urbanized locations. The 
two reservoirs of the PHES must be significantly elevated to 
enhance sufficient head difference for effective electricity 
generation, which completely roll out the use of flat areas.
Using closed quarries or mines for lower reservoir
construction is considered an attractive asset for energy 
generation and the provision of new resources with significant 
environmental benefits [13]. However, a brief overview of the 
use of underground cavities and their potential for PHES 



  

 

plants have been reviewed and summarised by [2], [11]. 
Mining is a lucrative venture in South Africa and there are lots 
of available mine voids which are abandoned for years without 
any active economic involvement.  This study investigates the 
prospect and availability of abandoned mines for PHES 
implementation in South Africa to enhance bulk electricity 
generation for rural community users in South Africa. Its cost 
estimation for past and future installations is also investigated 
as well as the benefits over economics and social energy 
security are also discussed. 

 

 

Fig. 1: Global PHES yearly capacity increase

 

Fig. 2: Annual PHES capacity increase by regions 

Table 1: Underground mines that could be used for power 
storage applications [11] 

City No. of 
mines 

State Depth 
range (m) 

Water 
outflow  
(Mm3/yr) 

France 81 Flooded 500-1200 120 
Germany 23 

4 
Flooded 
Non-
flooded 

200-1800 
200-1300 

48-54 

Poland 28 
26 

Active 
Non-
active 

300-800 
300-800 

209 

Spain 36 
12 

Flooded 
Non-
Flooded 

200-700 
300-600 

37 

UK 64 Flooded 300-1200 Nill 
South 
Africa 

6000 Flooded 2998-
3900 

- 

 

I. ABANDONED MINES IN SOUTH AFRICA 

South Africa is endowed with important minerals and metals 
such as coal, diamond, gold, platinum, chromium, cadmium 
and so on. Mining is a lucrative venture in South Africa, 
which emerged as the major employment industry in recent 
years and contributed immensely to the economic 
development of the country. Mining in South Africa started 
as early as 1840 with coal exploitation in Natal. Later in 1867 
came the discovery of alluvial diamonds where the source 
was discovered to be a kimberlite igneous tunnel [14]. This 
was also followed by the discovery of gold in 1887 in 
Johannesburg. The city of Johannesburg has rapidly grown 
because of this and developed into the Saharan region of 
Africa's industrialization hub. Since then, gold has been 
discovered. has birthed more mines in the country. In 2004, 
about 59 different minerals were produced till 2010, and new 
mining and prospective applications have been lodged all 
over South Africa [15]. 

South Africa has become the leading world supplier of 
assorted minerals and mineral products of constant high 
quality. Fig. 3 and 4 indicate the mining prospect and the 
positions of active mines in South Africa. However, due to 
the competitiveness in price and depreciation of most 
minerals mines have been abandoned. According to the 
department of minerals and energy, there are over 6,000 
abandoned mines across South Africa especially along 
Golden Arc – elliptical basin in Johannesburg, Free State and 
Northwest provinces. Fig. 5, shows the abandoned mines 
within the vicinity of South Africa [16]. However, with this 
large number of abandoned mines, the implementation of 
Switching from conventional sources of energy with high 
emissions to renewable energies with low emissions is 
possible with the PHES plan  
 

 
 
Fig 3: Mining Prospect in South Africa up to 2010  
 



  

 

 
Fig. 5. Abandoned and active mines  [16] 
 

 
Fig. 5: Abandoned mines within the vicinity of  South African 
settlement areas [17] 
 

A. Advantages of Mine caverns for UPHES installation 
There are lots of potentials in the use of abandoned 

mines for the UPHES system installation. Mine drainage 
generates large sources of differential heads suitable for the 
installation of PHES systems. With already excavated 
caverns extending to hundreds or thousands of feet 
underground, they can accumulate substantial volume of 
water throughout the post-decommission years, which can 
relief the burden of initial extensive water fill.  The existing 
infrastructure common among mine features such as shaft and 
gallery size could facilitate the implementation and 
standardization of PHES across multiple areas, serving initial 
cost of procurement and construction. Also, it can reduce 
environmental concerns as most of the abandoned mines have 
no immediate purposeful usage.  
 

II. PHES IMPLEMENTATION AND DESIGN GUIDELINES IN 

SOUTH AFRICA 

Hydropower potential is not very abundant in South Africa. 
The infrastructure for primary water supply and inter-basin 
transfers have historically been linked to the development of 
hydropower (Drakensberg PHES scheme, Palmiet PHES, and 
Ingula PHES scheme). Currently, South Africa has around 
2912 MW of PHES, which is made up of the plants shown in 
the table below. 
 
 
 
 

Table 2: PHES scheme in SOUTH AFRICA [12] 
 

Name of 
PHES 

Capac
ity 
(MW) 

Ave. 
gen 
head 
(m) 

Pump/
turbin
e 
flowra
tes 
(m3/s) 

Types of 
turbines 
pumped 

Commissio
ned year 

Steenbras 
(CTCC) 

180 286 15/19 Francis 1979 

Drakensb
erg 
(Eskom) 

1000 430 55/78 Francis  1982 

Palmiet 
(Eskom) 

400 265 45/70 Francis 
(Single 
stage) 

1987 

Ingula 
(Eskom) 

1332 450 67/85 Francis 2017 

 
Presently, according to the energy generation sector in 

South Africa represented by the department of energy (DoE), 
hydropower storage is recognised as an efficient energy 
provision, a stand-by and peaking generation facility to some 
40,000 MW base-load thermal plants. Hydro-pumped storage 
plant uses 2 to 3 seconds of hydraulic starting time and 15s to 
get into full load production [12]. The general 
planning/design principles used by the planners and 
designers, as well as the characteristics analysis of the as-built 
parameters of the South African PHES, mainly conformed to 
the following. 

i. The static head for a large PHES site should be 
between 100 and 700 m. 

ii. Use a typical gradient between the upper and lower 
reservoirs of at least 1:10 wherever possible. 

iii.  It's crucial to establish the water availability 
evaluation at the chosen site, which takes water 
losses and evaporation into account. 

iv. The pump/turbine unit needs to be located at least 
25 m below the lower reservoir level in order to 
prevent cavitation. 

v.  The upper and lower reservoirs' development costs 
and land configuration are crucial for ensuring the 
installed PHES's feasibility.  

vi. The use of abandoned mines caverns for the lower 
reservoir construction should be prioritized to 
reduce the overall costs of investment of the PHES 

vii. The installed PHES are for the peaking loads and 
used as the stand-by facilities to the coal-fired base 
load power plants.  

viii.  In three of the four PHES sites that were examined, 
water is transferred between basins while also 
producing hydropower.  

The existing PHES are were design for weekly 
operational cycle but due to high demand and apparent daily 
outstripping,  
Eskom's pumped storage facilities are compelled to switch 
from weekly to daily basis [12]. The production of South 
African power plants from 2010 to 2017 is displayed in Table 
3 below. 
 
 



  

 

Table 3: The South African’s power station output between 
2010 to 2017 

Year Coa
l 
fire
d 
stati
on 

Nuc
lear 
stati
on 

Hyd
ro-
elec
tric 
stati
on 

Die
sel 
& 
gas 
turb
ine 

RE 
sources 
(W+IP
Ps) 

Pum
ped 
stora
ge 
stati
ons 

PSS 
capacity 
in SA 

201
0/11 

220
219 

120
99 

196
0 

197 2+183
3* 

295
3 

Palmiet 
(400 
MW) 

201
1/12 

218
212 

135
02 

190
4 

709 2+ 
4107* 

296
2** 

 

201
2/13 

214
807 

119
54 

107
7 

190
4 

1+ 
3516* 

300
6** 

 

201
3/14 

209
483 

141
06 

103
6 

362
1 

2+367
1* 

288
1** 

 

201
4/15 

204
838 

137
94 

851 370
9 

1+ 
6022* 

310
7** 

 

201
5/16 

199
888 

122
37 

688 393
6  

311+9
033* 

291
9** 

Ingula 
unit(133
2mw) 

201
6/17 

200
893 

150
26 

579 29 345+1
1529* 

329
4** 

 

N/B: *The amount of GWh generated from the IPPs,  **The 
amount of GWh required for pumping is typically about 1000 
GWh over output (about 30% on average)., PSS is a net energy 
consumer 

 

III. COST ESTIMATE FOR PHS SCHEME IN SOUTH AFRICA  

The PHES installation cost estimate in South Africa 
could be based on the most recently completed project in 
2017, Ingula 1332 MW. The project was initially estimated 
at $ 1 billion in 2005 and was completed at the cost of $2.24 
billion in 2017, which translates to approximately $1682 KW 
[18]. The project started in 2005 and it encounters several 
challenges including delays and cost overruns. The average 
construction period of PHS is approximately 7 to 8 years but 
due to the challenges the construction period was extended to 
12 years which drives high the project cost significantly. 
Other factors which have also contributed to the delay and 
increase cost overruns of the Ingula PHS scheme [3] include. 
The delay was caused by an underground incident when the 
steel inclined shaft was being grouted. Without this 
occurrence, the cost was projected to be $1140/kW and the 
project was delayed by nearly 1.5 years. 

• Costs associated with contract acceleration. 
• A decline in the exchange rate for the Rand, etc. 
• Unanticipated scope of civil works, primarily as a 
result of geotechnical conditions, accounting for 10% to 
20% of civil costs. 
•Overspending on turbines by $36 million budget 

IV. SITE AVAILABILITY AND COSTS ESTIMATE FOR FUTURE 

PROPOSED PHS SCHEMES 

After the completion of the Ingula peaking capacity (1333 
MW) project in 2017, further development of another PSS 
project seems to be postponed to 2030 (Barta & Water 
Resources Engineering, 2017). Meanwhile, several PHS 
schemes have been identified by Eskom's integrated strategic 
Electricity plan for future implementation (van Dongen et al., 
2021). A comprehensive survey has been conducted between 

the 1980s and 1990s, and about ninety-nine feasible sites 
were highlighted and scrutinized based on technical, 
economic, environmental, and legal requirements [12]. The 
next huge PHS projects are Lima (Tubatse) and Mutale. Fig. 
6 shows the potential PHS scheme locations in South Africa.  

In the province of Limpopo, Eskom intends to carry out 
this substantial pump storage facility (Lima) along the 
escarpment between the Nebo Plateau and Steelpoort River 
valley. Eskom developed and finished a feasibility study for 
a 1000-megawatt capacity-rated plant in 2000. Yet a 
thorough design analysis carried out in 2007 suggested a 
capacity concept of 1500 MW, made up of four 375 MW 
variable speed turbine units running with a net head of 629 m 
each [18]. According to the 2008 feasibility study report, the 
cost of construction would be $1,28 billion, or $1023 per kW 
and $67,4 per megawatt hour. The plan seemed to have some 
potential because the upper reservoir would already be built 
and the water source would come from the De Hoop Dam, 
which was completed in 2014 [12]. The lower dam (De hoop 
dam in Fig. 7) was built with a high and short penstock in 
good rock with granites. The Olifants River Water Resource 
Development Project was designed to provide water to 400 
000 people, as agreed upon by Eskom. The 2008 financial 
crisis, high development costs, and uncertainties around 
projected future energy peak demands, however, have all 
delayed the site's development [3], [12]. 

 
Fig. 6: Potential PHES location scheme in South Africa [3], 
[12], where the red spots indicate the current power plants. 

 

 
Fig. 7: Lima (Tubatse) PS scheme project layout [18] 



  

 

Another project that was supposed to be included in the 
Lesotho Highland Water project agreement's Phase II is the 
Kobong PHS scheme. The Katse Dam, which had already 
been built during phase I, was intended to be a lower dam. A 
$0.78 billion building cost estimate was made [18]. A seven-
year building period was envisaged, with a capacity of 1200 
MW. The lower reservoir will be located in the impoundment 
created by the existing Katse Dam, and only the higher dam 
storage will need to be erected [12]. The feasibility study 
conducted in 2014, indicated the technical feasibility of the 
project but economic feasibility was subject to a series of 
assumptions which include variation in market price rates, 
project capital cost, funding availability, and integration of 
the PHS scheme into Lesotho and South Africa grid. 

V. THE PROSPECT OF DEVELOPMENT OF SMALL-SCALE PHES 

WITH OTHER RENEWABLE RESOURCES  

Both urban and rural areas in South Africa have access to 
significant water supply infrastructure. As shown in Fig. 8, 
there are several prospects for building small-scale pumped 
storage systems in conjunction with other renewable energy 
sources and technologies, such as wind. This could make the 
market price of electricity affordable. Such a project will be 
promising in an already existing elevated concrete reservoir 
where only one reservoir needs to be constructed. The 
research has been done in other parts of the world. Table 4 
given below represents a theoretical sizing for small, pumped 
storages of 2, 5 and 10 MW.   
 

 

Fig. 8  UPHS system with wind storage  [19]  

 
Table 4: Example of small-scale pump storage with abandoned mine 
infrastructure 

PHS Scheme Items Turbine pump size 
2 MW 5 MW 10 MW 

Flowrates in PaT 
(M3/s) 

0.809 2,023 4046 

Size of pipeline (mm) 700 1000 1200 
Pump head, type: steel 
material 

7.2 m 9.5 m 144 m 

Pipeline friction head 
(fibre glass option with 
1200 m length) 

4.0 m 5.3 m 8.0 m 

Upper Reservoir 
capacity (m3) 

20 000 40 000 80 000 

 

VI. BENEFITS OF UPHS SYSTEM IN SOUTH AFRICA 

ELECTRICITY NETWORK  

Electricity network benefits can include chances for lucrative 
investments, reduced system operating costs, and the 
introduction of new projects. South Africa should be 
commended for both its reliable and safe electricity supply 
and its reasonable electricity prices. In fact, switching to 
pumped-storage plants instead of antiquated grid-connected 
oil-fired units, whose reliability periodically falls below 50%, 
could help to tackle many societal problems brought on by 
frequent system disruptions and load shedding. In some 
circumstances, this swap could aid in reducing the estimated 
31% of energy losses along transmission and distribution 
lines [20]. Moreover, pumped-reduced storage operation and 
maintenance costs compared to those of thermal facilities 
should lower power rates, which are currently relatively high 
for most customers. 
 

VII. CONCLUSION 

An effective substitute for the use of fossil fuels is 
hydropower. To achieve the energy-related Sustainable 
Development Goals on climate change, it is anticipated that 
800 GW of hydropower would be needed over the next 20 
years. The International Hydropower Association (IHA) 
estimates that the total amount of hydropower installed in 
2019 was 1308 gigawatts (GW), an increase of almost 15 GW 
from 2018. This suggests that additional efforts are required 
to increase hydropower generation on a yearly basis in order 
to reach the goal in the following few decades. Based on this 
analysis, it is clear that South Africa still has the capacity to 
develop valuable technologies to support large-scale power 
system plans in the future. However, more research is needed 
to accurately understand the inputs, assumptions, and 
methodology employed in the model of this current study in 
order to actualize the future expansion planning of the new 
projects. In general, both nationally and internationally, a 
deeper understanding of the expenses, benefits, and flexible 
PHS technologies for future power systems is needed. 
  

VIII. ACKNOWLEDGEMENT  

The authors gratefully acknowledge the Durban University of 
Technology for their financial support 
 

IX. REFERENCES  
[1] S. Y. Khan, “a Comparative Study and Analysis of Phes and 

Ugphes Systems,” UKZN, 1-121, 2015. 
[2] R. Madlener and J. M. Specht, “An exploratory economic analysis 

of underground pumped-storage hydro power plants in abandoned 
deep coal mines,” Energies, vol. 13, no. 21, 2020, doi: 
10.3390/en13215634. 

[3] C. van Dongen, B. Bekker, and A. Dalton, “Valuation of pumped 
storage in capacity expansion planning—a south african case 
study,” Energies, vol. 14, no. 21, 2021, doi: 10.3390/en14216999. 

[4] A. Poulain, J. R. de Dreuzy, and P. Goderniaux, “Pump Hydro 
Energy Storage systems (PHES) in groundwater flooded quarries,” 
J. Hydrol., vol. 559, pp. 1002–1012, 2018, doi: 
10.1016/j.jhydrol.2018.02.025. 

[5] P. J. Schubert, “Abandoned Mine Voids for Pumped Storage 
Hydro,” Insights Min. Sci. Technol., vol. 01, no. 3, pp. 3–8, 2019, 
doi: 10.19080/imst.2019.01.555563. 

[6] D. Jiang, S. Chen, W. Liu, Y. Ren, P. Guo, and Z. Li, 
“Underground Hydro-Pumped Energy Storage Using Coal Mine 
Goafs: System Performance Analysis and a Case Study for China,” 



  

 

Front. Earth Sci., vol. 9, no. November, pp. 1–15, 2021, doi: 
10.3389/feart.2021.760464. 

[7] J. Menéndez, A. Ordóñez, R. Álvarez, and J. Loredo, “Energy 
from closed mines: Underground energy storage and geothermal 
applications,” Renew. Sustain. Energy Rev., vol. 108, no. 
December 2018, pp. 498–512, 2019, doi: 
10.1016/j.rser.2019.04.007. 

[8] K. Shirinda, K. Kusakana, and S. P. Koko, “Techno-economic 
analysis of a standalone solar PV with groundwater pumped-
hydro-storage system,” Proc. 27th Int. Conf. Domest. Use Energy, 
DUE 2019, no. 1, pp. 90–95, 2019. 

[9] N. Mousavi, “Edith Cowan University,” Grants Regist. 2022, pp. 
376–377, 2021, doi: 10.1057/978-1-349-96042-2_425. 

[10] V. Kitsikoudis et al., “Underground pumped-storage hydropower 
(UPSH) at the martelange mine (belgium): Underground reservoir 
hydraulics,” Energies, vol. 13, no. 14, 2020, doi: 
10.3390/en13143512. 

[11] J. Menéndez, J. M. Fernández-Oro, M. Galdo, and J. Loredo, 
“Pumped-storage hydropower plants with underground reservoir: 
Influence of air pressure on the efficiency of the Francis turbine 
and energy production,” Renew. Energy, vol. 143, no. December, 
pp. 1427–1438, 2019, doi: 10.1016/j.renene.2019.05.099. 

[12] Barta and Water Resources Engineering, “The contribution of 
pumped storage schemes to energy generation in South Africa,” 
2017. 

[13] E. Pujades, P. Orban, P. Archambeau, V. Kitsikoudis, S. Erpicum, 
and A. Dassargues, “Underground pumped-storage hydropower 
(UPSH) at the Martelange mine (Belgium): Interactions with 
groundwater flow,” Energies, vol. 13, no. 9, pp. 1–21, 2020, doi: 

10.3390/en13092353. 
[14] G. G. Martin, “Underground pumped hydroelectric energy 

storage,” Large Energy Storage Syst. Handb., pp. 77–109, 2011, 
doi: 10.1201/b10778-9. 

[15] H. Álvarez, G. Domínguez, A. Ordóñez, J. Menéndez, R. Álvarez, 
and J. Loredo, “Mine water for the generation and storage of 
renewable energy: A hybrid hydro–wind system,” Int. J. Environ. 
Res. Public Health, vol. 18, no. 13, 2021, doi: 
10.3390/ijerph18136758. 

[16] C. Didier et al., “Mine Closure and Post-Mining Management 
International State-of-the-Art International Commission on Mine 
Closure International Society for Rock Mechanics,” no. November 
2008, 2008, doi: 10.13140/2.1.3267.8407. 

[17] S. E. Mhlongo and F. Amponsah-dacosta, “International Journal 
of Mining , A review of problems and solutions of abandoned 
mines in South Africa,” no. October, 2018, doi: 
10.1080/17480930.2015.1044046. 

[18] C. Van Dongen, “Potential for New Pumped Storage Schemes in 
South Africa,” pp. 266–271, 2020. 

[19] S. Y. Khan and I. E. Davidson, “Underground Pumped 
Hydroelectric Energy Storage in South Africa using Aquifers and 
Existing Infrastructure,” NEIS Conf. 2016, no. September, pp. 
119–122, 2017, doi: 10.1007/978-3-658-15029-7_19. 

[20] S. Ekoh, I. Unsal, and A. Maheri, “Optimal sizing of wind-PV-
pumped hydro energy storage systems,” 4th Int. Symp. Environ. 
Friendly Energies Appl. EFEA 2016, pp. 5–10, 2016, doi: 
10.1109/EFEA.2016.7748776. 

 

 



2023 SAUPEC Conference, Johannesburg, South Africa, January 24-26, 2023. 

 

Investigating the Effect of Convection on the 
Rating of Buried Cables Using the Finite Element 

Method 
 

J.S Balla Mballa 
Power Engineering  

Vaal University of Technology 
Vanderbiljpark, South Africa 

212063286@edu.vut.ac.za 

J.J Walker 
Walmet Consultancy (Pty) Ltd. 

Vereeniging, South Africa 
jerry@walmetconsultancy.co.za 

I.K Kyere 
Power Engineering 

Vaal University of Technology 
Vanderbiljpark, South Africa 

isaack@vut.ac.za 

Abstract—This paper presents the effect of convection heat 
flow across the ground surface on the thermal rating of three 
single-core, 132kV, XLPE cables buried underground. The 
cable was modelled for thermal analysis using the Finite 
Element Method (FEM). This study demonstrates the use of 
FEM to investigate the effect of convection on the rating of 
buried cables in flat formations using QuickField Finite Element 
Simulation software under steady-state heat transfer analysis. 
As a result, developing a model to simulate this type of situation 
necessitates important considerations such as the following 
boundary conditions: burial depth, soil thermal resistivity, and 
soil temperature, which play an important role in the 
simulation's accuracy and reliability. The results show that 
when the ground surface is taken as a convection interface, the 
conductor temperature rises and may exceed the maximum 
permissible temperature when rated current flows. This is 
because the ground surface acts as a convection interface 
between the soil and the air (fluid). This result correlates when 
compared with the results obtained using the IEC60287 
analytical method, which is based on the condition that the 
ground surface is an isotherm. 
 

Keywords—finite element method, convection, buried 
cables, steady-state rating. 

I. INTRODUCTION  

Convection and radiation are important heat transfer 
mechanisms from the cable's surface to the surrounding air, 
for cables installed in the air. Convection heat transfer is 
classified according to the nature of the flow, which in this 
case is natural, and induced by buoyancy forces because 
natural convection is assumed to only occur at the cable’s 
outside surface [1]. The equations in the IEC60287 standard 
[2] are typically used to determine the continuous or steady-
state rating of underground cables. The assumption used in 
these computations is that the earth's surface is an isotherm. 
As a result, it ignores convection heat loss, radiation heat loss, 
and surface heating from solar radiation. Due to the ability to 
incorporate a variety of conditions, such as non-uniform soil 
conditions and extra heat sources around the cable, computer 
simulations using the Finite Element Method (FEM) were 
facilitated in determining the temperature rise in the buried    
cable. This is quite difficult to accomplish using the analytical 
calculation method. It has been proved that by modelling the 
cable in great detail, FEM can get the same results as 
traditional computed methods for the temperature rise in a 
cable [3]. 

In calculating underground cable ampacity, the heat 
transfer coefficient at the soil–air contact is critical when 
convection occurs. Calculating the heat transfer coefficient 
accurately is complex because of the temperature variations at 
the earth's surface.  When convection heat flow is applied at 
the ground's surface, the cable's current rating shows that the 
temperature of the cable is higher at a constant load than 
obtained using the conventional approach mentioned in [4].  

The results in [5] show that when the boundary is defined 
as an isotherm, the computed cable temperature is less than 
the actual steady-state temperature when convection is applied 
at the surface. The coefficient of convection heat transfer is 
proportional to the amount of fluid (air) passing through the 
surface [6]. 

This paper investigates the effect of convection heat flow 
over a boundary (ground surface) on the rating of underground 
cables in relation to temperature distribution. 

II. FINITE ELEMENT ANALYSIS 

A. Basis of FEM models  

Three 132 kV aluminium conductor cables with XLPE 
insulation, 1000 mm2, corrugated seamless aluminium sheath 
(CSA) encased, laid in flat formation with a 2xD separation 
spacing, and buried at a depth of 1000mm were selected for 
this study. The steady-state rating of the cables using the 
analytical technique is 840A at 90°C conductor temperature, 
30°C soil temperature, and 1.2K.m/W thermal resistivity of 
the soil.  

B. Quickfield simulation model 

 The geometry was created using QuickField Finite 
Element Software and modelled in 2D as a square with a 10m 
side each. It was assumed that the medium's left, right, and 
bottom edges were fully insulated due to their distance from 
the cable's heat source. At a maximum air temperature of 
30°C, convective heat flow was considered for the upper 
boundary (ground surface). The first simulation was 
conducted with the ground surface treated as an isotherm 
(constant temperature), and the findings were compared to 
those of the second simulation, which included convectional 
heat flow effects on the ground surface. Figure 1 and figure 2 
shows the geometry model with the mesh and the dimensions 
of the geometry model respectively. 



 

Fig. 1. Quickfield Geometry model with mesh. 

 

Fig. 2. QuickField set-up view of simulation model. 

Table 1 shows the values for the properties of the materials 
used in the simulation. 

TABLE I.  MATERIAL PROPERTIES 

Material Cable 
layer 

Volumetri
c heat 

sources 
(W 
/m3) 

Thermal 
conducti

vity 
(W/K.m) 

Temperatu
re (℃) 

Aluminium Conductor 27518.4     205 _ 

PVC Jacket 0 0.1667 _ 

XLPE Insulation 706.398 0.2857 _ 

PE Semicond
uctor 
screen 

0        0.4 _ 

Corrugated 
Aluminium 

Sheath 0         205 _ 

Soil/ Air _ 0         0.83 30 

a. TABLE I. MATERIAL PROPERTIES.  

C. Thermal analysis when the ground surface is an 
isotherm 

At this point, it is critical to consider the position of 
boundaries while using finite element simulations. The field 
for the prior model is a square of 10m on each side. The cable 
was buried 1000mm below the surface of the ground. 
QuickFieldTM computed the conductors' steady-state 
temperature (thermal rating) which resulted in 91.60°C under 
this condition using a conductor with a current carrying 
capacity of 840A. This resulted in a heat loss of 
27518.4kW/m3 using manual calculation [8], as shown in 
Table 1. Figure 3 below illustrates the isothermal impact on 
the ground surface. 

 

Fig. 3. Ground surface as an isotherm at 30℃ 

D. Thermal analysis when the ground surface is non-
isothermal  

According to [2], the rating is based on the assumption that 
the ground directly above the cable is not in direct contact with 
sunlight. As a result, the radiation heat from direct sunlight is 
disregarded. However, this effect heats the soil directly above 
the cable, and heat transfer between the soil and the air occurs 
via convection. The ground surface cannot be considered an 
isotherm in this scenario due to the temperature difference 
between the soil directly above the cable and the soil some 
distance away. 

In this simulation, natural convection was taken into 
account, which occurs when an object emits energy into its 
surroundings. Natural convectional flow can be laminar or 
turbulent [7]. The coefficient of convection heat transmission 
is proportional to the flow of the fluid (air) in contact with the 
surface. For horizontal surfaces, buoyancy forces are largely 
parallel to the surface, and fluid flow is severely restricted and 
highly dependent on the arrangement of the surface and fluid. 
When the ambient air temperature is greater than the soil 
temperature, the surface prevents vertical movement and 
restricts the fluid's convection circulation. The fluid flow will 
be assumed to be turbulent for this investigation, given that 
the wind speed cannot be predicted. The following formula is 
used to calculate the convection heat transfer coefficient with 



air as the fluid (cold, facing downwards) and a horizontal 
surface [7]. 

h = 0.00152 x θ 0.33 W/m2. K   (1) 

Where h is the convection heat transfer coefficient, θ is the 
difference in temperature between the fluid and the surface. 
Using equation (1), and assuming that the fluid temperature is 
ignored, the difference in temperature between the fluid and 
the surface is increased in 5°C increments. The thermal 
current rating will be calculated at different temperatures of 5, 
10, 15, 20, 25, and 30 degrees Celsius, which will yield 
different convection heat transfer coefficients. Table 2 
displays the results obtained after the simulation, while figure 
4 depicts one of the results showing the isotherms obtained at 
5°C when the heat convection transfer coefficient of 2.59 was 
used. 

 

Fig. 4. Isotherms with convection heat transfer coefficient of 2.59. 
 

Figure 4 clearly shows that at a heat convection 
coefficient of 2.59, the ground surface is not an isotherm 
because the temperature directly above the surface where 
the cables are located is higher and gradually decreases as 
it moves away from the cables. 

 
III. RESULTS 

The thermal rating of the cable for different convection 
heat transfer coefficients was calculated at different 
designated surface temperatures during the simulation. 
Figure 4 depicts the effect of convection on the ground 
surface. We can observe from the results that when the 
surface temperature is increased there is an increase in 
temperature in the cables across the boundary, which is 
shown by an increase in the peak shown in figure 5 that 
occurs in the middle of the graph. Figure 6 below shows the 
relationship between the conductor temperature and the 
surface temperature, as the surface temperature increases the 
conductor temperature increases as well. This is the case 
because the fluid temperature is ignored and only the surface 
temperature is considered. 

 

Fig 5. Temperature distribution on the ground surface 
when affected by convection. 

 

 
 

Fig. 6. Conductor temperature Vs surface temperature 
when affected by convection 

 
The conductor temperature values for the different 
convection heat transfer coefficients were calculated with 
QuickField when the ground surface is affected by 
convection heat flow, which is shown in table 2. Table 2 also 
shows that when the convection heat coefficient is applied at 
the same temperature (30°C) as when the ground surface is 
an isotherm [8], the conductor temperature exceeds the 
maximum permissible temperature of 90°C as stated in the 
studies of [4] and [9].    
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TABLE II.  CONDUCTOR TEMPERATURE WITH 
CONVECTION EXPERIENCED AT THE GROUND SURFACE 

WITH CHANGE IN SURFACE TEMPERATURE. 
 

b. TABLE II. CONDUCTOR TEMPERATURE WITH CONVECTION EXPERIENCED AT 
THE GROUND SURFACE WITH CHANGE IN SURFACE TEMPERATURE. 

 
Figure 7 below shows the temperature distribution in the 
middle conductor when convection is experienced at the 
ground surface when the surface temperature is 30℃. 
 

 
 

Fig. 7. Isotherms with convection heat transfer coefficient of 
4.67. 

 
IV. CONCLUSION 

The simulations using QuickField show that convection 
affects the rating of cables buried underground, as the 

procedures described in the IEC60287 Standard considers the 
ground surface as an isotherm and the steady-state 
temperature of the cables is a function of the surface 
temperature, as well as the temperature of the conductor 
being 90°C. From the change in conductor temperature 
(thermal rating) observed in the middle cable shown in table 
2, considering a steady state, applying the convection 
coefficient is not the correct procedure according to 
IEC60287 Standard, as it will result in a much higher 
predicted cable conductor temperature. The simulation 
indicates a conductor temperature of up to 94.70°C as shown 
in figure 7. With the results observed, convection effects can 
be confirmed. Additionally, as indicated in Table 2, when the 
ground surface is under the effect of convection and is lower 
than 30°C, the conductor temperature is lower than expected 
by the IEC60287 Standard. As a result of these findings, it 
may be concluded that the surface temperature difference 
along boundaries also impacts the thermal rating of 
underground cables. This finding will be advantageous in 
South Africa, as the country is in a subtropical zone where 
the air temperature is higher than the ground temperature. 
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Temperature 
(℃) 

Convection heat 
transfer coefficient 

(W/m2. K) 

Conductor 
Temperature 

(℃) 

30 4.67 94.70 

25 4.39 89.90 

20 4.08 85.20 

15 3.72 80.50 

10 3.25 76.10 

5 2.59 72.30 
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Abstract— The energy trajectory has evolved over the years 

with the inclusion of distributed generation based on renewable 

energy (RE) technologies on the power system grid. The inclusion 

of RE technologies improves the power availability and security. 

However, there are serious technical concern which include 

voltage and frequency variation. In this paper, a power quality 

(PQ) classification scheme for a power distribution grid-

integrated system with (RE) technologies is proposed. The 

proposed scheme uses the wavelet packet transform (WPT) for 

signal processing and feature extraction, and support vector 

machine (SVM) is used for PQ events classification. The proposed 

scheme was implemented using the WEKA machine learning 

platform. Furthermore, the neural network (NN) and naïve bayes 

(NB) classification techniques ware also tested to validate the 

proposed technique.  

Keywords—Classification, Distributed generation, Power 

quality, Support vector machine 

I. INTRODUCTION 

The evolution of the traditional power generating system has 
gained acceleration over the past years with the inclusion of 
distributed generation (DG) being integrated into the existing 
power grid. The change in power generation trajectory was 
ignited by environmental impact that fossil fuels emit during 
power generation. The integration of DGs into the power grid 
particularly the photovoltaic (PV) and wind energy (WE) 
systems have been widely used to improve the system reliability 
and power security. However, the integration of these DG 
technologies introduces technical constrains such as voltage and 
frequency variations, which ultimately impacts on the power 
quality (PQ) of the system [1, 2]. Also, the dependency of the 
PV and WE technologies on the weather conditions further 
impacts the energy forecasting techniques, resulting in improper 
energy management system.  

The PQ diagnostic issue is an important aspect within the 
power engineering fraternity. A significant contribution has 
been made by different researchers to develop technique for PQ 
disturbance detection. The general logic design consists of a 
signal processing technique, feature extraction segment and a 
classification scheme. It is essential to classify the type of PQ 
disturbance correctly, as this gives indication to the operational 
problem in the system. To improve the PQ of the system, any 
disturbance impacting the systems PQ must be known prior in 
order to build a mitigation strategy [3]. Hybrid classification 
techniques based on signal processing and patten recognition 
have been widely used to classify PQ disturbance correctly [4, 

5]. The authors in [6], proposed a technique based on 
Stockwell’s transform (S-Transform) for statistical feature 
extraction and fuzzy-C clustering technique for PQ pattern 
recognition. The proposed scheme was tested on a power grid 
integrated with large PV solar system. The scheme produced 
good results. In [7], a technique based on discrete wavelet 
transform (DWT) and neural network (NN) was proposed for 
PQ disturbance classification. Intelligent systems such as NN 
[8], fuzzy logic and particle swarm optimization (PSO) [9], 
support vector machine (SVM) [10], and probabilistic neural 
network (PNN) [11] are reported to have been used for PQ 
disturbance classification.  

In this paper, a hybrid PQ disturbance classification scheme 
based on stationary wavelet transform (WPT) and SVM is 
proposed. The scheme uses the WPT segment to decompose the 
signal into narrow bands and subsequently statistical features are 
extracted from the bands. A feature matrix is then formulated. 
The matrix is used as input to SVM for PQ disturbance 
classification. The remaining sections of the paper are 
categorized as follow. The theoretical overview of wavelet 
packet transform (WPT) and feature extraction implementation 
is discussed in section II, in section III, the SVM overview and 
classification is discussed. In section IV, the architecture of the 
proposed classification scheme is discussed, in section V a case 
study is discussed to test the validity of the proposed scheme. In 
section VI, the results observed are discussed and lastly section 
VII discusses the conclusion of the work.   

II. THEORETICAL OVERVIEW OF WAVELET PACKET TRANSFORM 

Signal tracking and analysis forms an integral part of power 
system condition monitoring. The wavelet transform (WT) 
technique has been widely used to solve engineering problems. 
Wavelet packet transform (WPT) and DWT are powerful tools 
which have been used in several field such as signal tracking, 
data compression and feature extraction. The DWT and WPT 
are orthogonal wavelet decomposition analysis, where the 
measured signal is passed through several filters, though the 
number of filters in WPT is greater than that of DWT. As 
depicted in Fig. 1, when using DWT, the signal is passed 
through both the low and high filters corresponding to the 
approximation and detail coefficient. At each level of 
decomposition, the detail coefficient is abundant, and the 
approximation coefficient signal is further passed through both 
the low and high filters. The process results in less data 
accumulated at each decomposition level. On the contrary, when 
WPT is employed as depicted in Fig. 2, the signal is passed 
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through both the low and high filters. At each level of 
decomposition both the approximation and detail functions are 
further passed through the low and high filters, resulting in 
greater data output.  

 

Fig. 1: DWT decomposition tree 

 

Fig. 2: WPT decomposition tree 

 Using both the low filter ℎ(𝑘) and high filter 𝑔(𝑘)  the 
recursive functions are defined mathematically as: 

 

𝑊2𝑛(𝑥) = √2 ∑ ℎ(𝑘)𝑊𝑛

2𝑁−1

𝑘=0

(2𝑥 − 𝑘)                                        (1) 

𝑊2𝑛+1(𝑥) = √2 ∑ 𝑔(𝑘)𝑊𝑛

2𝑁−1

𝑘=0

(2𝑥 − 𝑘)                                   (2) 

where, the scaling factor 𝑊𝑂 = 𝜙(𝑥), and 𝑊1 = 𝜓(𝑥) is the 
wavelet function. The WPT function can be represented 
mathematically as: 

𝑊𝑗,𝑛,𝑘(𝑥) = 2𝑗/2𝑊𝑛(2−𝑗𝑥 − 𝑘)                                                 (3) 

The specific time-frequency data of a signal can be measured 
as the inner product of the signal and the basis function of the 
same signal. The WPT coefficients of a function (𝑓) can be 
computed as:  

𝑊𝑗,𝑛,𝑘 =< 𝑓, 𝑊𝑗,𝑛.𝑘 >= ∫ 𝑓(𝑥) 𝑊𝑗,𝑛.𝑘(𝑥)𝑑𝑡                            (4) 

Feature extraction is a mathematical technique used to 
transform high data dimension into small data dimension 
without losing the data significance. In the present work the 
WPT decomposition is performed until the fourth level 
(𝐴𝐴𝐴3 ⋯ 𝐷𝐷𝐷3). Statistical features which include the standard 
deviation (Std), energy (En), skewness (Sk), kurtosis (Ku), 
entropy (Et) and mean (Mn) are extracted from the decomposed 
signal. For simplicity application, the features are extracted at ¼ 
scale of the whole data spectrum. For instance, if there are 1000 
data samples in a cycle, 250 samples will be analyzed, and 

features extracted. The extraction of the data will be recursive 
until the whole data spectrum is covered.  

III. THEORETICAL OVERVIEW OF SUPPORT VECTOR MACHINE  

The initial development of support vector machines (SVMs) 
was aimed at solving statistical problems using structural risk 
minimization analogy [12, 13]. Over the past decades, SVMs 
have widely used in various fields for pattern recognition and 
classification. The application of SVM requires the mapping of 
input vector data into a high dimensional space to determine the 
hyperplane. The hyperplane is the margin that separates the data 
classes accordingly. The hyperplane is set to optimal if the 
separation margin between two different data classes is 
maximum. Mathematically the hyperplane can be calculated 
equivalently as determining the quadratic optimization problem 
as: 

𝑚𝑖𝑛
1

2
|𝑤|2 + 𝐶 (∑ 𝜁𝐼

𝐿

𝐼=1

)                                                              (5) 

Subject to 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1 − 𝜁𝑖 ,            𝜁𝑖 ≥ 0∀𝑖 

Where, 𝑥𝑖 is the 𝑖𝑡ℎ instance and the class label which can 
either be +1 or -1 is defined as  𝑦𝑖 . Solving equation (5) using 
the dual form results in: 

max 𝐿𝐷 = ∑ 𝛼𝑖

𝐼

−
1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗

𝑖,𝑗

(𝑥𝑖
𝑇𝑥𝑗)                                (6) 

Subject to 0 ≤ 𝛼𝑖 ≤ 𝐶    ∀𝐼,         ∑ 𝛼𝐼𝑦𝐼 = 0𝐼  

In most PQ disturbances the data is not linearly separable. 
For such cases the kernel function is used to compute the 
hyperplane. The most used kernel functions are the linear, 
quadratic, radial bias function, and polynomial.  

IV. ARCHITECTURE OF THE PROPOSED METHOD 

The design of the logic sequence for PQ disturbance 
classification is depicted in Fig. 3. The process begins with the 
measurement of voltage signals at the terminal source, The 
measured voltage is passed through the WPT for signal 
decomposition. Subsequently, the statical features are extracted 
from the decomposed signal, the features are used then use to 
train SVM for PQ disturbance classification.   

 

 

Fig. 3: PQ disturbance classification logic sequence 
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V. CASE STUDY 

In order to evaluate our scheme, a 14 bus IEEE system is 
used. The network is modelled at distribution level of 22 kV. 
The power system is modified with the connection of both the 
PV and WE technology. In this work, the PV and WE 
technologies are modelled based on their electrical 
characteristics. The PV technology can be modelled as an 
asynchronous generator with the real power generated 𝑃𝐴𝑆𝐺  and 
reactive power 𝑄𝐴𝑆𝐺   mathematically defined as: 

𝑄𝐴𝑆𝐺 = √𝑃𝐴𝑆𝐺
2 (

1

𝑐𝑜𝑠2𝜙
− 1),                                                    (7) 

where, the operating power factor of the PV technology 
system is given by cos 𝜙. Furthermore, the WE technology can 
be modelled as an induction generator with the real power 𝑃𝐼𝐺  
and the reactive power required to magnetize the induction 
generator computed as: 

 

𝑄𝐼𝐺 ≈ 𝑉2
𝑋𝑐 − 𝑋𝑚

𝑋𝑐𝑋𝑚

+
𝑋

𝑉2
𝑃𝐼𝐺

2,                                                     (8) 

Where, 𝑉, 𝑋𝑐 and 𝑋𝑚 are the system voltage, capacitive 
reactance and magnetizing inductance respectively. The 
modified power distribution network is depicted in Fig. 4. 

Fig. 4: IEEE 14 bus modified system under study 

VI. RESULTS AND DISCUSSION 

This section discusses the simulation results obtained from 
the proposed PQ disturbance scheme. In order to evaluate the 
efficiency of the proposed scheme, different PQ events must be 
evaluated. The PQ events classes and description are represented 
in Table I. One important aspect of using WPT is the selection 
of a mother wavelet. In this work, the symlet4 mother wavelet is 
selected. The selection is based on the statistical comparison of 
different mother wavelet. The statistical comparison of different 
mother wavelet is depicted in Table II. Various PQ disturbance 

events are depicted in Fig. 5. The results show how different PQ 
disturbances impact on the quality of the voltage of the system.  

TABLE I.  PQ SIGNAL CLASSES AND DESCRIPTION 

Signal class Description 

S1 Voltage sag due to PV and WE technologies 

S2 Voltage swell due to PV and WE technologies 

S3 Voltage spike due to PV and WE technologies 

S4 Voltage notch due to PV and WE technologies 

S5 Harmonics due to WE and PV technology 

S6 Sag with Harmonics due to PV and WE technology 

S7 Swell with Harmonics due to PV and WE technology 

TABLE II.  PQ SIGNAL CLASSES AND DESCRIPTION 

Mother wavelet Standard dev. Absolute mean 

Db4 1.755 1.880 

Db14 1.571 1.955 

Sym4 1.320 1.052 

Sym14 1.455 1.250 

 

Fig. 5: Numerous PQ disturbances under study 

 



Pattern recognition and classification is an essential 
engineering segment. This segment enables engineers to 
identify and locate problematic sections withing the power 
system and develop technical strategies to mitigate them. In the 
present work SVM is used to classify different PQ disturbances. 
The classification matrix using WPT-SVM is depicted in Table 
III. The results observed indicate an average accuracy of 98%. 
In order to evaluate the importance of signal decomposition 
using WPT, 1000 cases of each PQ disturbance events were 
evaluated to test the validity of the proposed scheme. From the 
presented results in Table IV, it is observed that there is a 
significant increase of accuracy from 74.3% to 97.8% when 
using WPT decomposition segment. To further validate the 
proposed scheme, the naïve bayes (NB) and neural network 
(NN) classifiers were also tested. The comparison results of the 
are presented in Table V. The results indicate a high accuracy 
for the proposed WPT-SVM PQ disturbance scheme.  

TABLE III.  PQ SIGNAL CLASSES AND DESCRIPTION 

Signal class S1 S2 S3 S4 S5 S6 S7 

S1 100 0 0 0 0 0 0 

S2 2 95 0 2 0 0 1 

S3 0 1 99 0 0 0 0 

S4 0 0 0 97 1 1 0 

S5 1 0 0 0 99 0 0 

S6 0 0 0 0 0 100 0 

S7 0 0 1 1 2 0 96 

Accuracy = 98% 

TABLE IV.  PQ SIGNAL CLASSES WITH AND WITHOUT 

WPT 

Signal 
class 

No. of 
cases 

Without WPT With WPT 

Correctly 
classified 

Incorrectly 
classified 

Correctly 
classified 

Incorrectly 
classified 

S1 1000 810 190 950 50 

S2 1000 890 110 955 45 

S3 1000 778 222 1000 0 

S4 1000 920 80 1000 0 

S5 1000 433 567 995 5 

S6 1000 585 415 950 50 

S7 1000 791 209 1000 0 

Total 7000 5207 1793 6850 522 

% Accuracy 74.3 97.8 

TABLE V.  CLASSIFICATION COMPARIOSN WITH OTHER 

SCHEMES 

Scheme Accuracy (%) 

WPT-NB 88 

WPT-NN 91 

WPT-SVM 98 

 

VII. CONCLUSION 

The continuous assessment of PQ of the power system 
network is an important exercise, which must be undertaken 
with critical care. Protection engineer often uses the PQ 
disturbances to evaluate the integrity and security of the system. 
In this paper, a hybrid WPT-SVM scheme is proposed to classify 
the PQ disturbances in a hybrid integrated power system with 
the PV and WE technologies. The proposed scheme uses the 
WPT for signal decomposition and feature extraction. The 
extracted statistical features are subsequently fed into the SVM 
classifier for training and testing purposes. The scheme 
produced an accuracy level of 98%, signifying its robust ability 
to distinguish different PQ events correctly. Future work will 
entail the analysis of PQ events with a hybrid network 
comprising of a battery storage system.    
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Abstract—In this paper, a simple but effective maximum 

power point tracking control method is proposed for DC-grid-

connected wound rotor synchronous wind generators. However, 

to investigate and prove the method through theory and practi-

cal demonstration, an equivalent DC system was first studied. 

Per-unit analysis was used to explain the control method, which 

required only turbine speed information for maximum power 

point operation. Practical demonstration of a 2-kW system con-

firmed the simplicity and ability of the control method to oper-

ate the turbine always at or close to maximum power point.  

Keywords—maximum power point, DC grid, wound rotor, syn-

chronous wind generator. 

I. INTRODUCTION 

In small-scale (< 100 kW) wind turbine generator systems, 
rare-earth permanent magnet (PM) generators are used almost 
exclusively. These generators have high efficiency and power 
density, but suffer from the environmental, production and 
cost issues of the rare-earth PM materials. The latter aspects 
force industry to also look at so-called non-PM wind generator 
options for small-scale wind energy applications. 

Among the non-PM wind generators are the cage, reluc-
tance and wound-rotor generators, of which the former two 
need active synchronous rectifiers, while the latter can be op-
erated with active-synchronous or passive diode bridge recti-
fiers. As the use of active-rectifier converters in the top tower 
of small-scale systems is difficult and costly, these converters 
must be installed at ground level, which is not ideal from a 
long supply-cable and electromagnetic interference point of 
view. Furthermore, the reliability of active rectifiers relative 
to passive diode rectifiers is very bad. This all makes the use 
of wound-rotor synchronous generators (WRSGs) with top 
tower-installed passive diode rectifiers a very attractive non-
PM option.  

Connecting the rectified DC-voltage wind generator sys-
tem to a DC system is quite common in very small (< 5 kW) 
wind energy systems, such as for battery charging [1]. But the 
advantages of having a DC grid system to interface with the 
renewable energy and electrical loads are also realised in 
large-scale wind energy systems [2]-[9]. In these systems, the 
wind energy system is connected to the DC system by either 
active rectifiers [3], [5], [9], diode rectifiers in series with DC-
DC converters [6], [10], or else by only diode rectifiers [1], 
[8]. The viability and control of using WRSGs in DC-con-
nected systems are considered by [4], [7] and [11], amongst 
others. 

 In this paper, we consider the small-scale DC wind energy 
system shown in Fig. 1. It consists of a geared wind turbine 
drive train with a WRSG connected to a DC-DC converter via 
a full-bridge diode rectifier. The DC-DC converter, which is 
under duty cycle control, supplies the load with DC power. 
The DC load can either be a water-heating element, a hydro-
gen electrolyser, or a storage battery or fixed DC-grid voltage 

source. The WRSG is self-magnetised by using a permanent 
magnet brushless exciter (PMBE), which is powered mechan-
ically from the wind turbine, as shown in Fig. 1. In [11], a 
similar WRSG wind turbine system is considered connected 
to a fixed DC grid, but here the field voltage and thus flux of 
the WRSG is controlled by a DC-DC converter. It is shown 
that this system has its advantages, but with the disadvantage 
of an oversized wind generator 

 The heart of the paper is the proposed function generator, 
shown in Fig. 1. The function generator controls the duty cycle 
of the DC-DC converter in such a way that maximum power 
point tracking (MPPT) is always obtained. This is done by 
only measuring the frequency or the mechanical speed of the 
generator. Such a MPPT control method was first proposed 
and evaluated by [10] for a small-scale PM wind generator. 
The method distinguishes itself from the classical perturb and 
proportional-integral-derivative (PID) MPPT control methods 
[12], [13]. The method can be considered as continuous vari-
able as perturb and PID control actions are absent. 

 In this paper, we determine the speed function of the func-
tion generator in Fig. 1 for different types of DC loads. Also, 
the sensitivity to load parameter changes, as well as the dy-
namic stability of the proposed control system, are investi-
gated. To confirm the method with measured results, the study 
in this paper is done using an equivalent DC system. The anal-
ysis is done in per-unit at a base power level of 2.1 kW. 
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Fig. 1. DC-connected geared WRSG wind turbine system.  

II. SYSTEM DESCRIPTION 

In this section, the turbine characteristics and equivalent 
DC generator system are described briefly.  

A. Turbine power characteristics 

 The per-unit turbine power curves of the WRSG system 
are shown in Fig. 2. At a maximum turbine power point of Pt 
= 1.0 pu (2.1 kW), the turbine speed is ωt = 1.0 pu (320 rpm) 
at a wind speed of 12 m/s. At ωt = 0.313 pu turbine speed, the 
turbine is at its cut-in speed (100 rpm) at 3 m/s wind speed. 
Hence, the per-unit maximum power-point (MPP) power of 
the turbine (dotted line in Fig. 2) is expressed by 

3
(MPP)t tP ω=  (pu).                                (1) 

With a gear ratio of 4.688, the per-unit speed of the 

WRSG in Fig. 1 is 1 500 rpm (ωn = 1.0 pu), with ωn = 0.313 

pu the cut-in speed of the WRSG at 469 r/min. 



 
Fig. 2. Turbine power versus turbine speed, with wind speed a parameter; the 

dotted curve shows Pt (MPP). 

B. Equivalent DC system 

 The equivalent DC system is shown in Fig. 3. In the place 
of the PMBE in Fig. 1, we use a fixed field-current DC ma-
chine as DC exciter (DC-E), as shown in Fig. 3. The DC-E is 
mechanically connected to the DC generator (DC-G), which 
replaces the WRSG and diode rectifier in Fig. 1. The gener-
ated armature voltage of the DC-E is used to supply the field 
circuit of the DC-G, as shown in Fig. 3.  

 Table I gives all the system parameters of the equivalent 
DC system based on the laboratory test system. Parameters Ea, 
Ia and Ra in Table I are the induced voltage, current and re-
sistance of the armature circuit of the DC-G respectively. 
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Fig. 3. Equivalent DC generator wind turbine system.  

TABLE I: System parameters of equivalent DC system. 

Parameter Base value 

Pbase 2.1 kW 

Ea(base) 190 V 

Ia(base) 11.05 A 

Ra(base) 17.19 Ω 

ωbase(low speed) 33.57 rad/s (320 rpm) 

ωbase(high speed) 157.1 rad/s (1 500 rpm) 

Ra 2.56 Ω 

La 12.2 mH 

Ra 0.149 pu 

J 21 kg.m2 

Gear ratio 4.688 

C. DC-DC converter 

 In the system in Figs. 1 and 3, we consider a buck–boost 
DC-DC converter. This is to allow for extreme volt-current 
load specifications, namely high-voltage low-current loads or 
low-voltage high-current loads. Considering the converter as 
lossless, and in the continuous conducting mode, the relation-
ships between the output and input voltages and currents of 
the buck–boost converter are determined by the duty cycle, D, 
in Fig. 3 as 

1 1
;

1

d d

o o

V ID D
a

V D I D a

−
= = = =

−
.                  (2) 

D. DC loads 

 Three types of DC loads for the small-scale wind energy 
DC system are possible, as shown in Fig. 4. These are constant 
DC voltage source loads with a very small internal resistance, 
such as batteries and constant DC-voltage grids, loads mod-
elled as voltage sources in series with a relatively large inter-
nal resistance, such as hydrogen-electrolyser loads and, lastly, 
pure resistor loads, such as water-heating elements. In this 
study and analysis, we consider only the extreme of these 
loads, namely the constant voltage source load in Fig. 4(a), 
and the pure resistor load in Fig. 4(c). 
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  (a)    (b)   (c) 

Fig. 4. DC load models of (a) ideal battery or DC grid, (b) hydrogen electro-
lyser, and (c) water-heating element.  

III. PER-UNIT MODELLING 

In this section, we consider the steady state per unit de-

scription of the DC-equivalent system in Fig. 3. This is in an 

attempt to derive a mathematical expression of the duty cycle 

versus speed of the function generator in Fig. 3, with the tur-

bine always at MPP according to (1). 

A. Turbine and generator modelling 

 Referring to the high-speed side of the gearbox in Fig. 3, 
the per-unit turbine power is described on the basis of (1) as 

3
(MPP)t nP ω= ,                            (3) 

where ωn is the per-unit speed of the DC-G in Fig. 3. The ro-
tational losses of the system, which include the windage and 
friction losses of the drive train, as well as the core losses of 
both the DC-E and DC-G, can be determined experimentally 
for the system as a function of speed. From this, the per-unit 
value of the rotational losses as a function of speed can be ob-
tained, which is typically a function of the form 

y
rot nP kω=  ,                       (4) 

and where k and y are determined experimentally. The per-
unit developed armature power of the DC-G can now be de-
termined from (3) and (4), as 

a a a t rotP E I P P= = − ,                            (5) 

where Ea and Ia are the induced armature voltage and armature 
current of the DC-G. Ea is a function of the speed, ωn, and the 
field flux of the DC-G. The field flux is a function of the in-
duced armature voltage of the DC-E, as shown in Fig. 3, which 
in turn is again a function of the speed of the system, ωn. If we 
linearise the flux change with speed (through a per-unit point 
of speed and flux), and ignore the small armature voltage drop 
in the DC-E, then the per-unit induced armature voltage of the 
generator can simply be modelled by  

2
a nE ω= .                  (6) 

 The per-unit armature voltage of the DC-G, which is also 
the DC supply voltage to the DC-DC converter, as shown in 
Fig. 3, is given by 

d a a a aV V E I R= = − .                          (7) 
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B. Per-unit load modelling 

 The circuit parameters of the general load model in Fig. 
4(b) can be referred to the generator side of the converter in 
Fig. 3 using (2), as 

21
; ;L L o o L LV aV I I R a R

a
′ ′ ′= = = .                 (8) 

 Note that (8) is valid in per unit based on the base values 
of the equivalent DC system in Table I. Thus, the VL, Io and RL 
in (8) are per-unit values based on the base values of the volt-
age, current and resistance in Table I.   

C. Duty cycle versus speed 

 With the referred load model of (8), we can rewrite (7) as 

a d a a L a L a aE V I R V I R I R′ ′= + = + + .                    (9) 

With Ia = Pa /Ea from (5), and Ea given by (6), (9) can be re-
written using (8) as 

( ) ( ) ( )

2 2

2 2

2 2 2 0.

a a
n L L a

n n

a L L n a a n

P P
aV a R R

P R a V a P R

ω
ω ω

ω ω

= + +

 + + − =

            (10) 

From (10), a can be solved as 

2 2 4 44 ( )

2

L n L n a L a a n

a L

V V P R P R
a

P R

ω ω ω− + − −
= ,            (11) 

and hence the duty cycle D from (2) as 

1

1
D

a
=

+
.                                     (12) 

 Given per-unit load parameters VL and RL, and with Ra 

known, we can determine D = f (ωn) numerically by choosing 

a series of values for ωn and calculate Pt , Prot and Pa accord-

ingly from (3) to (5), and then a and D from (11) and (12) 

(see further Section IV(C) in this regard).  

IV. SYSTEM DUTY CYCLE VERSUS SPEED FUNCTION 

In this section, we consider the unique duty cycle versus 

speed function of the wind energy system in Fig. 3 using the 

per-unit analysis in the previous section. The calculations are 
based on the system parameters of Table I. For the per-unit 

Prot calculation of (4), we took k = 0.08 and y = 1 in the anal-

ysis. Only two of the types of DC loads are considered, 

namely the voltage source in Fig. 4(a) and the resistor in Fig. 

4(c). 

A. Power, voltage and current variation with system speed 

In Fig. 5, the power and DC link voltage and current var-

iation versus turbine speed of the wind energy system are 

shown, with the wind turbine always at maximum power. 

Note that these performance curves stay the same, independ-

ent of the type of DC load. 

It is shown in Fig. 5 that the efficiency of the system at ωn 
= 1.0 pu speed is almost 83%. The highly linear variation in 

the DC link current, Id = Ia with ωn in Fig. 5, can be under-

stood from (3), (5) and (6), namely that, with Pa following Pt 

very closely, we have Pa = Ea Ia = ωn
2Ia ≈ ωn

3, which implies 

that Ia ≈ ωn in per-unit values. The quadratic function of Vd 
versus ωn in Fig. 5 stems from the fact that Ra is relatively 

small, which implies that Vd = Va ≈ Ea = ωn
2. 

 
Fig. 5. DC-link voltage and current versus per-unit system speed with the tur-
bine at maximum power point. 

B. Duty cycle with voltage source and resistor as loads 

 In Fig. 6, the MPP duty cycle versus the system speed cal-
culated according to (12) is shown for two voltage source 
loads. The decreasing duty cycle is from (2), due to the in-
crease in Vd with system speed (see Fig. 5) and the constant 
load voltage. 
  In Fig. 7, the MPP duty cycle versus system speed is 
shown for two resistor loads. Here, the very flat duty-cycle 
curves are because of the load resistor voltage and current that 
follow to a certain extent the voltage and current on the gen-
erator side as power increases, with only a slight change in the 
referred resistor load. The duty cycle hence varies little. 
 

 
Fig. 6. Duty cycle versus per-unit system speed for 0.2 pu (38 V) and 2.0 pu 
(380 V) DC voltage source loads. 

 
Fig. 7. Duty cycle versus per-unit system speed for 0.2 pu (3.44 Ω) and 2.0 pu 
(34.4 Ω) resistor loads. 
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C. Duty cycle versus speed function 

  An objective of the study was to determine the function 
of the function generator in Fig. 3 to have the wind energy 
system always at maximum power-point operation. This func-
tion has system speed as input and duty cycle as output, i.e. 

( )n nf Dω ω→ → .                            (13) 

 From Figs. 6 and 7 it can be seen that these functions are 
very smooth and can easily and accurately be expressed by a 
second-degree interpolating polynomial of the form 

2
MPPT 1 2 3( )n n nD f c c cω ω ω= = + + ,                    (14) 

where c1, c2 and c3 are determined from the data of three points 
on the duty-cycle curve.  

 The method to determine (14) for a specific load is to key 

into a microprocessor the parameters of the load, do the data 
calculations at a number of speeds according to (12), and then 

determine the coefficients of (14) from this data. Of course, 

the load parameters can also be measured to determine (14) 

in real time, or the coefficients c1 to c3 can be determined over 

time by machine learning algorithms to maximise the energy 

harvesting. 

V. SENSITIVITY TO LOAD PARAMETERS 

 It is always important to determine the sensitivity of the 
MPPT wind energy system to load parameter changes. To de-
termine this for the proposed MPP control system, we inves-
tigated the change in load parameters on the MPPT. In the case 
of the voltage source load in Fig. 4(a), it means a variation in 
the load voltage, VL, and in the case of the resistor load in Fig. 
4(c), a variation in the load resistance, RL. 

 Fig. 8 shows the effect of a change in the constant voltage 
of the voltage source in Fig. 4(a) on the MPPT of the turbine. 
The zero-percentage curve is of the duty cycle function deter-
mined according to the given voltage, as in Fig. 6. The +5% 
and -5% curves are the MPPTs of the turbine, using the same 
duty cycle function as in Fig. 6, but now with a +5% and -5% 
change in the constant voltage of the voltage source. The sys-
tem speed is clearly very sensitive to such small changes in 
voltage. This is due to the relatively small armature resistance, 
Ra, between the referred load voltage, VL', and the armature-
induced voltage Ea; the incorrect duty cycle, thus with a 
changed VL', forces a change in Ea, and consequently in the 
speed. The energy harvest, however, is shown in Fig. 8 to be 
almost insensitive to ±5% load voltage changes due to the flat 
turbine power characteristics. 

 
Fig. 8. Effect of percentage load voltage variations on the MPPT. 

 

Fig. 9. Effect of percentage load resistance variation on the MPPT. 

 The same process as just described for the voltage source 
load is followed in Fig. 9, but in this case with the resistor load 
[Fig. 4(c)] connected to the wind energy system and with the 
effect of percentage changes in resistance value on the MPPT. 
The ± 30% curves in Fig. 9 are the MPPTs of the turbine using 
the duty cycle functions as in Fig. 7, but with a ± 30% change 
in resistance value. It is shown in Fig. 9 that the MPPTs are 
very insensitive for relatively large percentage changes in load 
resistance. Also, this result can be explained on the basis of 
the analytical model that was developed.  

VI. SYSTEM STABILITY 

 An important aspect of any wind energy system, and hence 
the proposed system in Fig. 3, is its stability under dynamic 
conditions. This is important, as wind speeds can vary rapidly, 
as in the case of wind gusts. What therefore is in question is 
whether the proposed control system using (14) is stable under 
dynamic wind speed conditions. 

 In a study of a similar PM generator system [10], it was 
found that the system is stable and has the properties of a low-
pass filter. It therefore was expected that the proposed system 
in Fig. 3 would also be stable. However, to confirm this, 
MATLAB Simulink simulations were done of the system in 
Fig. 3, using the system parameters of Table I. 

 The response of the duty cycle of (14) for a step plus si-
nusoidal wind-speed input to the wind energy system of Fig. 
3 is shown in Fig. 10. The frequency of the sinusoidal input is 
varied in three cases, as shown in Fig. 10(a) to (c). These re-
sults confirm the stability of the system against step wind-
speed inputs and the behaviour of the system as a low-pass 
filter at high wind-speed frequencies. 

VII. PRACTICAL SYSTEM AND RESULTS 

To test the proposed MPPT wind energy system in Fig. 3 
practically, use was made of two mechanically connected DC 
machines, as shown in Fig. 11(a). One of the DC machines 
was used as DC-E and the other as DC-G. The machine in the 
middle of the two DC machines is an induction machine that 
was used with a variable speed drive (VSD) to drive the sys-
tem; the induction machine VSD therefore emulates the wind 
turbine in Fig. 3. 

 To implement the proposed control, a microprocessor and 
a step-down DC-DC converter were used, as shown in Fig. 
11(b). The microprocessor measures the speed of the system 
and outputs the pulse-width modulation (PWM) duty cycle to 
the DC-DC converter according to (14).  
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(a) Step plus 0.8 Hz wind speed input. 

 
(b) Step plus 8 Hz wind speed input. 

 
(c) Step plus 32 Hz wind speed input. 

Fig. 10. Duty cycle step and frequency response versus time of the proposed 
MPP-control wind energy system. 

 For the tests, the speed of the system was adjusted using 
the VSD. In the first test, the open circuit characteristics of the 
DC-E and DC-G in Fig. 3 were measured. These results are 
shown in Fig. 12. As shown, the field current versus speed of 
the DC-G is linear, as expected. However, the induced voltage 
Ea versus speed is not completely quadratic, as assumed by 
(6); Ea = ωn

1.5 gives a good fit instead. The reason for this de-
viation is the non-linear magnetisation relationship between 
the field current and generated flux of the DC-G. 

 For the load tests, the output power of the DC-G was meas-
ured and compared with the estimated power output under 
MPP control. For the estimated power, we used the measured 
relationship of Ea versus speed in Fig. 9 from the cut-in speed. 
The measured and estimated results are shown in Figs. 13 and 
14, for a resistor and battery load respectively. For the resistor 
load, the comparison between the measured and estimated 
powers is almost perfect, as shown in Fig. 13. For the battery 
load, however, the comparison was not as good, as shown in 
Fig. 14.  The reason for the latter is the high sensitivity of  the 

 

(a) 

 

(b) 

Fig. 11. Practical test system, (a) DC-E, DC-G and induction machine (mid-
dle), and (b) DC-DC converter, VSD and micro-controller. 

 

Fig. 12. Measured induced field current and voltage versus speed of the DC 
generator. 

 
Fig. 13. Measured and estimated MPP generator output power versus speed 
for a 28-Ω resistor load. 
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Fig. 14. Measured and estimated MPP generator output power versus speed 
for a 72 V, 30 mΩ internal resistance battery load. 

system to the duty cycle; this is because of the very small in-
ternal battery and generator resistances. The comparison in 
Fig. 14 is nevertheless deemed sufficient. 

VIII. CONCLUSION 

 In this paper, a proposed MPP control of a WRSG con-
nected to a DC load via a diode rectifier and DC-DC converter 
is investigated by means of an equivalent DC system study. In 
this method, the DC-DC converter is optimally controlled ac-
cording to a MPP determined duty cycle speed function. From 
the analysis and results, the following conclusions are drawn. 

 The MPPT duty cycle speed function gives a simple rela-
tionship and can be represented accurately with a second-de-
gree interpolating polynomial. The implementation on a mi-
croprocessor is thus very simple. 

 The MPPT duty cycle speed function is shown to be very 
load specific; it varies greatly between types of DC loads. 
However, the VL and RL parameters of the DC load can easily 
be keyed into the controller, and the duty cycle speed function 
quickly determined by the microprocessor. 

The sensitivity of the proposed MPP control method to 
load parameter variation is shown to depend on the type of DC 
load. For resistive loads, the sensitivity is very low. For DC 
voltage source loads, however, the system is very sensitive 
due to the very small armature resistance, Ra, of the DC-G. In 
this regard, it should be noted that, for a WRSG system, the 
sensitivity to changes in the DC voltage source will be much 
less due to the relatively high internal synchronous reactance, 
Xs, of the WRSG (Xs >> Ra). 

Simulations of the proposed MPP-controlled wind energy 
system show that the system is absolutely stable against 
changes in wind speed and that it behaves as a typical low-
pass filter. 

Experimental results from an equivalent DC system con-
firm the proposed MPP control method.  The simplicity of  the 
control  system  was  shown  in  the  practical  setup,  using  a 
microcontroller with a simple speed function to determine the  

 

 

 

 

 

 

 

MPP duty cycle.  

To compensate for large variations in DC load parameters, 
these parameters can be measured and the MPPT duty cycle 
speed function can be adjusted in real time. Also, the three 
coefficients of the MPPT speed function of (14) can be opti-
mised over time by machine-learning algorithms to maximise 
the harvesting of wind energy. 
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Abstract—High demand in industrial processes has resulted 
in technological advancements, particularly where materials 
need to be handled efficiently to realize profits. The overhead 
crane is a versatile machinery that diversely achieves 
movements of heavy objects that other material handling 
methods cannot manage in complex environments. The 
application of variable frequency drives (VFDs) on cranes 
achieves smooth and precise handling of heavy objects and 
consequently eliminates mechanical shock, thus prolonging 
machinery lifespan. To manoeuvre a load at the desired speed, 
the motors are often operated at a fraction of their rated speeds. 
At low speeds, the motor rotation opposes the generated torque. 
During this phase, the motor is electrically braking and 
behaving as a generator. The motor is feeding energy towards 
the VFD in what is known as regeneration. To mitigate the 
effects of the rising energy in the VFD, external resistors are 
connected to dissipate the energy as heat. The project aims to 
study VFD energy flow and design a system that recycles energy 
based on the findings. A VFD hoist has been constructed in 
laboratory conditions to investigate the compatibility of existing 
renewable energy storage technology to replace the resistors for 
crane-safe requirements. 

Keywords—variable frequency drives (VFDs), supercapacitor, 
DC bus, bidirectional DC-DC converter, regenerated energy, 
dynamic braking  

I. INTRODUCTION  
In modern processes, overhead crane motions are required 

to be very precise for safe operations. The application of 
Variable Frequency Drives (VFDs) [1-3] for crane motor 
control achieves smooth and precise handling of heavy objects 
and consequently safeguards the crane from the effects of 
mechanical shock thus prolonging machinery lifespan. In 
rotating types of machinery such as cranes, torque and motor 
rotation oppose each other when the machine has to slow 
down and stop. When hoisting machinery lowers a heavy load, 
the motor rotation and the generated torque oppose each other. 
In hoists designed with a counterweight system, the 
opposition of generated torque and motor direction occurs 
when a hook is raised with no load attached. In these cases, 
the hoist motor operates in a generator mode which develops 
energy in the crane's electrical system. This process is referred 
to as regeneration. Cranes produce huge amounts of 
regeneration in every operational cycle. Regeneration energy 
rises to dangerous levels in the VFD system if it is not 
discarded appropriately. Currently, the most common solution 
employed on crane systems to mitigate the rising regenerated 
energy is by redirecting it to resistors where it is converted to 
thermal energy. This process is referred to as dynamic 
braking. In dynamic braking, the VFD is protected but the 

resistors lose valuable energy from the crane as heat to the 
environment. Active Front Ends (AFE) that convert the 
regenerated energy to be directed back to the grid may be 
employed to save energy. However, the converted currents 
from the AFEs are not exactly sinusoidal as they contain some 
ripple of the switching frequency. This creates harmonics that 
need to be actively filtered to avoid distortions to the grid, it is 
a very costly exercise.  

This paper proposes an implementation of recycling 
regenerated energy in a VFD machinery system. The research 
aims to formulate a practical technique for conserving 
regenerated energy by studying a typical industrial overhead 
VFD hoist under controlled laboratory conditions. The 
technique will investigate the overall energy and financial 
benefits of the implementation. Using a bidirectional DC-DC 
converter, it is possible to direct regenerated energy from the 
machinery to a power storage package and return it to the 
machinery on demand. A bidirectional DC-DC converter 
operates in buck mode where electrical power is absorbed 
from the VFD to the storage pack and operates in boost mode 
to supply power from the storage pack. This implementation 
is aimed at reducing machinery operational energy losses by 
containing system-regenerated energy as opposed to 
dissipating it as heat to the environment. The objective of the 
research is to design a practical energy-saving solution that 
can be implemented easily and safely into existing machinery. 
The research is designed to pioneer further study of other 
similar electrical machinery and applications. The research 
aims at developing a model for industrial electrical types of 
machinery to operate at optimal conditions as efficiently as 
possible [4-6]. The research will demonstrate the best options 
to achieve the reliability of industrial plants that will pay back 
financial dividends by eliminating unplanned production 
stoppages and by reducing energy demands. By conducting a 
performance analysis of industrial machinery, we are able to 
detect shortcomings of the running system and develop 
appropriate solutions.  

II. LITERATURE REVIEW 
A standard variable frequency drive (VFD) consists of a 

diode/thyristor six-step unidirectional rectifier on the power 
supply input and an insulated gate bipolar transistor (IGBT) 
bidirectional inverter on the induction motor end. The rectifier 
and the inverter are connected through a DC link (DC bus) as 
shown in Fig. 1. A typical overhead crane consists of several 
VFDs operating different motors for functions such as 
hoisting, cross travel and long travel motions. To achieve 
instantaneous torque control during acceleration and 
deceleration, crane VFDs are operated in a vector mode 
control. A motor operates in a motoring and a braking mode. 



In a motoring mode it converts electrical energy to mechanical 
energy, which supports its motion. In a braking mode, it works 
as a generator converting mechanical energy to electrical 
energy, thereby opposing the motion. A motor can provide 
motoring and braking operations for both forward and reverse 
directions. In loads involving up-and-down motions such as 
the hoisting application, the speed of the motor which causes 
upward motion is considered forward motion and is given a 
positive sign. The downward motion is considered the reverse 
direction and it is assigned the negative sign. 

When an induction motor is braking or overhauling under 
loaded conditions, it acts as a generator causing energy to flow 
back into the VFD through the bidirectional IGBT inverter. 
The unidirectional rectifier prevents the energy from flowing 
back to the mains supply line thereby raising the DC bus 
voltage to harmful levels. To control the DC bus voltage in 
hoisting machines, a chopper circuit in the VFD directs the 
regenerated energy to a set of resistors to convert it into 
thermal energy [7-9]. This energy is lost from the crane system 
and contributes negatively to the problem of global warming. 

 
Fig. 1. The basic layout of a typical six-diode VFD 

Other methods of saving the regenerated energy are 
achieved by adding AFE technology to the VFD to convert the 
DC energy to AC power and redirect it to the grid. The AFE 
technology has proven to be very costly as extra filters are 
required to mitigate harmonics that are developed during the 
conversion phase. AFEs are further disadvantaged by the fact 
that the maximum output voltage is typically limited to around 
87% of the AC supply to achieve acceptable harmonic 
distortion levels. This results in higher motor losses and 
lowers operational efficiency. AFEs generate significant 
levels of ground leakage current which can cause inadvertent 
ground fault trips and failure of sensitive equipment in a plant. 
The objective of the research is to store the regenerated energy 
by employing Renewable Energy Technology (RET) thereby 
minimising energy losses from the system. 

III. METHODOLOGY 
A. Case study 

A case study survey of an industrial line overhead crane is 
carried out during real-time production runs. The crane has a 
25-ton 50 kW three-phase 400 V hoisting unit. Monitoring 
software is incorporated on the crane hoist VFD for a 
continuous period of 6 eight-hour shifts. The data is 
downloaded for analysis. The results collected are displayed 
in Fig. 2 and explained in tables II and III. The results show 
that there are considerable energy losses in the resistors during 
the regenerative dynamic braking of the crane. The plant has 
four such cranes operating at the same time resulting in total 
annual losses of over 38 500 kWh of electrical energy equal 
to R100 000, due to hoist dynamic braking alone. This amount 

is equivalent to the average energy consumption of ten 
households per year. This serves as the motivation for the 
study. 

 

Fig. 2. Dynamic Braking of a 50kW crane hoist 

 
TABLE I.  DYNAMIC BRAKING OF 50KW CRANE HOIST 

Trend Signals Min Max Signal Scaling 

(1) DC Bus Voltage 563 VDC 789 VDC 1000 (VDC/100%) 

(2) Torque Reference -129.4 % 90.0 % 100.0 (%/100%) 

(3) Motor Speed 0.00 Hz 51.23 Hz 50.00 (Hz/100%) 

(4) Output Power -30.8 kW 2.4 kW 50.0 (kW/100%) 

 

TABLE II.  DYNAMIC BRAKING OF 50KW CRANE HOIST 
Dynamic Braking (DB) results of a 50kW production crane hoist 

DB Power 30.8kW 

DB duration 30s/cycle 304h/year  

Energy losses due to DB 9636kWh/year 

Tariff R2.77769/kWh 

Financial losses due to DB R26 000.00/year 

 

B. Experimental model 

Extreme safety industrial requirements and the possibility 
of dropping heavy loads during experimental implementations 
for the study resulted in the construction of a laboratory model 
of a crane hoist. A 1000 kg hoisting capacity unit presented in 
Fig. 3 has been designed and constructed for analyzing the 
regenerative energy under controlled conditions. The hoisting 
unit is operated with a 1.5 kW three-phase 380 VAC, 40% duty 
cycle induction motor with an electromechanical brake. A 3 
kW three-phase 360 – 400VAC VFD with a real-time monitor 
display is used to operate the motor. The VFD has an internal 
chopper circuit connected to the DC bus and an external 
dynamic braking resistor. The aim of the study is to conduct a 
complete analysis of the DC bus voltage and output power on 
a typical industrial hoisting application during the 
regeneration phase. The hoist will be subjected to various 
loads as in a typical industrial operational setting. From the 
findings, calculations will be carried out to develop a circuit 
that will replace the external dynamic braking resistor with 
RET. The proposed RET will include a suitable DC-DC 
bidirectional converter and a supercapacitor based on the 
findings. In the motoring mode, energy will be drawn from the 
supercapacitor via the DC bus to operate the motor. The VFD 
will only draw energy from the grid when the supercapacitor 



voltage drops below the minimum DC bus operational voltage 
level. 

The DC bus voltage is designed to operate below an upper 
limit Vmax and above a lower limit Vmin to control the VFD. 
Vmax is set to protect the VFD hardware from over-voltage 
damage and the Vmin voltage is set to maintain sufficient 
voltage to operate the motor efficiently. When the voltage is 
out of the minimum and maximum range, the VFD protection 
circuit will trip. The values differ with various VFD designs 
depending on the manufacturer. In this study, Equations (1) 
and (2) were used for the parameter settings of the VFD. 

 (1) 

Where Ka is the volt-drop coefficient of the VFD three-phase 
bridge rectifier circuit as provided by the manufacturer. 

 (2) 

TABLE III.  MACHINE PARAMETERS 
Machines Parameters Value 
Motor power Voltage 380 V 
Motor Rated Current (FLA) 3,70 A 
Motor Rated Slip 3,020 Hz 
Motor No-Load Current 1,67 A 
Motor Pole Count 4 
Motor Line-to-Line Resistance 11,846 Ω 
Motor Leakage Inductance 24,2 % 
Motor Saturation Coefficient 1 0,50 
Motor Saturation Coefficient 2 0,75 
Motor Rated Power 1,50 kW 
Motor speed N 1400 rpm 
Gearbox ratio GR 96:1 
Gearbox output speed 15 rpm 
Gearbox efficiency ηG 80% 
Rope drum diameter D 600mm 

 
Fig. 3. Laboratory hoisting assembly two-fall rope system set up 

The dynamic Equation of the hoist machinery is given by 
 

 (3) 

Where Tm is the motor torque, TL is the load torque and J is 
the moment of inertia of the machinery. For constant inertia 
traction machines  therefore 
 

    (4) 

The component J(dωm/dt) is the dynamic torque of the 
machinery. When  then  the system 
accelerates and decelerates when . Steady-state 
operation is reached when , then  
When fully loaded at steady state condition, the load m is 
equally distributed on a two-fall rope hoist system shown in 
Fig. 2. The load torque (TL) at the rope drum is determined 
with Equation (5). 
 

 (5) 

The load torque at the motor end is calculated by a factor of 
the gear ratio (GR) and the gearbox efficiency (ηG) from Table 
III. The maximum motor torque (Tmmax), peak motor power 
(PP), and dynamic braking resistance (Rb) are determined with 
Equations (6), (7) and (8) respectively. 

 (6) 

 

  (7) 

 

  (8) 

C. Common DC bus 

An overhead crane system consists of hoisting, cross-
movement and bridge travelling units which are operated 
independently of each other. A crane system may consist of 
several VFDs and induction motors performing various 
functions. Installing a set of the energy-storing device for each 
VFD is costly. The research proposes installing a single 
storage pack connected to all the crane VFDS via a common 
DC bus as shown in Fig 4. The advantage of a common bus is 
that VFDs can share and balance power when some motors 
are in motoring mode while others are in generation mode. 
During this condition, the motoring VFDs utilise power from 
the regenerating VFDs thereby conserving energy and 
reducing demand from the grid. Excess energy that is not 
utilised by the VFDs is absorbed into the storage pack via a 
bidirectional DC-DC converter connected to the common DC 
bus. The stored energy is drawn by the crane system during 
demand instead of drawing from the grid [10-13]. Due to the 
fast power changes and high peak values that will be 
experienced on the common DC bus, supercapacitors have 
been selected for the energy storage design due to the high-
power density and fast response time that will be required. 
Supercapacitors have proven to be reliable for similar 
applications in smart grid systems such as uninterruptable 
power supplies and fuel cell renewable energy systems [14-
15]. 



 
Fig. 4. Overhead crane multiple VFD system with a common DC bus 

IV. EXPERIMENTAL RESULTS 
Tables IV and V present the regenerative braking 
experimental measurements of the variance between DC bus 
voltages, motor torque, and output power at different 
operational speeds. Figures 4 and 5 depict the recorded 
readings of the system. Table V provides the regenerative 
power measurements that are required for the sizing of the 
storage unit and the bidirectional DC-DC converter [16-18]. 
The DC-DC converter is set to charge and discharge the 
storage unit to maintain the VFD bus voltage operational 
range. 
TABLE IV.  MEASUREMENTS DURING THE HOISTING-UP FULL LOAD 

Trend Signals Min Max Signal Scaling 

(1) DC Bus Voltage 522 VDC 540 VDC 1000 (VDC/100%) 

(2) Torque Reference 0.0 % 146.5 % 100.0 (%/100%) 

(3) Motor Speed 0.00 Hz 48.90 Hz 50.00 (Hz/100%) 

(4) Output Power 0.0 kW 0.95 kW 1.5 (kW/100%) 

 
Fig. 5. Experimental results during hoisting-up full load 

TABLE V.  MEASUREMENTS DURING THE DESCENT OF FULL LOAD 
Trend Signals Min Max Signal Scaling 

(1) DC Bus Voltage 531 VDC 787 VDC 1000 (VDC/100%) 

(2) Torque Reference -142.1 % 15.5 % 100.0 (%/100%) 

(3) Motor Speed 0.00 Hz 50.58 Hz 50.00 (Hz/100%) 

(4) Output Power -0.17 kW 0.11 kW 1.5 (kW/100%) 
 

 
Fig. 6. The experimental result during the descent of the full load 

Equations (9) and (10) were considered in calculating the 
maximum potential energy (Ep) of the full load m at the 
height of lift (h) and capacitance (C) of the storage unit. 

 (9) 

 (10) 

 is the design safety factor for this application. 
 

The duration of an operational cycle td is 4.5s. The power Pc 
of the storage unit and the DC-DC converter is given by 

 (11) 

Maximum current  (12) 

Minimum current  (13) 

 
Fig. 7. High-power density DC-DC converter connected between DC bus and 

supercapacitor (SC) 



In the crane application, the regeneration power is not 
continuous. This creates very high current ripples every time 
the current is directed to the DC-DC converter thus 
compromising the lifespan of the converter as well as the 
supercapacitor. To solve this problem, a three-phase 
converter is used. The current in the three-phase application 
is divided equally between a set of inductors resulting in 
reduced current stresses and consequently reducing the size 
and the rating of the components. The result is a high-power 
density DC-DC converter as shown in Fig 7. 

 
When the drive is initially powered up, the standby 

voltage on the DC bus is supplied from the mains through the 
VFD rectifiers. The DC-DC converter control is set to prevent 
the charging of the supercapacitor at the standby voltage. 
Maximum safe operational voltage based on Equation (1) 
Vcmax 730 VDC and the minimum voltage for the operation 
Vcmin  510 VDC based on Equation (2). When the motor is 
braking, the power to the DC bus is negative thereby charging 
the DC bus capacitor until it reaches the value Vmax. At Vmax, 
the DC-DC converter maintains the DC voltage by 
controlling the current to the supercapacitor. This is the 
normal operational mode where the supercapacitor current is 
positive, and it is subsequently charged. At this stage, the 
braking energy is stored in the supercapacitor. While the DC 
bus voltage is maintained by the DC-DC converter, there is 
no current flow from the grid power supply. The VFD bus 
controller monitors the DC-DC converter to maintain a 
constant DC bus voltage. When the supercapacitor is 
discharged to a voltage below the standby level, the VFD 
rectifiers draw current from the supply to maintain the 
voltage and thereby charging the supercapacitor. When the 
DC bus voltage has dropped below the standby level, the 
supercapacitor continues to supply the DC bus even if the grid 
is interrupted. This is called the ride-through mode whereby 
the supercapacitor will operate the motor until the grid power 
is returned or until it reaches its Vcmin setting [19-20]. 

 
Fig. 8. Voltage-Time characteristics of a supercapacitor 

V. CONCLUSIONS 
DC-DC converters are applied as the effective interface 

between the power system and the energy storage units in 
renewable energy systems. Using MATLAB and PowerWorld 

simulator, it is possible to carry out precise DC-DC converter 
sizing, supercapacitor (ultracapacitor) sizing and energy flow 
calculations to validate the design analysis findings. The 
research confirms that it is possible to convert wasteful 
regenerative machinery into a conservative system that saves 
considerable energy without compromising performance and 
safety. The research has provided a cost-effective approach to 
finding a system conservation or an upgrade solution that 
would otherwise be complex. By studying regenerated 
voltages on the DC bus of a particular machine, a suitable 
conservative energy system can be implemented. With recent 
advancements in supercapacitor technology, the existing 
dynamic resistors on the machinery can now be replaced 
safely with suitable storage package units without affecting 
performance. The research provides a more positive energy-
saving solution for the environment by significantly reducing 
the thermal impact that is generated in the dynamic braking 
resistors. The future of the research can be specialised in 
designing and modelling control systems of bidirectional 
converters, especially for advanced topologies with different 
modes of operations. The investigation is in progress.  
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Abstract— Non-overlap windings have a downfall in that 

they result in a high quantity of magnetomotive force, sub- and 

higher-order harmonics, leading to core saturation, increased 

losses and vibration. Wound rotor machines with non-overlap 

windings and especially large yokes, result in massive core losses 

due to the high amount of flux generated in the machine. Stator 

slitting is proposed as a simple method to mitigate the core losses 

in the machine, while maintaining the desired electrical perfor-

mance of the machine. It is shown that stator slitting increases 

the working harmonic and reduces the other sub-harmonics, ev-

idenced by the increased average output torque and reduced 

torque ripple and core losses. The study is completed on a 5 MW 

16/18 pole/slot wound rotor synchronous machine using finite-

element analysis. 

Keywords—generator, harmonics, losses, stator slitting, wind. 

I. INTRODUCTION  

The advancement of renewable energy technologies for 
power generation continues to be a focus are while electricity 
shortages threaten global economies. The developments in 
wind energy remain one of the fastest growing technologies. 
Synchronous generators (SGs) are used widely in wind tur-
bines to achieve full variable speed control with the generator 
connected to the electric grid through a full-scale power con-
verter via a step-up transformer as depicted in Fig. 1.  

Machines operating at low speeds (LS) of below 100 r/min are 
effective at converting subsequent low-speed winds into 
electrical power. Additionally, machines operating at these 
lower speeds are cheaper to make, weigh less, and require less 
maintenance as they do not go through intensive mechanical 
stress [1]. Unfortunately high-speed winds, which are present 
at top priority areas for wind turbine placement due to their 
high amounts of power potential, are not effectively converted 
into electricity by these LS generators [2]. Increasing the 
speed of an electrical machine is one of the most effective 
ways to increase its efficiency, yet this seemingly simple 
solution comes with numerous engineering challenges. A 
machine operating at high speeds (HS), classified as above 
500 r/min, experiences not only increased centrifugal stresses 
on the rotor, which increase the possibility of mechanical 
failure, but electrical phenomena such as high-frequency 
losses. The high power density of such machines results in 
increased heating, making effective cooling of critical 
importance [1]-[2]. Medium speed (MS) machines in the 100-
500 r/min range provide a good balance between the benefits 
and drawbacks of both LS and HS operation. A MS machine 
has a relatively simple gearbox design which results in lower 

costs as well as less maintenance, and does not suffer to the 
same extent as HS machines from mechanical stress.  

 

Fig. 1. Wind turbine connection configurations for synchronous generators.  

MS machines also operate at relatively effective 
efficiencies at wind speeds typical to wind farm sites [1]. The 
wind energy industry is thus becoming more interested in 
adopting wind generators connected to single or two-staged 
gearboxes and operating at medium-speed. SGs can be manu-
factured with high pole numbers, which create a balance be-
tween efficiency, cost, reliability, and generator size. Alt-
hough permanent magnet SGs (PMSGs) are popular, the need 
for environmentally friendly, rare-earth-free technologies is 
growing. The wound rotor SG (WRSG) is still the best option 
to comply accurately with the grid codes for direct grid con-
nection. To minimize costs, applying non-overlapping stator 
windings in these generators is very attractive [3]. 

Overlapping stator windings in a single- or double-layer 
arrangement are generally used in generators. The magneto-
motive force (MMF) distribution of such windings is closely 
sinusoidal for high values of the slots per pole per phase, q, 
resulting in low MMF harmonic content [4][4]. High q values 
also equate to high numbers of coils required, increasing the 
copper needed and the necessary manufacturing time and cost. 
In contrast, non-overlap windings are more affordable and 
easier to manufacture, with shorter end windings and a higher 
torque-to-weight ratio of the machine. The lower slot number 
of a non-overlap winding means that a low number of coils is  

required and thus a reduction of manufacturing costs of the 
winding. Unfortunately, non-overlap windings generate a high 
number of MMF sub- and higher-order harmonics due to the 
low q value [5]-[7]. This generally translates to increased core 
losses and torque ripple. The increased core losses are espe-
cially true for large-scale machine with large rotor yokes like 



 

 

the WRSG. For wind generators, low torque ripples are re-
quired to minimize vibration in the drive train. Various ways 
to reduce MMF harmonic content exist, but in many cases 
these methods are complex, reduce the torque density of the 
machine and are unable to reduce the core losses effectively 
[8]-[10]. This study explores the concept of stator slitting to 
reduce MMF harmonic content and subsequently the core 
losses of a 5 MW 16/18 pole/slot WRSG. The conceptual ma-
chine is displayed in Fig. 2. It has been shown in [11] that the 
application of flux barriers in a stator yoke can decrease MMF 
sub-harmonics while increasing the main harmonic. The study 
in [12] places flux barriers in the middle of stator teeth without 
windings to create a modular stator structure. The study con-
cludes that the sub-harmonics are reduced, and the working 
harmonic of a 14/12 pole/slot machine is strengthened. Stator 
slits are placed in wound or unwound teeth of a small 10/12 
pole/slot machine in [13] and similar results are recorded. 

In this paper, stator slits are placed in a large 16/18 
pole/slot machine. The 16-pole machine is an attractive me-
dium-speed option to further reduce the required gearbox ratio 
in comparison with the popular 10- and 12-pole machine. The 
MMF harmonic analysis is investigated, and the placement, 
shape and size of the stator slits is determined. The machine 
performance is analyzed using finite-element analysis (FEA) 
in ANSYS Maxwell using transient analysis. The results are 
verified with SEMFEM, an in-house FEA tool.  

II. METHODOLOGY AND CONCEPTUAL DESIGN 

The concept of stator slitting requires that barriers of air 
are placed in the stator teeth and through the stator yoke. The 
stator is subsequently segregated into several modular parts. 
The aim of the slits is to limit the magnetic flux of sub-har-
monics in the stator core. This means that the required pitch 
of the slits must be longer than the machine’s pole pitch. The 
placement of the slits is thus dependent on the stator arrange-
ment in terms of number of slots and winding layers. Limiting 
the magnetic flux of sub-harmonics has the possible effect of 
reducing the core losses of the machine. It is well-known that 
core losses are dependent on the material type, the quantity of 
magnetic flux travelling through the section of material and 
the frequency of the varying flux. In core loss analysis the ma-
chine is segregated into n sections according to the flux den-
sity. The core loss for a particular section at a certain fre-
quency can be described by [14] 
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where P15 is the manufacturer-specified loss rating of the 
material for a peak flux density of 1.5 T, Bn is the peak flux 
density of the area and mFe,n is the mass of the particular sec-
tion. It stands to reason that if the magnitude of the peak flux 
variation can be lowered, the core loss of a section can be 
reduced. 

The 5 MW 16/18 pole/slot WRSG has a double layer 
winding, and the working harmonic is the fourth harmonic. 
The specifications and key parameters of a conceptual 5 MW 
model used in this investigation are given in Table I. The re-
sults are obtained from ANSYS Maxwell. The FEA-simulated 
output torque of the machine at rated q-axis current is depicted 
in Fig. 3. The stator slits are inserted down the center of wound 
stator teeth to maintain a symmetrical design and to not induce 
additional space harmonics [13]. Furthermore, in [13] the 
method describes the insertion of the stator slits into wound 

teeth specifically, which results in alternating teeth being slit 
for a single-layer stator winding configurations, and every 
tooth being slit for double-layer stator winding configurations, 
as is the case in this study. It is thus deemed as sufficient to 
place the slits in each stator tooth, making the slit pitch equal 
to the stator slot pitch and therefor larger than the pole pitch. 
The stator is therefore segregated into 18 sections as shown in 
Fig. 4 and a close-up of the modelled stator slits in displayed 
in Fig. 5. 

 

Fig. 2. Half cross-section and winding layout of the 5 MW non-overlap 

16/18 pole/slot WRSG.  

TABLE I: SPECIFICATIONS OF THE 5 MW GENERATOR. 

Specifications Numerical value 

Rated power (MW) 5 

Rated torque (kNm) 127 

Rated speed (r/min) 375 

Rated frequency (Hz) 50 

Number of poles 16 

Number of stator slots 18 

Stator outer diameter (mm)  2134 

Rotor outer diameter (mm) 1270 

Rotor inner diameter (mm) 460 

Stack length (mm) 1500 

Air gap thickness (mm) 5.25 

Phase current [A] 4000 

Field current [A] 200 

 

 
Fig. 3.   Calculated torque and torque ripple of the 5 MW 16/18 WRSG 

with rated q-axis current. 



 

 

 

Fig. 4. Slitted stator of the 5MW 16/18 pole/slot WRSG model. 

 

Fig. 5. Close-up of arbitrarily modelled stator slits.  

III. STATOR SLIT DESIGN 

The width of the inserted stator slits must be determined to 
reduce the core losses without reducing the average torque of 
the machine or increasing the torque ripple. If the slit is too 
thin, the effect on the flux path of the sub-harmonics will be 
minimal. However, if the slit is too wide, the flux path of the 
working harmonic can also be interrupted. The width of the 
slit is swept from 0.5-8 mm in steps of 0.1 mm and the torque, 
torque ripple and core losses are recorded for each iteration. 
The process flow of the investigation is shown in Fig. 6.  

The FEA performance results for key widths of the stator 
slits are listed in Table II. The efficiencies displayed exclude 
the mechanical losses. The average output torque tends to de-
crease as the slit width increases due to the disturbance of the 
main flux path as the width becomes too large. However, even 
the largest width has a higher average output torque compared 
to the conventional model. This indicates the improvement of 
the working harmonic because it is the torque-producing har-
monic.  

Fig. 7 displays the torque ripple versus the slit width. The 
reduction of some sub-harmonic MMF content is evidenced 
by the decreasing torque ripple as the slit width increases. The 
trend of the rotor core loss for various slit widths is depicted 
in Fig. 8, while the stator core loss trend is displayed in Fig. 9. 
There is a large initial reduction in the rotor core losses but 
then reaches a steady state. Although the slit inhibits some 
sub-harmonic magnetic flux, it cannot reduce the amount of 
flux penetrating the rotor core due to its location in the stator. 
On the other hand, the stator core losses start to increase as the 
slit width increase, although the value is still lower than the 
initial stator core losses. The increasing core losses can be at-
tributed to an increased variation of the flux density around 
the slit as the width increases, relating to (1).  

The output torque curves for the conventional model and 
the model with the 0.5 mm slits are displayed in Fig. 9. In gen-
eral, the model with the 0.5 mm slit provides the better overall 
machine performance in comparison with the conventional 
model and the larger slits. 

 

Fig. 6.   Process flow of the design variation of the stator slit width. 

TABLE II: FEA PERFORMANCE RESULTS OF KEY STATOR SLIT WIDTHS. 

Performance pa-

rameter 
No slit 0.5 mm 1 mm 4 mm 8 mm 

Rated power 

[MW] 
4.67 4.83 4.8 4.77 4.74 

Average torque 

[kNm] 
119 123 122.3 121.4 120.8 

Torque ripple [%] 13.4 8.5 7.3 6.7 5.6 

Rotor core loss 

[kW] 
15 10.7 10.65 10.5 10.6 

Stator core loss 

[kW] 
39 34 35.2 36.4 37.1 

Copper loss [kW] 71.3 71.3 71.3 71.3 71.3 

Efficiency [%] 97.3 98.2 98.15 98.12 98.09 

 

 

Fig. 7. Torque ripple versus slit width. 

 

Fig. 8. Rotor core loss versus slit width. 



 

 

 

Fig. 9. Stator core loss versus slit width. 

 

 
Fig. 10. Calculated torque and torque ripple of the 5 MW 16/18 WRSG 

conventional model and the model with the 0.5 mm slits with rated q-axis 
current. 

IV. FLUX DISTRIBUTION ANALYSIS 

Fig. 11 shows the flux density at rated q-axis current of the 
conventional model while Fig. 12 shows the flux density of 
the model with the 0.5 mm slits. The change in flux density is 
obvious around the location of the slits and between the rotor 
poles. Figs. 13 and 14 depict the flux lines of the conventional 
and slitted model respectively. It is seen that the slits modify 
the path of the flux lines and helps concentrate the flux around 
the stator slots. 

 

Fig. 11. Simulated FEA flux density of the 5 MW 16/18 WRSG 
conventional model with rated q-axis current. 

 

Fig. 12. Simulated FEA flux density of the 5 MW 16/18 WRSG model with 

the 0.5 mm slits with rated q-axis current. 

 

Fig. 13. Simulated FEA flux lines of the 5 MW 16/18 WRSG conventional 

model with rated q-axis current. 

 

Fig. 14. Simulated FEA flux lines of the 5 MW 16/18 WRSG model with 
the 0.5 mm slits with rated q-axis current. 

V. CONCLUSION 

 In this paper, the effect of placing slits in the stator on 

specifically the core losses, but also on the torque ripple and 

average torque of the machine, is investigated in a large non-

overlap winding WRSG. The investigation shows that 

placing these slits in the wound stator teeth of a machine with 

a double-layer stator winding can largely reduce the rotor 



 

 

core losses and torque ripple while improving the average 

output torque. This is true for an optimum width of the slit 

where the flux path of the MMF sub-harmonics is modified. 

An analysis of the flux density and flux lines shows the 

change in the flux around the area of the slits and between the 

rotor poles which supports this finding. The original method 

in [11] of applying stator slitting to a machine with a single-

layer stator coil configuration resulted in alternating stator 

teeth being slit. The adaptation of this method for machines 

with double-layer stator coil configurations whereby each 

stator tooth is slit proved to not provide the same level of 

increased efficiency as initially expected, though the method 

still improved the machine performance in comparison with 

the conventional model. 
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Abstract—This paper is concerned with the use of a three
level neutral point clamped (3L-NPC) inverter for a permanent
magnet assisted synchronous reluctance machine (PMaSynRM).
A comparison is conducted between a 3L-NPC inverter SynRM
and PMaSynRM drives. The SynRM suffers from a poor power
factor. Poor power factor translates to the need for a bigger
inverter, moreover increases the challenge of balacing the two
dc link capacitors of the three level 3L-NPC inverter. Using
permanent magnets to assist the SynRM improves the power
factor of the electric machine. This results in reduced burden of
the 3L-NPC inverter dc link capacitors balancing algorithm. The
inverter size can also be reduced to suit the size of the electrical
machine. The three level inverter SynRM drive produced lower
torque ripple of 0.7% as compared to the PMaSynRM drive.
However the three level inverter PMaSynRM drive had a higher
Root Mean Square (RMS) voltage for the same dc link voltage
as compared to that of the SynRM drive. This would result
in higher machine speed achieved as compared to the SynRM
drive and ultimately higher constant power speed range which
is desirable for traction applications. The neutral point voltage
ripple between two drives was relatively the same with only a
difference of 0.3%.

Index Terms—Three level inverter, neutral point (NP) voltage
ripple, neutral-point-clamped (NPC), synchronous reluctance
machine (SynRM), saliency, permanent magnet-assisted syn-
chronous reluctance machine (PMaSynRM).

I. INTRODUCTION

The SynRM has shown great interest for traction and
industrial applications. The rotor of the machine is easier
to manufacture and unlike the induction machine it has less
cooling demand. The machine does not make use of permanent
magnets which tend to have fluctuating prices. The machine
operates on the principle of reluctance and as such does not
have any rotor bars or copper inside the rotor. Though electric
and hybrid vehicles are reliant on the permanent magnet ma-
chines there is a growing design work for SynRM for traction
applications [1], [2]. However, the machine suffers from high
demand of reactive power. This results in a bigger inverter
because of high reactive power demand. The parameter used to
indicate power factor perfromance is the saliency. Saliency is
the ratio between the d-axis and q-axis inductance, the higher
the d-axis inductance as compared to q-axis inductance the

higher the saliency. The higher the saliency the higher the
power factor [3].

Improving the SynRM power factor and performance by
addition PMs has been a growing research area [4]–[7]. [7]
conducted a modification of the PMaSynRM motor design
for improved torque performance. The use of PMaSynRM
for traction application has also grain interest [4]. In [4] a
sensitivity analysis and design of a high performance machine
for traction applications is conducted. The work showed that
change in air gap length had little effect on the d-axis induc-
tance. However, the q-axis inductance decreases rapidly as the
air gap length increased. In [8] a PMaSyRM that uses ferrite
magnet that does not use rare earth materials is proposed. It
was shown that the proposed machine had competitive power
density and efficiency as the conventional rare-earth permanent
magnet based machines for traction applications. [9] conducted
a design and analysis of a novel PM assisted SynRM using
non rare earth magnets (AlNiCo). There was a gained power
density, reduced torque ripple and manufacturing costs. A
PMaSynRM using variable flux PMs was designed in [10],
the PMs are non-rare earth based. Because the magnets could
be demagnetized on the fly, the machine could be operated
as a pure SynRM. It was not clear how a variable flux
based PMaSynRM would have benefits for both industrial and
traction applications.

There is a high demand for more dc bus voltage in traction
applications and the three level inverter has gained much
interest over the traditional two level inverter. The three level
inverter provides better power quality for the electric machines
as compared to the two level inverter. Unlike the two level
inverter the switches of a three level inverter switch across
half the dc bus voltage and this results in a lower dv/dt.
A further benefit of this is that lower voltage rated switches
can be used. The drawback is that four switches are used
in a leg as compared to two switches as is the case for the
two level inverter. The three level inverter makes use of two
dc bus capacitors. These two capacitors should be balanced
at all times in order for the superior benefits of the three
level inverter to be enjoyed [11]. In [3] it was shown that
the poor power factor of the SynRM causes the three level
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inverter to lose its natural dc bus capacitor balancing effect.
A sizing method for the two dc link capacitor was developed
that incorporated the parameters of the SynRM.

[12] used a three level inverter for an induction machine
drive operating under direct torque and flux control. Both
torque and current ripple could be reduced with an improved
speed transients. In [13] a 3L-NPC inverter drive for traction
applications is compared to a two level inverter drive. Power
quality of the motor was improved which translated into
reduced losses. [14] focused on torque ripple minimization
using a 3L-NPC inverter operated at low switching frequency.
The work proposed an optimal pulse width modulated (PWM)
which minimized the combined root mean square value of the
torque harmonics. A 3L-NPC inverter was used to drive a dual
three phase permanent magnet synchronous motor (PMSM)
at low switching frequencies [15]. To the knowledge of the
authors there is no existing work on the use of a 3L-NPC
inverter for a PMaSynRM drive application. This paper will
explore the performance of a 3L-NPC inverter PMaSynRM
drive. An existing dc bus capacitor balancing algorithm will
be used [3].

The paper is arranged as follows, section II, the operation
of the 3L-NPC inverter and the balancing algorithm used. Sec-
tion III the machine model and control. Section IV describes
the simulation work and summary of the results. Section V
concludes the paper and the appendix shows the parameters
of the machine.

II. THREE LEVEL INVERTER

The diagram of the three level inverter is shown in Fig. 1.
The inverter is comprised of 12 power switches, which is an
additional of six switches when compared to the traditional
two level inverter. Space vector modulation scheme will be
adopted for the control of the switches. The space vectors
for the inverter switching are depicted in Fig. 2. There is a
maximum of 27 voltage vectors. Active vectors are 19 whereas
8 vectors are redundant. ZV , SV , MV , and LV are the

Fig. 1. 3L-NPC inverter

zero, small, medium and large vectors respectively. Table I
shows the switching states of Fig. 2. When measuring the pole
voltages there are three different switching states, a positive
(P), negative (N) and zero (0) voltage state, described as 1,0,
and -1 respectively.

A. Three Level Inverter Modulation Scheme
This paper makes use of a switching scheme that was

developed by [3]. The scheme forms part of the nearest

Fig. 2. Space vector modulation scheme of the 3L-NPC inverter

TABLE I
POLE VOLTAGE STATES OF PHASE A

States SA1 SA2 SA3 SA4 Vao

P (Positive) 1 1 0 0 1
2
Vdc

O (Zero) 0 1 1 0 0
N (Negative) 0 0 1 1 - 1

2
Vdc

three vector (NTV) modulation scheme family. Based on the
hexagon shown in Fig. 2, the closest three vector in the triangle
is chosen as the reference voltage vector moves around the
Hexagon. These vectors (11-1,1-1-1,-111,-11-1, 1-11 and -1-
11) and (000, 111 and -1-1-1) referred to as large vectors and
the zero vectors respectively have no impact on the neutral
point voltage imbalance. This is because when they are active
the neutral point current is zero. Whereas in order to manage
the neutral point voltage imbalance the small vectors need to
be utilized. These vectors need to be managed well in order
to arrest the neutral point voltage ripple even to zero. As the
modulation index increases as a result of increased demand for
the rms voltage, the medium vectors will become activated.

The medium vectors are 10-1, 01-1, -110, -101, 0-11 and
1-10, as shown in Fig. 2. They are less effective in managing
the imbalance between the two dc link capacitors. For example
in the regions of triangle 2 (∆2) and 4 (∆4), a single small
vector is usable. This means that there will be a great challenge
to improve voltage imbalance of the two dc link capacitors.
Whereas in the region with at least two small vectors balancing
of the two dc link capacitor voltage is highly improved.

The primary challenge of this inverter is voltage balancing
of the the dc link capacitors referred to as the neutral point
voltage ripple. This neutral point voltage ripple is a measure of
the voltage imbalance across the two dc bus capacitors. The
two dc link capacitors are used for creating a neutral point
voltage. This is where the zero pole voltage state is obtained
in order for the benefits of this inverter to be enjoyed. The
development of capacitor voltage balancing algorithms has
generated significant interest. [16]–[18]. Therefore, the NTV
utilized in this paper selects three vectors with the objective of
mitigating the ripple of the neutral point voltage. Only sector
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I of the balancing algorithm used is presented in Table II,
whereas Table III displays the corresponding computation of
the dwell times of the vector states.

TABLE II
PHASE A SWITCHING SCHEME

NP Voltage Triangle Sequences Steps
Vc1 > Vc2 1 000,100,110 // 110-100-000 2
Vc1 < Vc2 1 -1-1-1,0-1-1,00-1 // 00-1,0-1-1,-1-1-1 2
Vc1 > Vc2 2 100,1-1-1,10-1 // 10-1,1-1-1,100 3
Vc1 < Vc2 2 0-1-1,1-1-1,10-1 // 10-1,1-1-1,0-1-1 2
Vc1 > Vc2 3 110,100,10-1 // 10-1,100,110 2
Vc1 < Vc2 3 00-1,0-1-1,10-1 // 10-1,0-1-1,00-1 3
Vc1 > Vc2 4 110,10-1,11-1 // 00-1,10-1,110 3
Vc1 < Vc2 4 00-1,10-1,11-1 // 11-1,10-1,00-1 3

TABLE III
PHASE A SWITCHING VECTORS AND SWITCHING PERIOD FORMULATIONS

Triangles Vectors Dwell times

1
000,-1-1-1,111 t0 = T [1− 2ksin(γ + π/3)]

100,0-1-1 t1 = 2kTsin(π/3− γ)
110,00-1 t2 = 2kTsin(γ)

2
100,0-1-1 t1 = 2T [1− ksin(γ + π/3)]

10-1 t3 = 2kTsin(γ)
1-1-1, t4 = T [2ksin(π/3− γ)− 1]

3
100,0-1-1 t1 = T [1− 2ksin(γ)]
110,00-1 t2 = T [1− 2ksin(π/3− γ)]

10-1 t3 = T [2ksin(π/3 + γ)− 1]

4
110,00-1 t2 = 2T [1− ksin(γ + π/3)]

10-1 t3 = 2kTsin(π/3− γ)
11-1 t4 = T [2ksin(γ)− 1]

The graphical representation of Table II is illustrated in
Figs.3 and4. Selecting vector ”100” would cause a negative
NP current that discharges the upper capacitor (C1), while
vector ”0-1-1” produces a positive NP current that discharges
the lower capacitor (C2). It is worth noting that although both
switching states 100 and 0-1-1 produce the same voltage, the
direction of the neutral point current is different. Equations

Fig. 3. The small vector (100) is employed to discharge the upper capacitor.

Fig. 4. To discharge the lower capacitor, the small vector (0-1-1) is employed

(1) and (2) demonstrate how the reference vector is computed.

Vref = dsVs + dMVM + dLVL (1)
ds + dM + dL = 1 (2)

The duty cycles of the small, medium, and large switching
state vectors are denoted as ds, dM , and dL respectively.
In [19], it is demonstrated that two types of voltage imbalance
occur during converter operation. The first is in the form of
a voltage deviation, which usually happens during transients.
The second is a low-frequency voltage oscillation during
steady-state operation of the converter. The percentage of the
voltage NP ripple can be computed from Eq. (3). It will be
used as one of the parameters for the comparison between the
3L-NPC inverter SynRM and PMaSynRM drives.

vNP% =
(VC1 − VC2)

(VC1 + VC2)
∗ 100 (3)

III. MACHINE MODEL AND CONTROL

Fig. 5 shows the rotor design of the unoptimized SynRM.
The the SynRM and the PMaSynRM can have the same
stator. The major difference is on their rotor designs. The
PMaSynRM has permanent magnets in the flux briers, whereas
the SynRM has only air in the flux barriers as shown in
Fig. 5. A vector control policy was implemented in order

q-axis

d-axis

Fig. 5. Unoptimized SynRM rotor design

to control the speed of the machine and achieve maximum
torque with the least current. The use of vector control on the
machine is a well known application [20], [21]. The three-
level NPC inverter drive for a SynRM is illustrated in Fig. 6,
which employs constant angle control to maintain specific d-
q-axis currents at an appropriate load. The machine model can

Fig. 6. Electric drive using SynRM with a three-level NPC inverter
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be described from Eq. (4)-(14). Eq. (6) is the phase voltage
the inverter needs to supply in order to achieve the required
machine performance. That needs to be the same as the voltage
described in Eq. 1.

vq = Riq +
dλq

dt
+ ωeλd (4)

vd = Rid +
dλd

dt
− ωeλq (5)

vref =
√
v2d + v2qR (6)

λd = Ldid (7)

λq = Lqiq (8)

Is =
√
i2q + i2d (9)

Eq. (10 to (13) are different representations of the torque
generated within the reluctance machine.

Te =
3

2
P (|λs||is| · sin(θs) (10)

Te =
3

2
P (λmdiq − λmqid) (11)

Te =
3

2
P (Ld − Lq)

i2ssin(2θs)

2
(12)

Te =
3

2
P ((Ld − Lq)idiq) (13)

Jpωr = Te − TL −Bωr (14)

where id, iq , vd, vq , Ld, Lq , λd and λq represent the d and
q axis currents, voltages, inductance and the flux linkages
respectively. ωe, Is and R denotes the inverter frequency,
current vector and the stator resistance respectively. Due to
the dependence of the machine’s inductance on the current
and magnetic material, the SynRM represents a non-linear
load. It is designed such that the d-axis inductance is always
higher than the q-axis inductance. The relationship between the
saliency ratio and power factor is shown in Eq. (15), detailed
derivations can be found in [22]. Generally the SynRM has
poor saliency ratio which inherently means a poor power
factor.

cos(φ)max =
k − 1

k + 1
(15)

The saliency of the SynRM machine and the load power
factor angle, represented by k (Ld/Lq) and φ, respectively.
The maximum power factor versus the saliency ratio of the
SynRM is presented in Fig.7, which is based on Eq.(15) and
is a reproduction of the corresponding relationship in [22]. The
experimentally measured d-q inductance used in this paper is
shown in Fig. 8. Improving the saliency ratio of the SynRM
has been an area of active research. This has led to the use of
PMs to assist the performance of the SynRM. Though the
use of PMs does not improve the saliency ratio, it brings
an improvement on the power factor of the machine. In the
PMaSynRM the PMs assist in reducing the q-axis flux linkage
and improves torque performance as described in Eqs. (16) and
(17).

λq = Lqiq − λPM (16)
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Fig. 7. Power factor at maximum Vs. the saliency ratio

Fig. 8. D-Q inductance of the SynRM

Te =
3

2
P ((Ld − Lq)idiq) + λPM id (17)

Figs. 9 and 10 show the simplified phasor diagram of the
SynRM and the PMaSynRM respectively. The angle between
voltage phasor (Vs) and the current phasor (Is) is reduced for
the PMaSynRM. This is because of the magnetic flux of the
PMs acting against the magnetic flux present in the q-axis as
shown in Fig. 10. This is also described in Eq. (16). In the

d-axis

q-axis

Ldid

jLqiq

Is

Vs

λs

θ

β

Fig. 9. Simplified phasor diagram of SynRM

PMaSynRM the difference between Ld and Lq is dominant,
the PMs serve as additional torque. This is in agreement with
literature as the improved torque and power factor would
improve the constant power speed range [23]. Fig. 11 shows
the torque improvement on the machine when PMs are used.
At a particular current angle maximum torque higher than that
of the SynRM can be achieved. A control method was used
in order to operate the machine at appropriate current angle.
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Fig. 10. Simplified phasor diagram of PMaSynRM

Fig. 11. SynRM Vs the PMaSynRM

IV. SIMULATION RESULTS

Matlab Simulink was used for the simulation studies.
Figs. 12 and 13 show the simulation results of the 3L-NPC
inverter SynRM and the PMaSynRM drive respectively. The
NP voltage ripple is higher on the SynRM as compared to
the PMaSynRM. During transients stage at the start of the
operation of the motor, the PMaSynRM produced less NP
voltage ripple as compared to the SynRM. It can also be
observed that the large vectors are less active during low torque
loading for the PMaSynRM drive as compared to the SynRM
drive. This means that the modulation index was lower for the
PMaSynRM as compared to the SynRM drive. Whereas they
both achieved same load torque and speed. This means that
higher speed ranges can be achieved on the PMaSynRM as
compared to the SynRM drive for the same dc link voltage.
This is valuable for the electric vehicle applications. It further
supports what has been reported in literature that the use
of PMs on the SynRM extends it constant power speed
range [23]. Table IV shows the summarized comparison be-
tween the three level inverter SynRM and PMaSynRM drives.
There was not much significant difference on the neutral point

TABLE IV
COMPARISON BETWEEN A THREE LEVEL INVERTER SYNRM AND

PMASYNRM DRIVE @ 15 N.M LOAD TORQUE

Parameters SynRM Drive PMaSynRM Drive
Torque ripple (%) 4.3 5.0

VNP (%) 1.7 1.4
Iphase (RMS) 12.1 11.9

Fig. 12. Three level inverter SynRM drive

Fig. 13. Three level inverter PMaSynRM drive

voltage and the RMS phase current between the two drives.
The torque ripple was also lower by 0.7% for the SynRM
drive.
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V. CONCLUSION

This paper presented a comparison between a 3L-NPC
inverter SynRM and a PMaSynRM drives. This work can be
summarized as follows:

• The PMs used to assist the SynRM improve the machine
power factor and constant power speed range.

• The 3L-NPC inverter PMaSynRM drive produced lower
NP voltage ripple during transients and during steady
state operation. Even the difference was only approxi-
mately 0.3% and 0.2% during transients and steady state
operation respectively.

• The 3L-NPC inveretr PMaSynRM drive had more rms
voltage available as compared to the SynRM drive for
the same dc bus voltage.

• The torque ripple of the PMaSynRM drive were higher
as compared those of the SynRM drive by 0.7%.

• The use of PMs on the SynRM brings about good benefits
that could be enjoyed for traction applications. One trade
off is the cost of the PMs that tend to be unstable. There
was not much significant difference

APPENDIX

TABLE V
MACHINE PARAMETERS

Line voltage VL−L 220 V

Stator line current at rated IL−L 16.5 A

Induction machine stator 5 hp

Number of poles P 4
Phase resistance Rs 0.9 Ω

Magnet Flux (λPM ) 0.02 V.s
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Abstract—The integration of renewable energy to the utility
grid is a steadily rising process. The growth of the renewable
energy sector is of great importance in the era of carbon emission
reduction and so governments’ energy regulatory authorities have
set standards known as ’grid codes’ to assist this process and
limit negative impacts of these unpredictable energy sources on
the quality of electricity produced. This paper looks at the design
and optimization of a 3MW, 18 slot, 16 pole, double layer wound
rotor synchronous machine designed for a grid connected wind
energy application.

Index Terms—design, grid-connected, load currents, multi-
objective optimization, non-gradient, non-overlapping, wind en-
ergy.

I. INTRODUCTION

Wind energy applications are largely dominated by induc-
tion machines and permanent magnet machines [1]. Induction
machines (IMs) are preferred for their compactness, durabil-
ity which makes them perfect for offshore applications [2].
Permanent magnets (PMs) also are attractive because of their
high power and torque densities, and because they are brush-
less maintenance time is reduced [3]. However both these
topologies are a little unsuited for grid connected applications.
IMs require reactive volt-amperes compensations [4] and PMs
lack the flux variation required by the utility grid [5] and
in this aspect wound rotor synchronous machines (WRSMs)
surpass these two prevalent wind energy generators. WRSMs
are excited by direct current in their field, fed by either brushes
or brush-less means and the variation of this field current is
enough to meet the necessary flux variation required by the
grid code without a need for extra equipment [6].

The breakthrough in power electronics came at an opportune
time, when electric machine designers were looking for cost
effective solutions to make renewable energy integration to
the grid economically feasible. This brought forth what is
known as ’converter fed machines’. The technology allowed
for designers to rethink the traditional methods of design,
allowing for flexibility in the number of stator slots, number
of phases etc. Traditionally machines were wound with an
integral slot overlapping winding (ISOW) which was preferred
because of the sinusoidal air gap magneto motive force (mmf)
waveform. It came with disadvantages like long end windings

which increased the losses, frequent cross phase faults because
of the overlapping windings, complexity in machining slots
as the number of slots required had to be a multiple of
the poles. This implied that in low speed application with
many poles even a higher number of slots was required thus
greatly reducing the fill factor and strongly compromising the
structural integrity of the machine. To counteract all these
negative properties a fractional slot non overlapping winding
(FSNOW) is used. This type of winding is characterised by
a number of slots per pole per phase q that is not an integer
but a fraction [7]. The main drawback of the FSNOW is the
high harmonic content in the mmf waveform. In literature
this is one of the most studied topics, especially in wind
generator applications as most topologies has adopted the
FSNOW. Large scale generation is becoming more favoured
over low scale generation especially for offshore wind sites.
This is because efficiency increases as the megawatt (MW)
rating increase and so decreasing the levelized cost of energy
(LCOE). In fact, the price of wind power decreased by 40%
as the power rating increased from 95 KW in the 80s to about
2000 KW in 2006 [8]. This makes wind energy integration
to the utility an economically feasible idea. In grid connected
wind applications certain standards need to be met in regards
to machine performance, on the grid side these are known
as the grid codes. There are expectations of reactive power
control, power factor control and frequency control and many
more placed on the wind energy system. This paper seeks to
optimize a 3MW, 400V fractional slot non overlapping wound
rotor synchronous machine to make it grid compliant. The
optimization function seeks to reduce the torque ripple, the
active mass while increasing the efficiency and making sure
that the heating limit for air cooled machines is not exceeded.

II. PRELIMINARY DESIGN

The preliminary design of a machine is a complicated
science that requires knowledge of electromagnetic fields be-
haviour. Over the years scientist have gathered and compressed
equations that describe the characteristics of a machine. The
set of estimations given by [9] helps shorten the design
process. Using the analytical equations together with Finite
Element Method (FEM) the working model can be designed.
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Fig. 1. grid tied Wound rotor synchronous machine wind energy system.

The first step in machine design is the formulation of main
dimensions, that is the length L and the air gap density D.
These are derived from the torque equation of the machine.
The torque is a function of the rated output power, such that

T =
Pout

2πn
, (1)

where Pout is the power output, n is the rated speed in rpm.
This torque can also be expressed as:

T = σFtan
πD2L

2
, (2)

where σFtan is the tangential stress and the term πD2L
2 defines

the volume of the rotor for the rated torque. The values
of tangential stress for an air cooled machine are estimated
between 17 KPa to 59.5 KPa . From equation (2) we can solve
for the term D2L and depending on the application we can set
the length of the machine. For our application it is advisable
to opt for a longer stack length and as a result in the work of
a stack length of 1.5m was chosen for the preliminary design.
Therefore the main dimensions are solved.

After solving for main dimensions the next step is to
solve for slot dimensions for both stator and rotor. These are
based on the magnetic and current loading of the machine,
that is the rating of the machine. Table 2 summarizes the
machine specifications. According to design specifications, the
parameters are fed into a python based, time stepped FEM and
the performance of the machine is computed. The preliminary
design process can be summarised in the flowchart shown in
figure 2.

Fig. 2. Preliminary design process.

TABLE I
SPECIFICATIONS OF THE 3 MW 16/18 SYNCHRONOUS WOUND ROTOR

MACHINE

Parameter Value
Rated Power (MW) 3
Rated Torque (KNm) 76
Rated speed(r/min) 375
Rated Frequency(Hz) 50
Tangential stress (Pa) 33 500
Number of Stator slots 18
Number of Rotor slots 16
Air gap length (mm) 4.6
Stack length(mm) 1500
Stator outer diameter(mm) 1600
Stator inner diameter(mm) 989
Rotor shaft diameter(mm) 460

III. GRID CODES

Grid codes can be defined as stipulations set to ensure
the smooth operation of the grid. That is stability, quality of
electricity and safe operation has to be ensured. Renewable
energy plants integrated to the utility grid must not disturb the
operation of the grid, so in South Africa the National Energy
Regulator (NERSA) gives grid codes for renewable energy
plants.

TABLE II
RENEWABLE PLANT CATEGORIES.

Category Rated Power Range Voltage
Connec-
tion

Voltage Limits

A1 0 < A1 ≤ 13.8KV A LV ±15%to± 10%
A2 13.8KV A ≤ A2 ≤

100KV A
LV ±15%to± 10%

A3 100KV A ≤ A3 < 1MVA LV ±15%to± 10%
B 1MVA ≤ B < 20MVA LV &

MV
±10%

C ≥ 20MVA HV ±10%

In this work we are focusing on grid codes specifically for
category B, as the desired optimum WRSM lies within this
range. For machines in this category there are set of standards
regarding : reactive power capabilities, requirement of voltage
regulation , frequency control requirements, low voltage ride
through (LVRT) and many more. Fig.3 shows the expected
reactive power capabilities. It is therefore imperative to come
up with design constraints that satisfy all these conditions.
Some of the grid connection specifications are highlighted
in table II, furthermore the following stipulations should be
observed :

• From 0.2 p.u generator load the power factor should be
between 0.975 leading or lagging as illustrated in fig 3

• Reactive power and voltage control should be within a
tolerance of 0.5 % of rated power

• The system should stay connect to the grid during short
transient faults.

• Frequency should vary between 47 Hz and 52 Hz at a
rate of change of 1.5 Hz/s [10]

A significant part of the grid regulations are incorporated in
the control side of the machine, but part of it has to be dealt



with in the design stage of the generator. Therefore the grid
code is considered when the optimisation of the machine is
undertaken.

Fig. 3. Reactive Power capabilities grid requirement for category B [11]

IV. OPTIMIZATION OVERVIEW

Lei et.al in [12] defines optimization as an art of searching
for the best solution among many feasible solutions. It is an es-
sential part of machine design, and is implemented to improve
performance of pre-existing FEM models. Bramerderfer et.al
in [13] explore design optimization techniques and trends, they
explain that there is never one optimum solution in machine
design. The best machine is defined according to optimization
objectives, which in our case is to make the WRSM grid
compliant.

To efficiently complete this task, a group of output variables
known as objectives are compiled. These are the desired
outcomes, then we come up with boundaries for other perfor-
mance parameters according to standards. These are known
as constraints and they ensure that the obtained solutions are
practically feasible.

It is known that machine parameters are interdependent,
which makes single-objective optimizations time consuming
tasks that may never lead to a practical solution. In this regard
the ideal machines does not exist, that is to say if one of
the objective is met there will be a deficit in another [14]. A
practical example will be the increase in air gap may positively
reduce the torque ripple but adversely reduce the power and
torque density. For this reason we employ multiple objective
optimization. To solve for the optimal solution to our design
problem constraints are put in place to make sure that the
stability, thermal condition and practicality of the machine is
not compromised.

We can therefore define the optimization function F (x)
where,

x = [I, θ, sG, rG,Nt, Idc, L]. (3)

Subject to

x = [x1, x2, x3, ......, xn]ϵX (4)

y = [y1, y2, y3, ......, yn]ϵY (5)

Where x is the decision vector, X is the parameter space,
y is the objective vector and Y is the objective space.

The decision vector defines the machine geometry and the
electric and magnetic loading, where I is the peak value of

stator current θ is the current angle, sG defines the stator slot
shape and stator outer diameter parameters, rG defines rotor
slot shape and rotor shaft parameters, Nt is the number of
rotor turns, Idc is the excitation current and L is the stack
length. The compilation of all elements in the decision vectors
within the constraints which satisfy the the objectives is known
as the Pareto optimal. From all these solution the best machine
is chosen based on optimization purpose.

V. OPTIMIZATION CONSIDERATIONS

Before setting up the optimization platform, a lot of factors
have to be considered. This is to make sure the solution satisfy
the requirements of the optimization whilst still within practi-
cality, thermal and synchronisation stability bounds. For grid
connected WRSMs wind applications, these factors should be
carefully considered :

1) The torque ripple should be less than 6 % for wind
energy generators.

2) The efficiency should be high for large scale machines.
3) The overall active mass should be as low as possible.
4) The terminal voltage should be around 230 V , giving

allowance for permissible voltage variation according to
the grid code.

5) The power factor of the machine must lie within 0.975
lagging and 0.975 leading.

6) The current densities of the machine should lie within
bounds of an air cooled machine, considering the AJ
constant defined in [9]

After all these factors have been considered the following step
is to find a suitable optimization algorithm to employ in order
to find the best solution. There is an option to either use
gradient based or non gradient based methods. Gradient based
methods are advantageous in that they are fast because they
work incrementally eliminating invalid points within the given
range and population. The main disadvantage is that there is
a possibility of missing the optimal solution because of how
the algorithms operate.

On the other hand , non-gradient based methods are adaptive
which make them slow. In the given boundary conditions and
population they iterate over a wide range of values in random
directions. They cover a lot of combinations of the decision
vector elements to produce numerous solutions to the design
problem.

One of the most popular non-gradient based algorithm is the
non-dominated sorting generic algorithm (NSGA), it was first
presented by Srinivas and Deb in 1994 [15]. It is one of the
most efficient and well known multi-objective evolutionary al-
gorithms. NSGA posses three unique characteristics : fast non-
dominated sorting approach , fast crowded distance estimation
procedure , and simple crowded comparison operator [16]. For
this work NSGA is chosen as the optimization algorithm. The
flowchart in fig 4 sums up the functionality of the NSGA.

Particle Swarm Optimization (PSO) is another non-gradient
based algorithms and examples of gradient algorithms in-
clude the: Modified Method of Feasible Direction (MMFD),
Sequential Quadratic Programming (SQP), Sequential Linear



Programming (SLP) and the Sequential Unconstrained Opti-
mization (BIGDOT).

Fig. 4. Flowchart of NSGA [14].

VI. OPTIMIZATION ENVIRONMENT AND PROCESS

The two dimensional preliminary design is simulated in the
python based in house software called SEMFEM. From the
analytical design a geometry is composed and from calculated
rated values and the corresponding electrical and magnetic
loading conditions specified , an estimation of limits can be
developed. The advantage of running the python script is its
versatility and ease to modify all parameters. An efficiently
set mesh and optimum time steps makes each evaluation fast,
and shortens the design time. For the optimization SEMFEM
is interfaced with the optimization software Visual-Doc. With
a specified input and output file, Visual-Doc runs the python
script and varies the inputs within the set range to achieve the
optimization objectives.

Visual-Doc is a robust software consisting of a various
optimization methods to choose from. It provides options for
both gradient and non-gradient based optimization. In this
work all the optimizations were non gradient based, particu-
larly employing the non-dominated sorting generic algorithm
II (NSGA II).

The process of setting the non-gradient based optimization
using NSGA in Visual-Doc can be summed up in the following
steps:

1) First, SEMFEM is interfaced with Visual-Doc by setting
the input file, output file, python script and python
executable program file locations in Visual-Doc.

2) Then the initial values of inputs are set and a pre-run
test is performed.

3) If the test is void of errors, then data can be linked for
optimization.

4) Upper and lower limits as well as objectives are set for
both input and output variables.

5) The choice of optimization method is made, choosing
the preferred algorithm and setting population.

6) To monitor patterns of the optimization, simulation
monitors are calibrated according to users interest.

The setup in table III shows the variables, divided into inputs
and output with the boundaries for each defined. Table IV
gives the objectives of the optimization.

A. Solving for load currents
The primary software used to simulate the machine takes

load current or current densities as inputs. This however is
contradictory to how the utility grid works. In grid connected
machines the voltage of the grid is known and fixed and to
correctly simulate grid connection, the load current must be
solved. Potgier and Kamper in [17] propose a method that
estimates the load current Is using the rated copper losses of
the machine. The value of the current obtained from solving
the rated copper losses is used as an initial guess in an iterative
process solving for the d-q currents Id and Iq of the machine.
Using this method, after only three iterations the solution
converges towards true value. The drawback of this method
is the need for an accurate initial estimate.

To avoid solutions that do not converge, Mabhula and
Kamper in [18] propose two methods that use the impedance
information of the machine to compute the load currents. The
first method is the frozen permeability only method. They use
frozen permeability to compute the impedance matrix of the
machine at the working point. After the impedance is obtained,
the voltage matrix and impedance matrix are used to compute
the load currents. This method can be used together with an
iterative loop , allowing for the user to start with inaccurate
first guesses. The whole iterative process is:

1) Firstly, make an initial guess of Id and Iq .
2) For that machine geometry , run a non linear solution.

Solve for all machine performance parameters as mod-
elled.

3) Freeze the permeabilities. Then with only Id given
and both Iq and excitation current zero, solve for the
inductances using a linear solution. Such that :

Lmd =
λd − λf

Id
(6)

Mmdq =
λq

Id
(7)

when,
Iq = Idc = 0 (8)

4) Perform another linear solution with only Iq given and
both Id and If are zero. Such that :

Lmq =
λq

Iq
. (9)

Mmqd =
λd

Iq
(10)

when ,
Id = Idc = 0 (11)

5) A final linear solution is done with field current only and
both Id and Iq equivalent to zero. Then three inductances
can be defined :

Lmdf =
λd

If
(12)



Lmqf =
λq

If
(13)

Lmff =
λf

If
(14)

when,
Id = Iq = 0 (15)

6) Use the voltage solved for in the nonlinear solution for
the first estimate of voltage angle ∆s. Use the fixed grid
voltage to formulate a new voltage matrix, such that:

Vd = Vgsin(∆s.) (16)

Vq = Vgcos(∆s.) (17)

Where Vg is the fixed grid rms voltage .

Fig. 5. Phasor diagram show load currents of WRSM

7) With the new voltage matrix together with the
impedance matrix the load currents can be found. The
current matrix can be expressed as :

I = Z−1 ∗ V. (18)

The new values of Id and Iq from the solved current
matrix become the new estimate in the following itera-
tion. The whole process is repeated again until the value
of Vt − Vg approaches zero.

VII. RESULTS OF OPTIMIZATION

The criteria in choosing the best machine is based on power
density, that is a solution lying within all the constraints but
with the highest power density. After optimization the highest
power density obtained was 0.42 kW/kg. It can be seen that
as the algorithm adapts for a higher power density the slot
opening of the rotor slots become more wider to accommodate
the low torque ripple requirement. The stator bore diameter is
reduced to decrease the weight of the machine. It is evident
that as the mass is reduced so is the efficiency of the machine,
Fig 8 shows how the efficiency gradually increase as the mass
is increased. As the multi-objective optimization is employed
the optimum point in terms of efficiency is a compromise
that allow all the other conditions to be true. Fig 10 shows
the relationship between load currents, excitation current and
power density. Power is a function of torque, and torque
is directly proportional to load current. As the load current
increases , so does the torque and the power. The field current
is responsible for keeping the voltage at the required 230 V
rms. The main dimensions are closely related to the torque

TABLE III
OPTIMIZATION VARIABLES

Parameter Type Lower
limit

Upper
Limit

δ (mm) input 2.5 5
sHs0 (mm) input 5 20
sHs1 (mm) input 80 120
sBs0 (mm) input 50 120
rHs0 (mm) input 5 15
rHs1(mm) input 10 15
rHs2 (mm) input 80 125
rBs0 (mm) input 50 120
rBs1 (mm) input 60 120
rBs2 (mm) input 40 120
I (kA) input 2 7
Idc (A) input 10 200
Nt input 10 500
rostator (mm) input 750 1000
rshaft (mm) input 230 330
L (mm) input 600 2000
θ (degrees) input 0 90
Tripple (%) output 0 6
Vt output 230 240
Tavg (kNm) output 76 77
Js(A/mm2) output 1 5
Jr(A/mm2) output 1 5
PF output 0.975 1

TABLE IV
OPTIMIZATION OBJECTIVES

Parameter Objective
Active mass minimize
Power density maximize
Efficiency maximize

(a) (b)

Fig. 6. 2D FEM models of (a) Preliminary WRSM (b) Optimized WRSM.
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Fig. 7. Comparison of properties between preliminary design and the
optimized machine.

capacity of the machine, Fig 9 shows this relationship from
obtained solutions of the optimization.
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VIII. CONCLUSIONS

The aim of this work was to optimize a large scale wound
rotor synchronous machine, to improve its performance and
make it grid complaint. It could be seen that the objectives
were met, the torque ripple was reduced to an acceptable 4.4%
and the active mass of the WRSM was decreased by more than
40% to increase the power density of the machine. Using the
iterative process to solve for load current and simulate grid
conditions, it was seen that the power factor is within the
acceptable grid requirement which is between 0.975 leading
and lagging. By setting the limits on the current densities, the

heating limit was set to be appropriate for air cooling and
thus the thermal limit was not exceeded. It can therefore be
concluded that an optimum solution that is also grid complaint
was obtained.
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Abstract—Induction motors are ever-present in various 

commercial and industrial processes owing to their high-power 

capacity, dependability, and low manufacturing costs. However, 

during their operation their susceptible to heat, mechanical 

stress, electrical stress, and corrosion. These stresses do not 

affect the operation of induction motor, however, in a long run 

it may develop into a major fault which can cause additional 

maintenance costs and unscheduled downtime, resulting in 

overall production loss, high financial loss, and sometimes 

serious human injuries. This work investigates the performance 

of an induction motor based on various faults conditions. A 

MATLAB/Simulink platform is used to develop an induction 

motor model. The performance of induction motor is evaluated 

on the three-phase line connected to it since implementing a 

fault in a line affects the performance induction motor. The 

faults that were tested were no fault condition and faults 

between AB, AC, BC, AG, CG, BG as well as ABCG. Training 

dataset was extracted from the sinusoidal waveforms of this 

various fault conditions. The data is given to the classification 

learner app in MATLAB for learning. Furthermore, this data 

set imported to workspace for the training purposes in the 

classification learner app. Different SVM learning algorithms 

are trained to deduce the highest learning algorithm in 

prediction time. The highest SVM learning algorithm according 

to the results is cubic and Fine Gaussian SVM learning 

algorithms which shows 100% accuracy on prediction time.  The 

confusion matrix is then used to compare the true predicted and 

the false predicted classes. 

Keywords— Induction motors, faults, support vector Machine 

(SVM) 

I. INTRODUCTION  

Induction machines are rapidly gaining popularity in 
renewable energy applications, necessitating ongoing research 
into the machines' performance. Failure to regulate faults in 
the processes may cause considerable economic losses, 
degrade the quality of the process performance, or even cause 
serious damage to human life or health, as well as the 
environment [1]. Most rotor failures are confluence by 
multiple factors such as when the rotor is under stress. This 
stressor could be classified as electromagnetic, dynamic, 
residual, environmental, thermal, and mechanical in general. 
In an IM the distance between the internal diameter of the 
rotor and the outside diameter of a rotor is known as the air 
gap. This can be avoided if the air gap length is kept to a 
minimum [1]. SVMs are learning models that have been 
supervised by accompanying Learning techniques for data 
classification and regression analysis. SVM analysis method 
is well-known as a classification and regression artificial 

intelligence approach. SVMs are used in a variety of fields, 
including digital advertising, text summarization, and 
genomics. The type of SVM that is frequently used for linear 
regression and classification tasks is called Simple SVM. 
Classification is a type of supervised machine learning, where 
the response is discrete. Supervised learning algorithm takes 
known response and train a model to generate predicted 
response on new data [2]. 

The industry has endorsed motor detection of faults as a 
means of ensuring the consistent and dependable operation of 
modern industrial systems. Motors are put through their paces 
in a variety of circumstances and environments. Any motor 
failure means undesired downtime, expensive repairs, and 
possibly human casualties [3]. It accounts for a wide range of 
load levels by combining the current signals of two phases. 
Electrical or mechanical failure can be used to classify the 
many problems associated with induction motors. Bearing 
problems account for Stator-related problems account for 38% 
of all IM faults in the rotor account for miscellaneous faults 
account for ten percent of the total. Bearing troubles, winding 
of stator shortages, shaft unbalance, damaged rotor bars, and 
air gap eccentricity are all common squirrel-cage motor faults. 
The motor would create an imbalanced increased heat, 
induced current, fluctuating torque, and lower torque 
magnitude because of these faults [4]. Rotor failures are 
among the most prevalent electrical IM problems, accounting 
for roughly 10% of all failures. Rotor windings, rotor bars in 
wound rotor machines, and end rings in squirrel cage 
induction motors are all susceptible to these faults. Casted 
rotors are utilized largely for small motors, while 
manufactured rotors are used for larger motors. During 
operation, thermal, electromagnetic, and mechanical stressors 
can all affect the rotor, resulting in rotor defects. Broken rotor 
bars can be caused by pulsing loads, frequent direct online 
starts, and manufacturing faults [5]. 

The most prevalent causes are winding problems and 
insulation failure. It causes 30–40percent of the overall 
reported IM failures. The failure the in insulation of the stator 
is caused by discharge in electrical, cooling system leakage, 
winding heating causing a temperature rise, and winding 
bracing with loose ends [6].  

II. MATERIALS AND METHODS  

A. Fundamental principle of SVM  learning algorithm 

SVMs are learning models that have been supervised by 
accompanying Learning techniques for data classification and 
regression analysis. They were first designed for data with 



exactly two classes, suggesting that the relating problem was 
a two-class problem with only two values for the class labels 
[7]. The operation of a linear classifier occurs when there is a 
straight line between two classes. In this way each data point 
in every two different categories will be grouped. This shows 
the number of lines to the choose from the endless. When 
compared with other algorithm such as k-nearest neighbours, 
the linear SVM algorithm is superior, because the data point 
is classified by best. It selects the line that slits the data and is 
the farthest distance from the nearest data point [7]. 

SVM quadratic is used when data sets are not linearly 
separable, to find an interval between two groups. Can get 
around this, the data is shifted to a greater space and then 
classified with a classification algorithm. Data sets can be 
learned more efficiently as the nth degree expansion increases 
[8]. The function that allows the non-linear model to be 
learned is called the polynomial kernel. In a feature space, this 
allows vectors (training samples) to be equal over the original 
variables' polynomials. To capture the data, the modification 
of implicit features utilizing kernels of non-linear cubic 
polynomials has a 3D non-linear aspect is required [8]. 

Advantages of SVM 

• They've long been known to be excellent at text 
classification and to scale well for rich attributes, 
which is critical in GUI-based datasets. 

• SVMs can offer better classification results with less 
training data.  

• The data of other users do not affect the learning of 
one user. 

• To put it another way, a user's profile can be built 
purely from his own data, with no help from other 
users [3]. 

B. Proposed Induction motor model 

The induction motor model in Fig. 1, was developed using 
a MATLAB Simulink. The stator and rotor's windings are 
joined by a wye to an internal neutral point. The model is 
connected to 3 phases namely: phase A, phase B and phase C. 
The fault was implemented between any phase and ground in 
the three-phase fault (short-circuit). A Simulink logical signal 
controls the fault operation when the external switching time 
mode is selected. The phase-locked loop (PLL) system can be 
used to synchronize on set of three-phase sinusoidal signals of 
variable frequency. A bridge of selected power electronic 
devices is implemented by the voltage measurement block. 
Each switch device is connected in series with RC snubber 
circuits. The output signal parameter is disabled when the 
block is not utilized in a phasor simulation and a POWERGUI 
block is added to the model. Receive signals from the ‘Goto’ 
block with the specified tag in the block parameter. The 
voltage and current output in volts and amperes or in per unit 
values. The fault is implemented on the difference because a 
fault is implemented on a line it affects the induction motor's 
operation. In a three-phase fault block the different fault 
condition can be measured which are the no-fault condition, 
the fault voltage, fault current, fault voltage, and current. The 
results are measured in the scope. 

 

Fig. 1. Induction motor model 

    The performance parameters of the induction motor 

together with the types of faults that are simulated in this work 

are given in TABLE I. 

TABLE I.  PERFORMANCE PARAMETER AND FAULTS TYPE. 

Performance parameter Type of faults 

Torque 

Rotor current 

Stator current 

No fault 

Phase (A to B) 

Phase (A to C) 

Phase (A to Ground) 

Phase (B to C) 

Phase (B to Ground) 

Phase (C to Ground) 

Phase A, B, C and ground 

 

After simulating various faults in the MATLAB Simulink, 
the fault current  profiles will be used as data for training in 
the SVM learning algorithm. The SVM learns better with the 
known output, therefore, since it has the prior knowledge 
about the dataset it can train without human help. The SVM 
will classify whether the outcome is a no-fault condition or a 
fault condition. SVM will classify the outcome according to 
the fault conditions. The flowchart in Fig. 2 illustrates this 
process. 

 

Fig. 2. Process flow chart.  



C. Classification learner app 

Fig. 3 demonstrate the process of classification learning 
workforce. Where the data is imported into classification 
learner app. From training to validation. 

 

Fig. 3. Classification learner App process flowchart. 

In Fig. 4 illustrates the process of classification model a 
model that is designed to perform a task of classification is 
called a classification mode. In this model the data are divided 
into desired output labes.  

 
Fig. 4. SVM learning algorithm. 

The data is given to computer for learning. The computer 
will know about different fault condition. The process that the 
computer will follow to learn about the different faults data 
called machine learning. After computer learn about the 
featured of faults data then we can give the test data. Since the 
data has the prior knowledge about the data it can train the 
data without human help. Therefore, it will automatically 
classify the training without the human help. 

III. RESULTS AND DISCUSSION 

Since implementing a fault in a line affect the operation of 
induction motor, the faults were implemented between any 
phase and ground. The faults that were tested in this work 
were no fault condition and faults between AB, AC, BC, AG, 
CG, BG as well as ABCG. The performance parameters are 
stator current, electromagnetic torque and rotor current. The 
simulated sinusoidal waveformsl on the model is extracted as 
dataset for training in a classification learner app. The dataset 
was gathered based on the results obtained from the simulation 
of the induction model. 

In Fig. 5, the electromagnetic torque, stator current and 
rotor current of the no-fault of the induction motor is 
demonstrated. It can be observed that the induction motor is 
operating without faults from 0 sec to 0.5 sec.  

 

Fig. 5. No fault condition.   

The fault implemented between phase A and phase B is 
shown in Fig. 6 below and the electromagnetic torque, stator 
current and rotor current are shown. Initially, the motor is 
operating without fault from 0 to 0.1 seconds,  the faults starts 
occurring from 0.1 to 0.3.  

 

Fig. 6. Fault between phase A and B 

In Fig. 7 shows the simulated fault condition between 
phase A and phase C demonstrating the performance 
parameters. 

 
Fig. 7. Fault between phase A and C 

Fault between phase A and ground is shown in Fig. 8 
below, where electromagnetic torque was operating at a 
normal state until a fault occurs at 0.1 seconds later. The 
torque kept increasing which caused the speed of the IM to 
decrease and it affects the performance of stator current and 
rotor current. 

 
Fig. 8. Fault between phase A and G 

Fig. 9 Shows the faults between phase B and phase C. This 
fault condition is similar to the fault simulated in Fig. 8. 

 
 



Fig. 9. Fault between phase B and C 

Fig. 10 demonstrate fault between phase B to ground. 
Where the electromagnetic torque is rapidly increasing 
causing the motor speed to decrease while affecting the stator 
current and rotor current. 

 
Fig. 10. Fault between phase B and G 

In Fig. 11 is the fault implemented between phase C and 
ground from which the electromagnetic torque is rising as 
discussed previously causing the induction motor to function 
slowly. 

 
 

Fig. 11. Fault between phase C and G 

Fig. 12 shows all the simulated faults combined together. 

 

Fig. 12. Fault between ABCG 

The simulated result from the developed induction motor 
model on MATLAB Simulink. The three-phase fault 
measures different fault conditions using current fault in this 
work. The performance parameters that were tested in order to 
obtain different fault signals were electromagnetic torque, 
stator current, and rotor current. The time is one of the 
common parameters in all the conditions. The model is trained 
for 0.5 seconds in each case.  

Fig. 5 shows a no-fault condition where the sinusoidal 
waveforms are constant. Different fault conditions start from 
Fig. 6 to Fig. 12, where in most cases the motor operates in a 
normal state for 0.1 seconds and then the fault occurs in the 
waveform signals. The fault in all the fault conditions is 
mainly caused by the increase in torque, which decreases the 

motor's performance below normal. The electromagnetic 
torque, stator current, and rotor current signals drop below 
normal, and at about 0.35 seconds, the motor goes back to 
normal again. 

A training data is data that already has data classified into 
different categories which are no fault, AB,AC, AG, 
BC,BG,CG and ABCG. The data is given to the classification 
learner app for learning. This classification learner app will 
know about no fault, AB,AC,AG,BC,BG,CG and ABCG and 
its features. The process that the computer will follow to learn 
about the different faults data called machine learning. After 
computer learn about the featured of faults data then we can 
give the test data. Since the data has the prior knowledge about 
the data it can train the data without human help. Therefore, it 
will automatically classify the training without the human 
help.  

In Fig. 13, Fig. 14 and Fig. 15 shows the confusion matrix 
of the results. 

 
Fig. 13. Number of observations 

 

Fig. 14. True Positive Rates (TPR) False Negative Rates (FNR) 

 

Fig. 15. Positive predictive Values (PPV) False Discovery Rates (FDR) 



    The class response is the various fault conditions 
whereas the predictor in this work is the electromagnetic 
torque, stator current and rotor current. After loading the 
dataset in classification learner apply and stated session, then 
started training data based on all SVM learning algorithm. The 
results shows that the learning algorithm with the highest 
accuracy in prediction time is Cubic SVM and Gaussian SVN 
as shown in Fig. 16. 

 

Fig. 16. SVM Learning algorithm 

The rows on the confusion matrix plot in Fig. 15 represent 
the output class, or anticipated class, while the columns 
represent the actual class (Target Class). The diagonal cells 
relate to accurately categorized observations. The off-
diagonal cells are associated with observations that were 
misclassified. In each cell, the number of observations and the 
proportion of all observations are displayed. The percentages 
of all the defects that are correctly and wrongly assigned to 
each class are displayed in the column on the far right of the 
plot. The accuracy (or positive predictive value) and false 
discovery rate are common names for these measurements. 
The percentages of all fault conditions belonging to each class 
that are correctly and wrongly classified are displayed in the 
row at the bottom of the plot. These measurements are 
frequently referred to as the false negative rate and recall, 
respectively. The overall accuracy is displayed in the cell in 
the plot's lower right corner. In Fig. 16, the first two diagonal 
cells show the number and percentage of correct 
classifications by the trained network. Faults AB, 
AC,AG,BC,BG were classified correctly by 100%. NF was 
classified 99.7% and 0.3% was incorrectly classified. ABCG 
was 95.4 correctly classified and 4.6% incorrectly classified. 

Both fault CG and BG were correctly classified by 97.3% and 
incorrectly classified by 2.7%. 

IV. CONCLUSION 

In this work, an induction motor model was designed and 
developed using MATLAB Simulink. This model was 
simulated under the following conditions: normal conditions 
and by implementing different fault between any phase and 
ground. The proposed model was able to display different 
faults characteristic curves of the electromagnetic torque, 
stator current and rotor current under various fault conditions. 
The simulated faults are viz. AB, AC, AG, BC, BG, CG, and 
ABCG. The dataset comprises of 8000 different fault 
conditions. The simulated signal was then used to extract the 
dataset from the wave signals. The dataset was used for 
training in the classification learner app using the SVM 
learning algorithm, and the SVM with the highest training at 
prediction with time was found to be the Cubic and Fine 
Gaussian SVM with an accuracy validation of 100%.  
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Abstract—This paper presents an alternative technique for the
determination of an induction motor’s torque-speed curve. Nor-
mally done using a handheld tachometer, a storage oscilloscope
and associated paraphernalia, an audio recording (in the form
of a spectrogram) of the machine running across its full speed
range, was instead taken on-site using a smart phone. Since the
sound components of the machine are directly proportional to
its speed, one clear audio harmonic was chosen, isolated and
processed into an equivalent speed-vs-time trace. The method
worked surprisingly well whilst the machine was producing
sound at speed, however the audio levels close to zero-speed
dropped away and proved problematic, being drowned out by
the environmental background noise. It was therefore necessary
to employ a curve-fitting technique to interpolate the zero-speed
point, critical for the scaling of the torque-speed curve by the
locked-rotor torque. Although this was successfully done by trial-
and-error, it is postulated that in future, by knowing the number
of parallel branches in the rotor equivalent circuit (i.e. single-cage
or double-cage) and hence the anticipated shape of the torque-
speed curve, the order of the curve-fitting polynomial can be
constrained, greatly simplifying the curve-fitting procedure.

Index Terms—induction motor, torque-speed curve, spectro-
gram, curve-fitting

I. INTRODUCTION

The work presented here stemmed from the need to verify
the torque-speed curve of a 0.5 MW, 2-pole squirrel cage in-
duction machine, on site, for Actom Large Machines (Benoni),
as part of the battery of commissioning tests, in line with
IEEE 112 standards [1]. The measurement technique employed
in this instance differed from the one traditionally used in
that, instead of a handheld tachometer being used to record
a speed-vs-time trace, a spectrogram of the machine’s sound,
showing both the frequency components (related directly to
shaft speed) and their intensities, plotted versus time, was
recorded instead. This was achieved using a suitable smart
phone application combined with the superior computational
ability of the smart phone. The motivation for doing this
was three-fold: 1.) the equipment traditionally used required
assistants and was cumbersome to transport to site; 2.) the
said equipment had been paced in long-term storage at the
university and was unavailable; 3.) as an interesting academic
exercise.

II. DESCRIPTION OF TESTING

To determine the torque-speed curve of the machine, three
parameters are required: speed, acceleration and supply volt-
age, over its full speed range. Under no-load conditions and
therefore only accelerating its own inertia, the machine is first
run up to full-speed in one direction. The phase rotation of the
supply voltage is then reversed so that the machine decelerates
through the braking-region (i.e. “plugging” [2]), crosses the
zero-speed point, and accelerates through the motoring-region
to full speed in the opposite direction. The testing is done at
a reduced voltage to prevent saturation effects from distorting
the unsaturated performance measurements, and to allow a
long enough testing period (over time) to record sufficient data
points for post processing.

Traditionally, a speed-vs-time trace is produced by a hand-
held tachometer, held against the conical centre of the rotor’s
shaft. A simple opamp-based electronic differentiating circuit
is used to produce an acceleration-vs-time trace, and both
traces are fed into a digital storage oscilloscope. Plotting the
two traces against each other results in an acceleration-vs-
speed curve, not too unlike the actual torque-speed curve,
assuming that the friction and windage losses are negligible
(an acceptable assumption if the machine is mechanically
uncoupled from its load). Since the torque produced by an
induction machine is proportional to the square of the supply
voltage (and hence is very sensitive to it) [1], a voltage-vs-time
trace is simultaneously recorded using the oscilloscope. This
signal is normally provided directly from the instrumentation
transformer installed in the manufacturer’s test-bed control
room. By scaling the acceleration-vs-speed trace appropriately
with the supply voltage trace, and then by the locked-rotor
torque (at zero-speed), the machine’s torque-speed curve is
derived.

In this instance, a spectrogram (a plot of frequency and
intensity versus time) was recorded from which a speed-vs-
time trace was extracted. Since the vibration and hence sound
emitted by the machine is inherently related to the rotational
speed of the rotor, there is direct correlation between the
spectrogram plot and the speed-vs-time function. The largest
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source of the machine’s sound, due to windage, comprises
(integer multiple) harmonics related to the number of impeller
blades, and hence the shaft’s speed, providing several “speed
traces” from which to choose from. During pre-testing, it
was found that the location of the recording device plays an
important role in the success of this method: any position
located within the forced-cooling airflow results in white noise
drowning out the audio signals of interest - it was found that
the surface of the cooling fan shroud acts as a good transmitter
of sound and hence provides the ideal location. Fig. 1 shows
the author recording the spectrogram at this location.

Fig. 1. Recording the machine’s sound in close proximity to the fan’s shroud,
but out of the axially-directed airflow.

Although the principal advantage to this method is the
simplicity of the equipment required and lack of physical
coupling to the machine, the major disadvantages of recording
an audio trace are the lack of any sound near to the zero-speed
point (from literature, a common problem with all techniques
yet critically important for applying the locked-rotor scaling
value), and the large amount of background noise within the
factory environment that significantly reduces the amount of
usable data points in this region. A lesser disadvantage of this
method is the increased post-processing required, to derive
an acceleration-vs-time trace, which now needs to be derived
mathematically, by computing the derivative of the speed-vs-
time trace - this was traditionally done in real-time by an
opamp differentiator circuit.

Fig. 2. An example of the recorded output showing the real-time FFT analysis
at the top, and the recorded spectrogram (over time) below that.

III. CONTEXTUALISATION

A brief review of literature suggests that the problem in
question has been of interest for decades; Cormack’s work
undertaken in the mid-1950s, provides a valuable summary
of emerging techniques of that era, citing two papers (the
earlier one from the 1930s) in which the “traditional method”
of using a shaft-connected tachometer, as presented above, was
described [3]. He also cites a paper in which an early form
of “digital” process was experimented with: using high- and
low-speed cameras to capture a reference point on the rotor’s
shaft, and hence deduce the angular speed (and subsequently
the acceleration) from the period between photographs. In
his own work, he develops a “deflection transducer” that
measures the torque produced by the machine, mounted in
a rocking cradle, reacting against a restoring spring. Although



this setup is inappropriate for on-site testing of a machine, his
signal analysis method is fundamental: the x-axis of a CRT
is supplied with a speed-vs-time signal provided by a shaft-
coupled permanent magnet generator, and the y-axis of the
CRT is the measured deflection due to the torque reaction
i.e. effectively a plot of acceleration-vs-speed. This method
skips the noise-prone differentiation function, reducing the
processing to a simple and robust single-step function. In his
conclusion, as well as of those cited, all are in agreement that
their methods of measuring the torque at and about zero-speed
prove to be inaccurate and hence problematic, since the not-
insignificant harmonic torques, as a consequence of the stator-
rotor slot combinations, are most profound at low speeds. The
work presented here shares this same short-coming and merely
presents an alternative but more convenient method of deriving
a speed-vs-time trace.

Moving forwards in time, Yamey and Robinson in the mid-
1970s, present an early version of a true digital acceleration
sensor, to derive the torque, using a rudimentary pulse counter
to encode the rotor’s position [4]. During a fixed period of one
second, the number of pulses counted was used to determine
the angular speed, and hence acceleration. Once again, they
concluded that low speed measurements proved inaccurate
(particularly the period containing the direction reversal of
rotation at zero-speed) and that to gain accurate results over the
full speed range, the acceleration time needed to be in the order
of tens-of-seconds, achieved by conducting the experiment at
reduced voltage.

The focus of more current-day research is into the sensorless
measurement of the speed and torque, and similarly, the
estimation of various machine parameters, whilst in operation.
As an example, Ahmed and Toliyat present a sensorless speed
transducer that relies on induced harmonics in the motor’s line
current, due to saliency effects in the machine’s assembly, to
provide a suitable speed signal [5]; the work presented here
is in principle very similar, but relies on the audio harmonics
produced by the machine as the source of the speed signal.
As another example, Kliman et al demonstrate a sensorless
torque transducer, which estimates the airgap torque from
the measured line currents and known machine parameters
[6]. Although reasonably accurate (to within say 5%), they
highlight the issues of relying on assumptions, particularly
regarding the magnetic symmetry of the machine, crucial to the
calculation of the airgap torque; additionally, saturation effects
and core losses are entirely ignored. This supports the case of
taking a practical measurement, particularly for unique, hand-
built machines, where the impacts of manufacturing tolerances
and minor defects need to be included. The foundation for the
technique presented here is therefore laid.

IV. MEASUREMENTS RECORDED

The “Spectroid” application was downloaded and installed
onto a smart phone; Fig. 2 shows an example of the output
screen, taken after a recording had been completed. The graph
at the top shows the real-time Fast Fourier Transform (FFT),
plotting the sound intensity (in dB) on the y-axis and frequency

on the x-axis. From initial testing on site, the first four audio
harmonics showed the most promise and hence the upper
frequency limit was set to 200 Hz. The sampling frequency of
the device was set to 96 kHz and an appropriate FFT algorithm
was selected. The recording took place over about 80 seconds
and approximately 1250 sample points were recorded within
this duration. This gives a sampling average over about 60ms
per sample.

The plot in the lower half of Fig. 2 is the recorded spectro-
gram. The x-axis shows the frequency scale (low frequencies
to the left, high frequencies to the right); intensity (dB) is
indicated by the colour scale (on left hand side: soft is dark,
loud is white), and the y-axis is the time scale: the plot scrolls
from bottom to top, with the latest recorded data appearing at
the bottom (i.e. rotated by 90°when imagining a time-scrolling
recording device).

Immediately apparent from the plot in Fig. 2 is the large
amount of background noise, indicated by the pink / purple
coloured areas. Despite this, the machine’s harmonics are still
clearly audible (louder, brighter) above the background noise,
except when the machine operates close to zero-speed, where
the traces fade into the noise floor (approximately half way
up). The distinct vertical line at 100 Hz is the dominant
component of the background noise, generated by the loud
electromagnetic hum from the nearby generating set, being
supplied with 50 Hz AC. The feint horizontal line, about half
way up, was an impulse created by the author (by tapping the
device), to indicate more or less where the direction cross-over
point is located i.e. zero-speed point.

Since the machine under test was relatively small in power
rating and the test requires it to be conducted at reduced
voltage, it was not crucial to record the supply voltage for this
particular machine, as this could be well controlled by the test-
bed operator. Several pre-test runs were done to experiment
with the settings above and to choose an appropriate voltage,
sufficiently high so as to cover the full-speed range over
the 80-second period, and sufficiently low so as to avoid
saturation effects. In discussions with the test-bed operator,
this was typically about 25% of the machine’s rated value,
and remained relatively constant over the full speed range.

V. DATA ANALYSIS

After the testing session, the spectrogram plot was exported
from the device and imported into a mathematical processing
package. To make the spectrogram more interpretable and
resemble a more traditional speed-vs-time plot, the image was
first rotated by 90°counter clockwise such that frequency (read
“speed”) was on the y-axis and time was on the x-axis, and
secondly, split into two parts: reverse- and forward- rotation,
with the reversed portion being inverted to show a negative
speed. Fig. 3 shows the re-mapped spectrogram.

The four lowest harmonics (fundamental: 50 Hz, second:
100 Hz, third: 150 Hz and fourth: 200 Hz) are clearly evident
in both Fig. 2 and Fig. 3. Since all the harmonics are related by
an integer multiple to one another, and all are directly related
to the shaft speed, the data points (white ”X”s) from all the



Fig. 3. Spectrogram of machine’s sound, running from full-speed in the
reverse direction (left-portion), to full-speed in the forwards direction (right-
portion). Extracted data points are marked with white “X”s; the blue curve
shows the best-fit polynomial through the 4th-harmonic data points.

traces were used to determine a best-fit spline (blue curve)
through the data.

There are four distinct areas of operation evident: firstly, the
machine is run at full-speed in the reverse direction (at time
t = -40s). Then, whilst the phase rotation was being reversed,
the machine coasts, slowing down slightly towards t = -27s.
Upon re-energisation, the machine produces a braking torque
(slip = 2) and the machine rapidly decelerates towards zero-
speed (t = 0s, slip = 1) where it crosses over from reverse
rotation to forward rotation. It then accelerates in the forward
direction, reaching full speed (t = 33s, slip = 0), whereafter
it continues to run at no-load (t = 35s). The substantial
pull-out torque is clearly evident by the very steep climb
in speed, towards the end of the trace (t = 32s). Since the
torque characteristics are of interest, the coasting and free-
running periods are ignored, and the spline fit (blue curve) is
constrained to the period between these two transition points
as shown.

Fig. 4 shows the extracted speed-vs-time plot; the corre-
sponding data points (from Fig. 3) are shown with the black
“X”s and the blue curve shows the best-fit spline curve through
the data points of interest - the point at the extreme left is
coasting and the point at the extreme right is free-running.
Clearly evident in this figure is the lack of data points about
the zero-speed point (t = 0s); this required a substantial amount
of post-processing to determine the best-fit curve. Not clearly
shown in the figure is a second (red) best-fit curve, overlaid by
the blue curve; the two curves (3rd and 4th order polynomials
respectively) both fit the data points very well and converge
well on the anticipated curve through zero-speed, offering
confidence in the solution.

With an algebraic function for speed-vs-time now explicitly

Fig. 4. Extracted speed-vs-time curve showing a 3rd and 4th order best-fit
spline (red 3rd order curve almost perfectly overlaid by blue 4th order curve,
except about the zero-speed point).

known, the derivative (acceleration) is very straightforward
to compute and is completely noise-free (unlike the result of
doing this electronically as in the past).

Finally, ignoring friction and windage losses, the resultant
torque-speed curve is determined by scaling the acceleration
function by the measured locked-rotor torque (at zero speed);
with the voltage assumed to remain constant, there was no
need for any further scaling, other than up to rated voltage.

VI. RESULTS

A. Torque-vs-Speed Curve

An unsaturated locked-rotor torque value was provided by
the manufacturer from previous tests; the resultant torque-
speed curve for the machine is therefore shown in Fig. 5 below.

From the figure, the 3rd and 4th order polynomials fit the
data points (black “X”s) tightly and correlate well with one
another, except on either side of the zero-speed point, where
slight differences are evident. However, good correlation exists
at zero-speed itself, which is critical for the scaling by the
locked-rotor torque. The red and blue circles indicate the
nodes where the corresponding polynomial segments have
been spliced together. The graph shows a very high pull-out
torque and compares well with the manufacturer’s design data.

B. Critical Analysis of Experimental Technique Used

Once a basic testing methodology had been decided upon,
the testing itself was quick and straightforward. A fair amount
of prior experimentation was done in the university’s labora-
tory, testing the methodology on the small machines there.
Unfortunately, this did not prove valuable as the laboratory
environment (very quiet) and small machines tested (only a
few kW) differed significantly from the one in this testing
instance.



Fig. 5. Resultant torque-speed curve for the machine under test, across the
full speed range.

The background noise in the laboratory was very low,
resulting in the Signal-to-Noise Ratio (SNR) of the small
machine’s sound to be very good. This provided usable data
virtually right up to the moment of zero-speed. In contrast,
the on-site location within the factory environment was very
challenging and the SNR was poor. This is evident in Fig. 3
(and consequently Fig. 4) where, due to the overwhelming
background noise, no usable data points could be extraced
from about t = -6s to t = 9s i.e. approximately 15s of “silence”
during, arugably, the most critical range of speed. This gave
rise to the need for the intensive curve-fitting process since
trendlines through the other data points shown in Fig. 3, would
clearly converge through a single point (at zero speed).

In an attempt to indicate where the zero-speed point was
reached during the recording, the feint vertical line at t = -3s
indicates where the author tapped the smart phone when the
shaft appeared stationary. However, from Fig. 3, the mismatch
between the apparent zero-speed point and the actual one (at
t = 0s), is obvious. Two reasons for the error are postulated:
Firstly, the very slow deceleration results in the (very large
diameter) shaft rotating extremely slowly prior to the zero-
speed point and therefore the exact stationary position is hard
to accurately verify by eye - in contrast, the smaller machines
tested decelerated much quicker and it was quite easy to see
when the (small diameter) shaft had stopped. Perhaps the
assistance of a stroboscope here would be beneficial. Secondly,
a moment of stiction in the large machine would have slightly
delayed the start of the acceleration stage, resulting in the shaft
remaining stationary for a pause, and hence contributing to the
error.

Nonetheless, despite the challenges above, the pre-testing
provided the necessary expertise in the use and setting up of
the spectrogram application, which was beneficial.

It can be argued that the convenience in the simplification
of the equipment and ease of testing came at the expense of
the extra time and effort in the post-processing required. The
major benefit of deriving a well-fitting polynomial is that the
(troublesome) differentiation process results in an explicit and
noise-free algebraic function, making the exercise worthwhile.
To reduce the complexity of the post-processing, it is proposed
that a “grey box” modelling approach be implemented in
that, one already knows the expected shape of the torque-
speed curve (primarily dependent on known functions of slip
and rotor resistance) and therefore the number of possible
polynomial best-fit curves, and their order, can be immediately
constrained - in this instance, this was experimentally deter-
mined by trial-and-error to be 3rd or 4th order. It is speculated
that this order is dependent upon the number of parallel
branches in the rotor circuit; and could be an interesting
academic exercise.

Although the technique worked well in this application, for
machines exhibiting synchronous- or harmonic- torques, it is
doubtful that the number of data points would be sufficient
to accurately detect these. Certainly, polynomials of a much
higher order (or an increased number of spliced lower-order
polynomials) would be required to plot these. This requires
further investigation and experimentation in the university’s
laboratory and would be interesting future research.

For larger machines or machines with less simple torque-
speed curves, maintaining (and hence assuming) a constant
voltage during testing, may prove problematic and therefore
a voltage trace really should be recorded. With the method
postulated here, this is not possible at the moment and some
form of synchronised voltage recording method would need
to be investigated.

Since an induction machine’s torque is dependent upon its
speed (due to the slip), the work presented here in deriving
a torque-speed curve is limited to induction motors only.
However, similar methods could be used to empirically model
the responses of other types of motors, combined with their
drives and control schemes, for use in greater system models.

VII. CONCLUSION

A novel technique was used to determine the machine’s
speed-vs-time plot, and hence acceleration, based on an audio
spectrogram recording of the machine’s sound, whilst running
across its full speed range. Although this simplified the on-site
test equipment required and made the testing very straight-
forward, it came at the expense of a large post-processing
exercise. Nonetheless, the advantages and disadvantages are
discussed here and the exercise proved very interesting from
an academic point of view. It is proposed that, by knowing
some details of the machine’s rotor equivalent circuit, and
hence the shape of the anticipated torque-speed curve, a “grey-
box” modelling approach can be adopted and the curve-fitting
process greatly simplified.
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Abstract - This paper presents the findings from the 
analysis of an indoor Alternating Current (AC) Medium 
Voltage (MV) Vacuum Circuit Breaker (VCB) during 
fault interruption when connected to a MV power line. 
The circuit breaker fault interruption phenomenon was 
investigated during Phase-to-Earth faults. This concept 
was simulated using an electromagnetic transient 
program (EMTP). An analysis was conducted when 
advanced controlled switching (ACS) technology was 
applied to the circuit breaker to achieve current zero (CZ) 
tripping. CZ tripping during fault interruption was 
successfully achieved, with the simulation results 
indicating a reduced arcing current, voltage and a 
reduction in transient recovery voltage (TRV). The results 
demonstrated an improved lifecycle of the circuit breaker 
when compared to a non-controlled conventional circuit 
breaker.  

Keywords—arcing, controlled switching, current zero, 
interruption phenomena, medium voltage, vacuum breaker. 

I. INTRODUCTION 

In high voltage applications, the technology called 
controlled breaker switching was initially developed to 
control the circuit breakers connected to unloaded systems. 
For this application the breaker closed at the earliest CZ point 
to prevent inrush currents. This technology was further 
developed into an ACS which factors in its environmental 
conditions. This includes the idle time and temperature when 
energising the circuit breaker. The implementation of 
controlled switching technologies ensured that the circuit 
breaker was energised at a time with the least effects of arcing 
and inrush currents which is caused by residual flux [1]. The 
controlled switching technologies was also accomplished in 
high voltage fault interruption, where CZ tripping was 
implemented to reduce the effects of arcing currents. This 
possess an adverse effect on the circuit breaker arcing contacts 
which results in a reduced equipment lifespan [2].  

The use of air blast and Sulphur hexafluoride (Sf6) gas 
interruption mediums for outdoor circuit breakers is primarily 
used in the implementation of controlled switching 
technology [3]. However, the implementation of ACS using 
an indoor vacuum circuit breaker has not been established. 
The AC Medium Voltage VCB using ACS technology was 
implemented in this study. The approach was prompted by the 
fact that majority of faults occur on the distribution power 

system, which consequently contribute to a typical analysis of 
more than 46 % of circuit breakers on a power system [4, 5]. 
These findings have led to an analysis on the lifecycle of a MV 
circuit breaker for fault interruption by adopting ACS to 
interrupt faults. The purpose was to produce results that: 

 Make a significant impact on the majority of a power 
system rather than just the 46% which is attributed to the 
high voltage zone of the power system. 

 Effectively improve the circuit breaker useful life (UL) 
hence reducing costs on power utilities. 
 

This paper investigates the lifecycle improvements of the 
11 kV indoor VCB using ACS. The VCB is connected to its 
load via a 11 kV power line which is represented by the power 
circuit shown in Fig. 1. A Phase-to-Earth short circuit fault 
was applied to this power circuit. The EMTP was used for the 
simulation and the results obtained for the VCB fault 
interruption phenomena. This was in terms of the interruption 
time, arcing current, arcing voltage, transient recovery voltage 
and current chopping for both the ACS and the non-controlled 
VCB switching. 

 
Fig.1. Controlled Switching Power Circuit Diagram 

 
The analysis and comparison of results obtained aided the 

understanding of the impact that the controlled switching 
technology has on the VCB during fault interruption when 
compared to a non-controlled VCB. This was relevant to the 
lifecycle improvement [6, 7].  

II. METHODLOGY 

ACS integrated logic was created within the EMTP. This 
program uses the principles of summation and comparator 



 

logic to provide swift fault clearing times coupled with 
reduction in arcing effects and inrush currents [8, 9]. The 
model comprises of several black box models. One of these 
black box models is the predicted controlled trip time logic 
module which extrapolates the fault current instant time 
results using the logic derived from (1).  

    – )  ( .    – ]  =  [  –(  ) t
If FT t I sin t sin e             (1) 

 
Where, TIf is the fault current logic instantaneous time, IF 

is the fault current time, t is the time, ω is the power system 
frequency, α is the phase angle of the phase voltage when the 
fault is initiated, L is the source to fault inductance, R is the 
source to fault resistance and τ is the time constant of the 
symmetrical transient component of fault current.  

The fault time results from (1) are used as an input in (2) 
to obtain the overall predicted CZ trip time (Tco) that was 
derived from a hypothesis which forms part of the ACS logic. 

            ] ] 0.0 1        
         co If temp Idle std If temp Idle stdT T T T T T T T T  

            (2) 
 

Where, TIf is the fault current logic instantaneous time, 
∆Ttemp is the compensation time based on temperature times, 
∆TIdle is the compensation time based on idle time, Tstd is the 
standard VCB opening time. 

The predicted CZ controller is the core black box module 
which determines the future CZ trip time considering the fault 
current time as a reference point. This coupled with the ACS 
summation black box model which summates the idle, 
temperature and standard time delays is shown in Fig. 2. 

 
(a) 

 

 
        (b) 
 
Fig 2. Black box Models: Predicted CZ Trip (a), Advanced Controlled 
Summation Black Box Module (b)  

 
The VCB delays in conjunction with the fault time instant 

is processed to ascertain the earliest CZ trip time. The trip time 
results use the logic to facilitate only CZ tripping. The 
predicted CZ controlled logic from a hypothesis was 
implemented on a Phase-to-Earth fault with earth connection 
by synchronizing it to the trip commands of phase A of the 3-
phase 11 kV indoor VCB using EMTP. The remaining breaker 
poles operate at no more than half a cycle apart in a RYB/ABC 
sequence. 

The VCB interruption phenomena results was compared 
and analysed using the EMTP. The thermal and energy results 
were transposed into the Arrhenius equation (3) to measure 

the rate of change relevant to the VCB lifespan with reference 
to the temperature and energy of the arc [6, 7]. 

AE
k e

RT
            (3) 

Where EA is the energy produced by the arc in kJ mol-1, R 
is the gas constant at 8.31 JK-1mol-1, T is the Temperature of 
the Arc in ℃, e is the base of natural logarithm and K is the 
Kinetic Rate constant in M-1. S-1.  

III. SIMULATION RESULTS 

The simulation for the ACS was conducted at current 
angles namely 30°, 60° and 90° to produce results that was 
used for analysis of the VCB interruption phenomena to 
determine the impact on the VCBs lifecycle. The simulated 
results for the fault interruption phenomena are as follows: 

A. Interruption time 

In Fig. 3 to Fig. 5, the IspX represents the conventional 
VCB curve while the Isp represents the ACS graph results. 
The advanced controlled VCB interruption time deviates from 
the conventional VCB at current interruption. The ACS 
interruption time as shown in Fig. 3 to Fig. 5, achieved CZ 
interruption. However, the conventional VCB trips at any 
current instant that is dependent on its interruption time. 

The fault current angles between simulations have proven 
to have an impact on the current interruption angle and current 
interruption trip time for non-controlled switching. However, 
for the controlled VCB, the current interruption time is the 
only parameter impacted due to the fault trip angle with all the 
simulated interruptions occurring at CZ [3]. The interruption 
time in Fig. 3 for IspX and Isp is 0.057 s and 0.071 s at a 30° 
fault angle. From Fig.4, the interruption time for IspX and Isp 
is 0.049 s and 0.06 s at a 60° fault angle. Lastly, in Fig. 5 the 
interruption time for IspX and Isp is 0.039 s and 0.05 s at a 
90° fault angle 

 
Fig.3. SN1 Controlled Switching Vs Conventional Interruption time.  

 

 
Fig.4. SN2 Controlled Switching Vs Conventional Interruption time.  

 



 

 
Fig.5. SN3 Controlled Switching Vs Conventional Interruption time.  

B. Arcing Voltage and Current 

The arc voltage and arc fault current compared between 
the conventional and ACS VCB operations for all simulations 
are shown in Fig. 6 to Fig. 8. VaX and IspX represents the 
conventional graphs while Va and Isp represents the ACS 
graph results for the arc voltage and arc current. Fig. 6 
illustrates the arc voltage VaX and Va of 9.95 kV and 8.82 kV 
respectively while the arc current for IspX and Isp are 24.76 
kA and 22.34 kA. Fig. 7 illustrates the arc voltages for VaX 
and Va are 9.97 kV and 8.89 kV while the arc current for IspX 
and Isp are 24.64 kA and 22.11 kA. Lastly in Fig. 8, the arc 
voltages for VaX and Va are 9.93 kV and 8.95 kV while the 
arc current for IspX and Isp are 24.89 kA and 22.28 kA. 

 

 
Fig.6. SN1 Controlled switching vs Conventional Arc Voltage and Current.  

 

 
Fig.7. SN2 Controlled switching vs Conventional Arc Voltage and Current.  

 

 
Fig.8. SN3 Controlled switching vs Conventional Arc Voltage and Current.  

 
When the arc fault current results of SN1 to SN3 for ACS 

are compared to the conventional results in Fig. 6 to Fig. 8, the 
arc current output produced had decreased by an average of 
10 % in the ACS. The major influence on the lower arc fault 
current output is the ability of the ACS to interrupt the VCB 
at CZ [8].  

The arc quenching capabilities of the conventionally 
operated VCB was found to be 10 % higher when compared 
to the ACS vacuum circuit breaker. This is proportional to the 

arc fault current produced. The withstand fault current 
capabilities for both the ACS and conventional switching 
VCB was below the withstand capabilities of 600 A/μs of the 
selected VCB rating. 

The simulated output VCB arc voltage for SN1 reduced by 
11% while the percentage decrease for SN2 was 12% and for 
SN3 was 10 % when ACS was implemented. A significant 
improvement is present in reduction of VCB arc voltage when 
CZ tripping is implemented. The regulated arc voltage results 
between simulations are within a tolerance range of 1% for 
ACS. The CZ interruption increased the VCB resistance 
within the contact’s arc gap therefore increased its ability to 
trip swiftly while reducing the heat losses produced from high 
arc voltages [10]. Overall the ACS vacuum circuit breaker 
produced lower arc voltage and current results when 
compared to a conventional switching VCB.  

C. Current Chopping 

The chopping current comparison between the 
conventional and ACS VCB operations for all simulations are 
shown in Fig. 9 to Fig. 11. IflaX represents the conventional 
graphs while Ifla represents the ACS graph results. In Fig. 9, 
the peak chopping current for IflaX is 0.15A whereas Ifla is -
0.03 nA. The duration of the current chopping for IflaX is 
0.002 s while Ifla is 0.001 s. In Fig. 10, the peak chopping 
current for IflaX and Ifla are 0.5 A and 0.065 nA. The duration 
of the current chopping for IflaX is 0.0034 s and for Ifla it is 
0.001 s. Lastly in Fig. 11, the peak chopping current for IflaX 
is indicated as 0.6 A whereas Ifla is 0.01 nA. The duration of 
the current chopping for both IflaX and Ifla are 0.0024 s and 
0.001 s respectively. 

 

 
 Fig.9. SN1 Controlled switching vs Conventional Chopping Current.  

 

 
 Fig.10. SN2 Controlled switching vs Conventional Chopping Current.  

 

 
Fig.11. SN3 Controlled switching vs Conventional Chopping Current.  



 

The controlled VCB chopping current is much smaller 
than the conventional chopping current results for Fig. 9 to 
Fig. 11 with values not exceeding 0.065 nA. Hence it’s not 
visible on the simulated graphs and shown as 0 A when 
compared to the conventional VCB chopping current results. 
The yields for ACS chopping current indicates a decrease in 
chopping current when using ACS. Effectively, the chopping 
current values when ACS was implemented reduced the 
duration and magnitude of the chopping current. This was due 
to the interruption occurring at a lower current [11].  

D. Transient recovery voltage  

The TRV compared between the conventional and ACS 
VCB operations for all simulations are shown in Fig. 12 to 
Fig.14. EaX represents the conventional graphs of the TRV 
while Ea represents the ACS graph results. In Fig. 12, the TRV 
for EaX and Ea are 29.95 kV and 23.53 kV for a duration of 
0.003 s and 0.001 s, respectively. The Rate of Rise of 
Recovery Voltage (RRRV) for EaX is 5.19e-4 whereas for 
Ea it is 4.71e-4. In Fig. 13, the TRV EaX = 29.75 kV and Ea 
= 22.23 kV. The duration of the TRV for EaX = 0.004 s and 
Ea = 0.001 s. The RRRV for EaX = 5.35e-4 and Ea = 4.45e-4. 
Lastly in Fig. 14, the TRV EaX = 23.37 kV and Ea = 13.73 
kV. The duration of the TRV for EaX = 0.004 s and Ea = 0.001 
s. The RRRV for EaX = 4.67e-4 and Ea = 2.75e-4. 

 
Fig.12. SN1 Controlled switching vs Conventional TRV 

 

Fig.13. SN2 Controlled switching vs Conventional TRV 

 

Fig.14. SN3 Controlled switching vs Conventional TRV 

 
The magnitude of the TRV for ACS was decreased by an 

average of 12% for Fig. 12 to Fig. 14 when compared to the 
conventional VCB interruption. This is due to fault 
interruption occurring near CZ for conventional VCB 
switching rather than at CZ. The change in magnitude of the 

TRV for EaX for the conventional switching for Fig. 12 to Fig. 
14 are no more than 3% when the fault current angle changes. 
These results indicate the fault current angle also has an 
influence on the TRV magnitude. The RRRV for the 
conventional VCB is 12% higher on average when compared 
to the ACS results. The RRRV is proportional to the TRV 
[12]. Hence, the percentage difference between the RRRV and 
the TRV remain the same for ACS and conventional 
switching.  The VCB probability of gaining restrike voltage is 
reduced when the RRRV is reduced thus an improvement of 
12% is favourable when using ACS. It was also observed that 
when the TRV peak increased, the time to peak is reduced as 
the short circuit fault was reduced. This also caused the RRRV 
requirements to increase in order to provide swift VCB trip 
times. Overall, ACS TRV is lower due to CZ  interruption[13]  

E. Temperature, Energy and Power of Arc 

The simulated arcing temperature, energy and calculated 
power output results obtained are shown in Table I for 
conventional switching and in Table II for ACS. 

TABLE I. CONVENTIONAL TEMPERATURE, ENERGY AND 
POWER OUTPUT RESULTS 

Temperature, Energy and Power Output Results 
Simulation 
No. (SN) 

(P) - Arc Active 
Power (W) 

Energy of Arc 
(J) 

Peak Arc 
Temperature (°C) 

SN 1 3245 138834.18 7287.64 

SN 2 3351 138541.57 7272.28 

SN 3 3339 138635.71 7277.23 

 
TABLE II.  ADVANCED CONTROLLED TEMPERATURE, ENERGY 

AND POWER OUTPUT RESULTS 
Temperature, Energy and Power Output Results 

Simulation  
No. (SN) 

(P) - Arc Active 
Power (W) 

Energy of Arc 
Power (J) 

Peak Arc 
Temperature (°C) 

SN 1 2303.00 98390.77 5164.70 
SN 2 2245.00 92815.82 4872.06 
SN 3 2233.00 92847.18 4873.71 

 
The arc temperature results in Table I and Table II are 

within the expected VCB withstand capabilities rated for a 
period of 1s [14].Temperature rise for ACS was on average 
32% lower than when conventional VCB switching was 
implemented. The arc energy produced was found to be the 
major influence on the temperature of the arc due to its 
proportionality [15]. This power of the arc relative to the 
energy of the arc during the VCB operation was calculated 
using equation (4) to produce the results obtained in Table I 
and Table II. 

 
E = R. I2.t                 (4) 

Where, t  is the time period of current, R is the resistance 
and I is the current. The energy produced in relation to the 
temperature is represented in equation (5)  
 
E = λ. T                (5) 

Where,   is a function of heat dissipation rate I2t also 
known as hysteresis losses, T= the temperature. The above 
equations (4) – (5) demonstrates that for a constant current, an 
increased arc contact resistance will produce more arc energy 
therefore increasing the arc temperature [16]. The arc time 
duration for SN1 to SN3 in both conventional and ACS 
simulations decreased as the fault current angle increased.The 
lower temperature magnitude on the ACS together with the 
regulated rise to Peak Arc Time Instant (τ) effectively reduced 
the thermal rise of the arc within the VCB.  



 

F. Circuit Breaker lifespan impact diagnosis 

The Kinetic rate constant (k) results for conventional 
switching and ACS together with the lifespan expectancy in 
years of the ACS are shown in Table III. 
 

TABLE III.   KINETIC RATE CHANGE AND LIFESPAN RESULTS 
Efficiency Output Results 

Simulation  
No. (SN) 

Conventional Rate 
Constant (k) 

ACS Rate 
Constant (k) 

% Rate 
Contact 
Change 

Lifespan 
in Years 

SN 1 0.109744 0.113336 3.28% 0.7 
SN 2 0.109750 0.100134 8.69% 1.7 
SN 3 0.109732 0.100208 8.76% 1.8 

 

The energy of the arc and peak arc temperature results 
obtained from Table I and Table II are used as a basis for 
transposition of values into the Arrhenius equation (3) to 
determine the circuit breaker kinetic rate contact results.  The 
results in Table III are for breakers that operate at an average 
of  4 to 40 times a year with an average lifespans of 20 years 
[15]. 

The results produced for SN1 to SN3 shows an increase in 
lifespan expectancy of the VCB relevant to the decrease in 
energy and temperature for ACS. The lifespan expectancy was 
found to be dependent on the effects of the energy produced 
by the thermal rise which is impacted by the fault current angle 
and the magnitude of the current interruption. The best yields 
were at 90° which increased the lifespan by 1.8 years. 

IV. DISCUSSION 

Presented in the paper are the simulated results of the 
conventional VCB under fault operations when compared to 
the VCB using an ACS logic. Based on the simulations, the 
ACS, successfully tripped the VCB at CZ for fault interruption 
for all simulations. The average arc current had reduced by 
10% and average arc voltage had reduced by 11% upon 
implementation of ACS. The change in chopping currents was 
found to be almost negligible when compared to the non-
controlled conventional VCB.  The reduction of the chopping 
currents for ACS had triggered the reduction of the TRV to an 
average of 12%. The overall power of the arc for ACS had 
reduced by an average of 32% due to the reduction in arc 
current at interruption and restrike voltage.   

The results were subsequently transposed using the 
Arrhenius method for both conventional and ACS circuit 
breakers and the findings have indicated an average VCB UL 
improvement of 7% for the ACS VCB. However, the UL of 
the VCB over and above the implementation of advance 
controlled switching, was still dependent on the fault current 
angle and the environmental conditions of the VCB. Overall, 
the application of the ACS method was successful in 
increasing the UL of the breaker by a short duration . The 
average UL of a VCB is 20 years and by extending the 
lifecycle of the VCB by an average of the simulations 
completed, that being 1.4 years. The cost of replacement may 
be differed by 1.4 years which will have a significant impact 
on the annual capital expenditure budget for power utilities. 
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Abstract - A Double-Gate (DG) MOSFET-based differential 

amplifier has been designed in this research work. This DG 

MOSFET has the capacity to reduce Short-Channel Effect 

(SCE) in low-power devices. In this differential amplifier, the 

differential input–differential output mode of operation has 

been analyzed for following parameters: (i) differential gain, (ii) 

common-mode gain, (iii) common mode rejection ratio, and (iv) 

frequency response. The results achieved are 22.64 dB, -224.22 

dB, 246.86 dB, and 65 MHz, respectively. Based on these results, 

the designed differential amplifier is justified for the use in 

operational amplifiers as input stage, RF, and other low-power 

electrical/electronic devices. 

Keywords— Double-gate MOSFET; Differential amplifier; 

Device; Energy efficiency; Low power electronics, 

Microelectronics.  

I. INTRODUCTION 

Gordon Moore predicted that the transistor 

(BJT/MOSFET) counts doubled after every eighteen months, 

on-chip for electrical/electronic devices. Process scaling 

benefits modern electronics. The goal of faster scaling is to 

build a separate transistor that consumes less power and is 

compact [1, 2]. Tian et. al. [3] have designed a Silicon carbide 

fully differential amplifier up to 500 oC. The base-current 

compensation technique was applied to overcome the low 

input resistance of the amplifier. The open and closed loop 

gains were 58 dB and 53 dB, respectively. Hashem [4] has 

designed and analyzed a BJT-based differential amplifier. 

Yang and Andreou [5] designed a multiple-input floating gate 

MOSFET differential amplifier: analog computational 

building block. The open-loop gain was 72 dB with one 

differential input pair grounded. A unit gain and CMRR were 

360 kHz and 52 dB, respectively. Tripathy and Bhadra [6] 

designed a high-speed two-stage operational amplifier with 

high CMRR and it was implemented using single-gate 

MOSFET. The gain, slew rate, and gain bandwidth were 

measured to be 70 dB, 119 V/µs, and 30 MHz, respectively. 

Coe et. al.  [7] designed a model of a MEMS sensor using a 

common gate MOSFET differential amplifier. The sensor 

was used to integrate transduction and amplification while the 

MEMS gate modulated the relative gate capacitance and 

drain current. The sensitivity and responsivity of the sensor 

were measured to 68 µA and 2.2 mV/degree, respectively. 

Takao et. al. [8] designed a monolithically integrated three-

axial accelerometer using stress sensitive CMOS differential 

amplifier. Chopper stabilization was used to improve the 

signal-to-noise ratio. The sensitivity in X, Y, and Z was 

measured to be 23 mV/G, 23 mV/G, and 192 mV/G, 

respectively. The resonant frequency for X, Y, and Z was 

obtained as 1250 Hz, 1250 Hz, and 1500 Hz, respectively. 

Bangadkar et. al. [9] performed a study of differential 

amplifiers using CMOS. The N-channel and P-channel 

MOSFETs were used to design differential pair and current 

mirrors. Pakaree and Srivastava [10] have designed a 

Double-Gate (DG) MOSFET-based differential amplifier. 

Differential gain, common-mode gain, CMRR, and 

frequency response were realized as -8.69 V/V, 0.40 V/V, 

19.06, and 32 MHz, respectively. Pillay and Srivastava [11] 

designed an active-loaded differential amplifier using a 

double-gate MOSFET. Differential gain and frequency 

responses were 1.7 V/V – 1.8 V/V and 42 MHz, respectively. 

A differential amplifier is a device that amplifies the 

voltage difference between two input signals and is a crucial 

building block in analog integrated circuits. It is commonly 

used to build the input stages of operational amplifiers. The 

gain, common-mode rejection ratio, and frequency response 

are some of the parameters used to measure or analyze the 

amplifier's performance. Previously, BJTs and single-gate 

MOSFETs were used to construct the differential amplifier; 

however, the gain could not be improved further, and in MOS 

amplifiers, short-channel effects and leakage gate current 

were higher. To solve the mentioned challenges, a double-

gate MOSFET-based differential amplifier has been designed 

in this research work. It has the capability to reject common 

signals on the input signals. The primary focus is on lower-

power and high-frequency applications with common 

parameters, i.e., differential gain, common mode gain, 

CMRR, and amplifier gain bandwidth. This research paper 

has been organized as follows. Section II discusses the 

proposed solution of the differential amplifier. Section III 

presents the parametric analysis to evaluate the performance 

of the designed amplifier. Finally, Section IV concludes the 

work and recommends the future aspects. 

II. PROPOSED DESIGN OF DIFFERENTIAL AMPLIFIER  

The MOSFET is the most widely used transistor in 

digital and analog circuits and is the core of modern 

electrical/electronic devices. In addition, a new version is the 

Double-Gate (DG) MOSFET as shown in Fig. 1(a). On the 

other hand, the differential amplifier is an electrical circuit 

that amplifies the differences between two input signals. One 

of the most common applications of MOSFETs in analog 

circuits is the construction of differential amplifiers. Because 

they possess a high input impedance, MOSFET-based 

differential amplifiers utilized in Integrated Circuits (IC) 

include operational amplifiers [7]. 



 

(a) 

 

      

(b)                                       (c) 

Fig. 1.   (a) Basics of DG MOSFET, (b) Pin diagram, and (c) internal 

configuration of BF998 MOSFET. 

The authors of this work have presented a differential 

amplifier that uses BF998 DG MOSFETs because of its 

ability to decrease Short-Channel Effects (SCEs) and gate 

current leakage. The MOSFET (BF998) has two gates and 

can be used in two ways: (i) symmetrical: both gates are 

controlled by the same input; (ii) asymmetrical: both gates are 

powered separately, as shown in Fig. 1(b) and Fig. 1(c) [11-

13]. These characteristics distinguish this DG MOSFET from 

regular MOSFETs. The designed differential amplifier 

consists of two N-channel matched DG MOSFETs (M1 and 

M2), a constant current source (developed by R_SS and 

V_SS), and the same drain resistances (RD1 and RD2). The 

capacitors, C1 and C2 are used to filter out any DC voltage 

that might be available from the source. It uses a dual supply 

voltage of ± 12 V. Asymmetrical mode of operation is used 

on this design because it gives more control such that gate-2 

is responsible for transconductance, threshold voltage, and 

drain current characteristics. 

When an AC signal is applied on M1 (through VG1-1) that 

has 00 phases, the second AC signal that is 180o out of phase 

is applied on VG1-2 (of transistor M2). According to the BF998 

datasheet, gate-2 is biased with 4 V to turn-ON the MOSFET 

and to make it in the saturation region. When both signals are 

applied, the first input signal on VG1-1, the same signal is 

realized on the source terminal of M1. The same happens 

when the 180o out of phase signal (on VG1-2) is applied on M2, 

the input signal is realized on the source terminal of M2. 

When these two input signals meet at the middle at point X 

as depicted in Fig. 2(b), point X becomes a fixed point. This 

results in a constant current at that point, X. Regardless of 

what happens with the input voltages, the current will always 

be the same at point X. When the input signal on VG1-1 rises, 

the input signal on VG1-2 falls, this creates the gain of this 

amplifier. 

 

(a) 

 

(b) 

Fig. 2.   (a) Basic differential amplifier [12], and (b) Designed differential 
input–differential output circuit diagram. 

III. PARAMETRIC ANALYSIS 

The performance of the designed Double-Gate 

MOSFET-based differential amplifier is evaluated with 

parameters: (i) differential voltage gain, (ii) common-mode 

gain, (iii) common mode rejection ratio (CMRR), and (iv) 

frequency response for differential input – differential output 

mode. 

A. Differential Input with Differential Output 

The full capacity of the circuit is utilized when a 

differential amplifier is connected with a differential input 

and a differential output. This particular arrangement is 

demonstrated in Fig. 2(b). 

Typically, two input signals that are 180o out of phase are 

used in this topology. Due to this, the difference (differential) 

signal is doubled as large as each input. This is similar to the 

two-input single-output differential amplifier having 180° out 

of phase input signals. The first output is a signal in phase 

with the second input and the second output is a signal in 

phase with the first input signal. The amplitude of each output 

signal is equal to the input signal scaled by the amplifier's 

gain. With 180o out of phase input signals, each output signal 

has an amplitude multiplier of the amplifier's gain larger than 

both input signals. When an output signal is measured 

between the amplifier's two output terminals, as indicated by 

Vo1 and Vo2 in Fig. 2(a). The resultant output signal has 



double the amplitude of either signal at Vo1 or signal at Vo2. 

This is because Vo1 and Vo2 are 180o out of phase with each 

other. When the input signals are 180o out of phase, the 

combined output signal has an amplitude equal to the 

amplitude of one input signal multiplied by two times the 

amplifier's gain. 

B. Differential Gain 

The differential gain could be determined by considering 

the differential half-circuit of the MOSFET differential 

amplifier. A MOSFET differential amplifier's output voltage 

signal can also be obtained differentially, i.e., between two 

drains: 

1 2od o oV V V= −         (1) 

 

as shown in Fig. 2. The differential gain of the differential 

amplifier will be [5]: 

 

1
od

d m D

id

V
A g R

V
= =    (2) 

 

where Vid is the differential input voltage signal, this proves 

that the differential gain (using Eq. (1) and Eq. (2)) only 

depends on the MOSFET’s transconductance and drain 

resistance. Fig. 3 depicts the differential input–differential 

output signal at 1 kHz.  

 

 
Fig. 3.   Differential input – differential output signal of a designed 

differential amplifier. 

The differential input signal has been used on the 

designed DG MOSFET-based differential amplifier. Both 

signals had an amplitude of 0.1 Vpk, generated at 1 kHz. The 

second input was 180o out of phase. The differential voltage 

has been obtained to be 5.42 Vpk – pk, while the differential 

input is 0.4 Vpk – pk.  

TABLE I.   SUMMARY OF DIFFERENTIAL GAIN WITH VARIED INPUT 

SIGNAL, VG1_2 

VG1_1 

(Vpk) 

VG1_2 

(Vpk) 

 

Differential 
input voltage 

(Vpk – pk) 

Differential 
output 

voltage (Vpk – 

pk) 

Differential 

Gain (V/V) 

0.1 0.1 0.4 5.42 -13.55 

0.1 0.3 0.8 10.7 -13.38 

0.1 0.5 1.20 15.7 -13.08 

0.1 0.8 1.80 21.4 -11.89 

 

Fig. 4.   Common-mode input voltage circuit diagram. 

 
Fig. 5.   Common mode input voltage–output voltage signal. 

This result in a differential voltage gain of -13.55 V/V. 

Further investigation has been done by varying the amplitude 

of one input signal, VG1_2. Table 1 summarizes this analysis. 

Table I shows that the maximum differential voltage gain is 

achieved when both signals have 0.1 Vpk amplitude. 

Increasing VG1-2 results in reduced gain, and beyond 0.5 Vpk, 

the differential gain has exponentially decreased, which 

proves that the MOSFETs are no longer in the saturation 

region. 

C. Common Mode Voltage Gain 

Consider applying identical voltage signals, VG, to the 

two gate terminals. As depicted in Fig. 4, VG1_1 = VG1-2 = VG. 

Because the two inputs share VG, it is referred to as common-

mode voltage [10, 14, 15]. 

In ref. [10], it has been proved that if both MOSFETs 

remain in the saturation region, drain current will divide 

equally amongst M1 and M2 and drain voltage will not change. 

As a result, the differential amplifier rejects common-mode 

input signals, as shown in Fig. 5. The output voltage is 1.23 

pV ≈  0 V. This is ideally zero; in real life, the output voltage 

is not 0 V because of a mismatch in transistors and resistors. 

Common mode voltage gain is achieved as 6.15 pV V/V. 



D. Common Mode Rejection Ratio 

The CMRR of a differential amplifier assesses the 

device's ability to discard input signals similar to both inputs. 

A high CMRR is significant in applications where the signal 

of importance is represented by a small voltage fluctuation 

superimposed (potentially substantial) voltage offset or when 

the voltage difference between two signals comprises 

pertinent information. The CMRR of a differential amplifier 

defines the offset attenuation [7] can be used as: 

 

d

cm

A
CMRR

A
=    (3) 

 

Using Eq. (3) to calculate the common mode rejection 

ratio of the amplifier, it has been realized as:  
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CMRR = 246.86 dB. 

 

E. Frequency Response 

The degree to which an amplifier will function properly 

with respect to a particular frequency range is measured by 

its frequency response. The differential amplifier will not 

work properly above a specific cut-off frequency [16-18]. 

With reference, the frequency response can be determined as 

[19, 20]: 

 

1

2
f

πτ
=             (4) 

 

The frequency response of the designed differential 

amplifier, using Eq. (4), has been realized as 65 MHz, as 

shown in Fig. 6. 

 

Fig. 6.   Frequency response of a differential input – differential output 

amplifier. 

IV. CONCLUSIONS AND FUTURE RECOMMENDATIONS 

Parametric analysis has been performed on the designed 

DG MOSFET-based differential amplifier using BF998 

device. The obtained results show that the performance of the 

designed amplifier is better compared to existing models. 

Differential gain, common mode gain, CMRR, and frequency 

response have been analyzed. The results were -13.55 V/V, 

6.15 pV, 246.86 dB, and 65 MHz, respectively.  

Future improvements can be made by using active 

devices such as current mirrors instead of restive loads. A 

constant current source can also be utilized. Also, a specific 

application in the area of low-power electrical devices in line 

with 4IR, smart grids, nanomaterials, mechatronics, etc. [21, 

22] will be designed and discussed. 
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Cryptocurrency Mining Powered by Renewable 
Energy Using a DC-DC Connection 

 

Abstract — Cryptocurrency mining is energy-intensive and 
large operations could put pressure on an already failing 
national grid in South Africa. Therefore, this report will 
discuss a way to alleviate some energy pressure from 
cryptocurrency mining using solar energy. This is relevant 
since cryptocurrency is gaining adoption and is increasingly 
being used and relied upon. Cryptocurrency is also an 
investment vehicle, and many use cases for blockchain 
technology have been and are being developed. By using 
MATLAB Simulink software, the DC-DC connection was 
designed and simulated. The output voltage results of the 
system were compared to the required voltages that a 
Graphics-Processing-Unit (GPU) mining rig requires, and the 
financial feasibility was determined by calculating how many 
cryptocurrency coins were mined per day and compared 
against fiat value. The results of the design show that it is 
theoretically possible to have a DC-DC connection directly 
from solar panel system to the mining rigs without the need to 
convert to AC first. It was also determined that such a system 
is financially viable as the return on investment was estimated 
to be around 2 years. 

Keywords — Buck converters, cryptocurrency mining, DC-

DC connection, Graphics Processing Unit, solar power. 

I. INTRODUCTION 

Cryptocurrency is a digital or virtual currency that is secured 
by cryptography and is becoming increasingly more popular 
and being adopted at an incredible rate due to its utility and 
non-manipulable nature [1]. Cryptography refers to secure 
information and communication techniques derived from 
mathematical concepts and a set of rule-based calculations 
called algorithms, to transform messages in ways that are 
hard to decipher [2]. Its inception is in the form of the most 
popular cryptocurrency today, Bitcoin, which was created by 
a person under the pseudonym Satoshi Nakamoto in 2009 . 
The key concept behind this technology is the 
decentralization of the blockchain information, which 
involves the infallible distribution of the complete history of 
records on several machines, called nodes, that are not under 
the control of a single entity [3]. Cryptocurrency is believed 
to be the next wave of technology due to the invention of the 
blockchain. Decentralized monetary value can be exchanged 
permissionlessly on a global scale. Cryptocurrency mining 
can only be done when the algorithm has a Proof-of-Work 
consensus mechanism and is the process where a computer 
or Application-Specific-Integrated-Circuit (ASIC) solves 
algorithmic equations to earn a reward by using only 
electricity and an internet connection. Therefore, for a 
mining operation to be profitable electricity cost must be 
cheaper than the amount made by mining coins and the 
machines must be kept cool.  

Cryptocurrency mining powered by solar energy has been 
done before but most of the time the solar energy is sold to 
the grid and uses the grid's electricity. Studies on this topic 
have also been done but very few have gone into the 
component-level design, and none have done a DC-DC 
connection. Addressing these missing links is important to 
fully understand the operational viability of the proposed 
design. The hypothesis of the study is that a DC-DC 
connection from PV arrays to mining rigs is possible. 

Cryptocurrency mining uses an enormous amount of 
electricity globally. Bitcoin mining uses an enormous 
amount of power globally, roughly around 91 Terawatt 
hours (TWh) of electricity annually, for comparison, this is 
more electricity usage than Finland's consumption with a 
population of 5.5 million people [4]. Another issue is a local 
one, load-shedding is a frequent occurrence and disrupts the 
economy of South Africa in a huge way in terms of finance 
and productivity. Due to cryptocurrency mining being 
energy-intensive, the ideal situation is if energy is abundant 
and cheaply available as well as load shedding is non-
existent. The reality of the situation is that the South African 
National power grid is often under pressure and cannot 
comfortably sustain a large-scale cryptocurrency mining 
operation without some sort of supplementation or 
alternative energy source. When observing already 
established mining operations internationally, it is seen that 
some of these operations can have capacities well over 
100MW and run continuously 24 hours a day. The 
consequence of adding such a mining operation to the grid 
in South Africa is that it can put a huge load on local and 
national grids. This pressure could result in the loss of time, 
money and productivity since all a mining operation needs 
is electricity and the hardware. 
 
To avoid placing more pressure on an already suffering 
national grid, the proposal of this project is to fully power a 
cryptocurrency mining rig with renewable energy, 
specifically solar energy using a direct DC-DC connection. 
By researching existing solar energy technology, the overall 
viability in serving a crypto mining operation with solar 
energy in South Africa will be determined. Most solar 
renewable resources will convert their outgoing DC voltage 
to AC by use of inverters. Since mining machines use DC 
power to operate, the viability of a DC-to-DC connection 
from a renewable source to mining machines will also be 
determined as this can possibly save on overall costs due to 
lower losses. 
 
The aim of this project is to design a DC-DC connection 
between solar panels and a mining rig so that no conversion 
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to AC is required. The objectives of this research report are 
as follows: 
 
● Design a solar system that can support a 1kW mining rig.  
● Design a system in which solar panels can directly power 
a mining rig  
● Evaluate the financial feasibility of the design.  
 

II. BUCK CONVERTER  

The buck converter is a form of DC-to-DC converter that 
can take input directly from a DC source. The buck 
converter acts as a step-down circuit. However, the DC 
applied to the Buck Converter is then converted to a high-
frequency AC, using a switching transistor, driven by a 
pulse width modulated square wave. This results in a high-
frequency AC wave, which can then be re-converted to DC 
[5]. A buck converter consists of a switching transistor, 
diode, inductor and capacitor. Initially, when the transistor 
is ON the current to the load is restricted because energy is 
also being stored in the inductor. Over time, the current in 
the load and charge in the capacitor will gradually increase. 
In this state, the diode has no effect on the circuit as it is in 
reverse bias mode [5]. When the transistor is switched off, 
the energy stored in the magnetic field around the inductor 
is released back into the circuit in the form of back emf. The 
back emf from the inductor causes current to flow via the 
load and the diode which is in forward bias mode. Once the 
inductor has returned a large part of its stored energy to the 
circuit and the load voltage begins to fall, the charge stored 
in C1 becomes the main source of current, keeping current 
flowing through the load until the next “ON” period begins 
[5]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2.1: Buck Converter 

 

A. Buck Converter Design 
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��

    (1) 

Where D= Duty cycle, Vo= Output Voltage, Vs= Supply 
Voltage 
 

                                      ���	 � 
����
���     (2)             

Where ���	 = Minimum inductor value, R= Resistance, 
fs= switching frequency 
 

Assuming the inductance to be 25% larger for inductor 
current to be continuous and assuming switching frequency 
to be 40kHz. 
 

                                � � ���	 ∙ 0.25 � ���	   (3)   
 

                                      � � ��
��
∆��

�� �∙���    (4)                

Where 
∆��
��

 = Ripple Voltage 

Assuming ripple voltage to be 5% [6]. 
 

III. STANDARD GPU MINERS AND PC CONNECTORS  

Since ASIC miner circuit diagrams aren’t freely available, 
and thus no way to know what DC voltages are needed and 
where, the DC-to-DC design cannot be implemented, hence 
a GPU miner will be used in the design process because the 
information is freely available. In a traditional GPU miner 
set-up, normal computer components are used. Such 
components are CPU (Central Processing Unit), 
motherboard, hard drive, power supply and graphics card. 
The CPU is the machine's "brain" and is placed in its slot on 
the motherboard. The hard drive is a storage and boot-up 
device and is where the operating system of the miner is 
stored. The GPUs are the components that do the mining, 
and all of this is powered by a power supply that converts 
230V mains AC voltage to DC voltages that the components 
require. However, in the design, the need for the power 
supply is bypassed because the solar panels produce DC 
voltages but will need to be stepped down to meet the 
miner's requirements. This information can be obtained by 
observing what voltages are delivered via the connectors 
coming from a power supply since computer components 
are standardized. The 24-pin motherboard connector is the 
main connector and is plugged straight onto the 
motherboard. This connector delivers a variety of different 
voltages to the motherboard. The next connector is the CPU 
8-pin connector, it consists of 12V and common pins and is 
plugged into the motherboard. The last connector is the 6-
pin, it consists of 12V and common pins as well as a sensor 
pin, these plug into the GPUs and is how they get their 
power. The pin layout of a 6-pin GPU connector can be seen 
below. Knowing the connector information is important for 
this project because the design will need to supply these 
specific voltages to the relevant pins in the connectors. 
 
Table 3.1: 6 Pin GPU Connector layout [7] 

6 Pin GPU Connector 

Colour Signal Pin Pin Signal Colour 

Yellow 12V 4 1 GND Black 

Yellow 12V 5 2 Sense Green 

Yellow 12V 6 3 GND Black 

 



 

 

IV. FACTORS THAT INFLUENCE SOLAR ENERGY IN SOUTH 

AFRICA 

Solar radiation is the electromagnetic radiation emitted by 
the sun. Solar radiation measurement is important because 
its data is the foundation of research for the development of 
solar energy technologies. Accurate knowledge of the 
strength of the sun is important for the technical and 
economic evaluation of solar energy technologies, therefore, 
obtaining true solar measurements is important in assessing 
the available solar resource at a particular location. Reliable 
solar measurements are also important in the development 
of empirical models to predict and forecast the availability 
of solar energy at any location [8]. The equations below are 
used to calculate the solar irradiation at any location at any 
time of the day for ideal conditions [9]. 
 
 

 � 23.45sin '
()*
()+ 
	 , 81�/        (5) 

Where  = Solar declination, n= number of days. 
 

                         sin 0 � cos � cos 3 � sin � sin         (6) 

Where 0= Altitude angle, L= Latitude, H= Hour angle. 
 

                � � 4
708 sin 0�� � 1417 , 708 sin 0        (7) 

Where m= air mass ratio. 
 

                                     sin ∅7 � 89�:�;<=
89�>                             (8) 

Where ∅7= Solar azimuth. 

                                          ?@ � AB�CD                             (9) 

Where ?@= Beam irradiation, A= Apparent flux radiation, k= 
atmospheric optical depth. 
 

                       A � 1160 � 75 sin F()*
()+ 
	 , 275�G         (10) 

 

                   H � 0.174 � 0.035 sin F()*
()+ 
	 , 100�G        (11) 

 

                                         ?@I � ?@JKLM                           (12) 

Where ?@I=Beam irradiation on the PV panel, M=incidence 
angle.  
 

                                ?I � ?@I � ?I � ?�I                          (13) 

Where ?I=, ?I=, Diffuse insolation on PV panel 

 ?�I=Reflected insolation on the PV panel. 
 
For fixed solar panel orientation:  
 

             JKLM � JKL0 cos
∅7 , ∅I� sinΣ � sin0cosΣ    (14) 

Where ∅I=PV azimuth. 
 

                    � � 0.095 � 0.04 sin F()*
()+ 
	 , 100�G         (15) 

Where C= Sky diffuse factor. 
 

                                   ?I � ?@� P�Q89�R
� S                        (16) 

 

                        ? �I � ?@T
� � L�	0� P�Q89�R
� S                (17) 

Where T= reflectance factor 
 

By observing Figure 4.1 below, the results from the study 
confirm that Arid Interior climates are superior in terms of 
solar potential in South Africa while the subtropical coastal 
areas are inferior. A factor that coincides with GHI is the 
number of hours of sunlight per day. The longer the sun is 

out, the more energy it can produce in a day. This factor is 
seasonal as summer months have longer days while winter 
days have shorter days. By referring to the graph below, 
Figure 4.2, it is seen that Solar energy is directly 
proportional to hours in a day. 
 
Fig 4.1: GHI in South Africa 

Fig 4.2: Solar energy compared to hours of sunlight per day [10] 

 
Ambient and solar panel temperatures need to be considered 
as well since as temperatures increase the power output and 
thus the efficiency decreases. Photovoltaic modules are 
tested at a temperature of 25℃, which is Standard Test 
Conditions (STC) and depending on their installed location, 
heat can reduce output efficiency by 10-25%. As the 
temperature of the solar panel increases, its output current 
increases exponentially, while the voltage output is reduced 
linearly [11]. To determine the effect of temperature on a 
solar panel’s performance, the equations below may be used 
[9]. 
 
 



 

 

                           UIVWW � UXDY � 
Z[I\��*°
*.� � ∙ ^               (18) 

Where UIVWW = Cell temperature, UXDY = Ambient 
temperature, NOCT= Nominal operating cell temperature & 
S= solar insolation  
 

       _KJ � _'
1 , UB�` JKBaa�J�B	b�
U8VWW , U7\I�/  (19) 

Where _KJ= Open circuit voltage new & V= Open circuit 
voltage from data sheet 
 

      cDXd � c'
1 , UB�` JKBaa�J�B	b�
U8VWW , U7\I�/ (20) 

Where cDXd= Max power due to temperature 
 
Shading is another factor that can hinder the performance of 
a PV system that needs to be considered. There are two 
types of shading, Static and Dynamic [12]. Static Shading 
occurs when obstructions like trees or buildings shade and 
Dynamic Shading occurs when clouds, dust and bird 
droppings obstruct the PV panel with direct sunlight. The 
reason why shading is an important factor to consider is that 
if one panel is covered by shade then all the connected 
panels within the string will also lose power. Every cell in 
the cell string must operate at the current set by the shaded 
cell [12]. This can cause a significant loss of output power 
but can be reduced by grouping cells that are frequently 
shaded into a parallel string or by using bypass diodes [13]. 
Bypass diodes are used within a module that allows current 
to bypass shaded regions of a module [13]. Therefore, by 
utilizing bypass diodes, the higher current of the unshaded 
cell strings can flow around the shaded cell string. 
 

V. PROFITABILITY AND RETURN ON INVESTMENT 

The daily energy consumed by any mining hardware 
depends upon its power requirements and its operating time, 
which is recommended as 24 hours: 
 

                               efVg � cD;<Vf ∙ 24ℎiL                     (21) 

Where efVg = Power Consumed per day& cD;<Vf = Power 

required by miner 
 
A PV system must be designed to provide not only this 
energy, but also to compensate for the losses incurred by the 
electrical system (cables and batteries), the installation setup 
(orientation angle, shadowing, and manufacturing tolerance 
of panels) and operating conditions (efficiency drop due to 
high temperatures and yield reduction due to dirt 
accumulation). All these losses generally escalate the 
requirements by 50% [3]. 
 

                                  e�jk � efVg ∙ 1.5                      (22) 

Where e�jk= Power supplied by PV system. 

 

                                 lkVXm � e�jk
c^3n                          (23) 

Where lkVXm= Peak power by PV system & PSH= Peak sun 

hours. 
 
The total cost of the PV system would incorporate the cost 
of PV panels and the cost of the mechanical mountings, 
cables and batteries. 
 

                                   �o� � lkVXm ∙ �7o                         (24) 

Where �o� = Cost of PV system & �7o = Cost of solar 
panels. 
 
For the BOS, a general rule of thumb is that its cost is 
around 50% of the panels’ cost [3]. 
 

                                     �@[7 � �o� ∙ 0.5                 (25) 

Where �@[7= Cost of other PV system materials 
 

                             �p9pXW � �o� � �@[7 � �D;<Vf            (26) 

Where �p9pXW � Total cost of system & �D;<Vf = Cost of 
mining hardware 
 
The number of coins mined in a day depends on factors such 
as the hash rate of the hardware, the net hash-rate of the 
whole network, the time required to mine a single block and 
the block reward to the successful miner. This is given by: 
 

                        q � =
=rst

∙ ()**�V8/vf∙�wvf/xXy
p ∙ i               (27) 

 

Where q = Number of coins mined per day, 3 = Hash rate 

of hardware, 3<Vp  = Total network hash rate, b = Time 

required to mine a block & i = Miner reward 
 
The revenue from running the mining hardware will depend 
upon the number of coins mined in a 
day and their market price. 
 

                                           z � q ∙ c                               (28) 

Where z= Revenue per day, q= Number of coins mined per 

day & c= Market price of coins 
 

Finally, the payback period ({), in months, for this system 
can be calculated as: 
 

                                { � It�t|}
� ∙ �� D9<pv�

()+ xXy�                         (29) 

 
Table 5.1: Mining hardware characteristics of GPUs [14] 

GPU Model 
Type 

Hash rate 
(MHs) 

Price (R) Power 
Consumption 
(W) 

Efficiency 
(MHs/W) 

MSI GeForce 
RTX 3060 48.2 8799 107 0.450467289 

MSI GeForce 
RTX 3070 62.34 115 0.542086956 

GAINWARD 
GeForce RTX 
3080 102 18199 223 0.457399103 

 
Table 5.2: Solar panel comparison  

Solar Panel Model Cost 

Poly PV system 250w solar panel with cable R1310 

275W Solar Panel (Poly) R1795 

CNBM 330W Polycrystalline Solar Panel R2250 

 



 

 

VI. DESIGN METHODOLOGY  

PV systems typically output DC voltage, then are converted 
by use of inverters. The AC is then used by consumers that 
require AC. Mining rigs typically have power supplies that 
convert AC to DC to be used by the machine. For this 
design, the idea is to remove the conversion to AC and have 
the DC power from the solar panels' power the mining rig 
directly. The mining machines require certain types of 
connections and voltages, being 12V, 5V and 3.3V. In order 
to accomplish this, Buck Converters are used to step-down 
the output voltage from the PV array to the required voltage. 
Referring to the section Ⅱ, by use of the equations for the 
Buck Converter the values for the circuit components and 
duty cycles are found as seen in Table 6.1 below. After 
calculating for the values of the circuit components, the next 
step is to build the Buck Converter circuit with the use of 
MATLAB Simulink and use the calculated values. The 
circuit diagram for the buck converters can be seen below in 
Figure 6.1. After configuring the buck converters, the next 
design is for the PV system. The PV system design followed 
that of [15] to get the base of the design. Trial-and-error was 
then used to get the right output power which is 1kW or 
above at STC temperature and at 1000W/m2. The trial-and-
error results can be seen below in Table 6.2. Finally, all 
subsystems are placed together as seen in Figure 6.3. 
 
 
Table 6.1: Buck Converters’ calculated values 

Duty 
Cycle 

Lmin 
(µH) L (µH) 

C 
(µF) 

R 
(Ω) 

fs 
(kHz) Vripple 

Buck 
Converter 
75V-12V 0.15989 84.011 105.014 125 8 40 5% 

Buck 
Converter 
75V-5V 0.06662 93.338 116.68 125 8 40 5% 

Buck 
Converter 
75V-
3.3V 0.04397 95.603 119.5 74.87 8 40 5% 

 

 
Fig 6.1: Buck converter design (75V-12V) 

 
Fig 6.2: PV system design [15] 
 
Table 6.2: PV system simulation data 

Trial Parallel Series T Irradiance Vo Io (A) Po 

Number (℃) (W/m^2) (V) (W) 

1 3 2 25 1000 64.75 16.19 1048 

2 2 3 25 1000 62.3 15.57 970.3 

 
 

 
Fig 6.3: PV and Buck Converter system 

VII. RESULT, ANALYSIS AND DISCUSSION  

By referring to Table 7.1 below, it is observed that the 
output voltage values were not equal to or close to the 
required values of 12V, 5V and 3.3V respectively. By 
changing the duty cycle of each buck converter slightly, the 
right output voltages were achieved as seen in table 7.2. 
 
Table 7.1: Output results of the full system with calculated Duty Cycle 
Values. 

Subsystem 
Duty 
Cycle Vo (V) Io (A) Po (W) 

PV System 
- 

100.4 12.55 1261 

Buck Converter 75V-12V 0.15989 13.58 1.706 - 

Buck Converter 75V-5V 0.06662 5.03 0.628 - 

Buck Converter 75V-3.3V 0.04397 3.094 0.387 - 

 
Table 7.2: Output results of full system with optimized Duty Cycle Values. 

Subsystem 
Duty 
Cycle Vo (V) Io (A) 

Po 
(W) 

PV System - 100.4 12.55 1261 

Buck Converter 75V-12V 0.143 12.1 1.51 - 

Buck Converter 75V-5V 
0. 
06662 5.033 0.628 - 

Buck Converter 75V-3.3V 0. 0463 3.281 0.4103 - 

 
 



 

 

 
Fig 7.1: Output waveform of current and voltage of the 12V buck 
converter. 
 
By referring to Table 7.2 above, it is observed that the 
designed DC-DC system successfully outputs the required 
values to their respective loads which are R2 in the 12V 
system, R3 in the 5V system and R4 in the 3.3V system thus 
the system is viable to directly power a mining rig. 
 
To calculate for profitability and return on investment of the 
project, the equations in the literature review were used. 
Since the miner is GPU based the “MSI GeForce RTX 3070 
Gaming Z Trio 8G LHR 8GB” was selected because it has 
the best efficiency in terms of hash rate per watt as per 
Table 5.1. Thus 8 of these GPUs can be used in a miner 
which will use around 920W while mining, the other 
components on the rig will use around 80W thus 1000W in 
total for the miner. This also means that the miner will cost 
R124 632. As seen in Table 5.1, 6 panels are needed and the 
panel model selected is “Poly PV system 250w solar panel 
with cable” as seen in Table 5.2, thus the cost of the solar 
panels is R7 860. The cost of the other equipment for the PV 
system will be around half of the cost of the panels which is 
R3 930 [3]. This brings the total cost of the system to R136 
422. The most profitable cryptocurrency to mine on GPU 
miners is Ethereum. The miner will have a hash rate of 
around 498.72Mhs thus the Ethereum earned per day is 
0.006 ETH. Thus, if one Ethereum coin is taken as being 
worth R30 600 ($1800) then the miner will make 
R183.6($10.80) per day. Thus, the return on investment of 
the whole project will be 743 days which is just over 2 years 
if the rig were to run 24 hours per day. 
 
 

VIII. CONCLUSION AND RECOMMENDATIONS  

In this report, a DC-DC direct connection from a PV array 
to a cryptocurrency mining rig is developed and designed. 
By utilizing information from previous studies, from 
resources on the internet and from my own personal 
knowledge and experience in cryptocurrency mining - 
information that is relevant to the project is presented in 
Section Ⅰ. In Section Ⅱ, Ⅲ, Ⅳ and Ⅴ the buck converter, 
standard GPU miners and pc connectors, factors that 
influence solar energy in South Africa, and profitability and 
return on investment was discussed respectively. The design 
and simulations will be found in Section Ⅵ and the analysis 
and results in Section Ⅶ. The results show that the direct 
connection from the solar panels to the mining rig is 
possible since the design was able to output 12V, 5V and 
3.3V. Finally, the return on investment is then calculated, 

which could come in just under 2 years. This report also 
builds upon existing knowledge and adds knowledge in a 
way that is new and relevant because a DC-DC connection 
to a mining rig has not been done before. The limitation of 
the design in its current state is that it can also only be 
powered by solar energy during the day since there is no 
battery pack or connection to the grid for mining when solar 
energy isn’t available. However, this limitation is planned 
on being solved in future research. 
 
In addition to adding a secondary power supply like a 
battery pack or connection to mains, it is recommended that 
automatic control like a MPPT system as well as electrical 
protection is added to the system to prevent over-volting and 
over-current damage to the system. 
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Abstract—In this paper a mathematical design and 

simulation model of a Z-source inverter (ZSI) is presented. 

Three pulse width modulation (PWM) techniques viz. simple 

boost control (SBC), constant boost control (CBC) and the 

maximum boost control (MBC), are developed and applied to 

the designed ZSI and the critical performance parameters are 

analyzed under each of these PWM switching techniques. These 

critical performance parameters include the boost factor (B), 

DC-link voltage (Vdc-link), percentage of total harmonics 

distortion (%THD), modulation index (m) and the voltage stress 

across the IGBT/MOSFET switching components (Vstress-ratio). A 

different topology, the Capacitor-Boosted Z-Source Inverter 

(CB-ZSI) is then proposed. This different architecture is formed 

by addition of two parallel capacitors Cp1 and Cp2 across 

inductors L1 and L2 respectively on a classical ZSI topology and 

has proven an improved performance when comparing the 

critical performance parameters of a CB-ZSI to those of a 

classical ZSI. The boost factor of CB-ZSI is increased by more 

than 56% at SBC technique, more than 25% at CBC technique 

and more than 14% at MBC technique on average. The voltage 

stress ratio across the switching devices of a CB-ZSI is reduced 

by more than 40% at MBC technique, more than 5% at CBC 

control and increased by 1.7% for MBC PWM control 

technique on average. %THD for CB-ZSI is reduced by more 

than 112% for SBC technique, more than 16.8% for CBC and 

increased by more than 24% for MBC technique on average.  

Keywords — % total harmonics distortion, boost factor, 

capacitor-boosted-Z-Source Inverter, current-source inverter, 

DC-link voltage, modulation index, switching components 

switching stress, voltage-source inverter, Z-source inverter.  

I. INTRODUCTION   

This article examines a Z-source inverter, a type of power 

converter (ZSI). Professor F.Z. Peng created a unique 

topology for a DC-AC converter called a ZSI in 2002 [1], and 

it has been shown to successfully address most of the 

performance problems associated with the more often used 

traditional topologies [1], [2]. Voltage-source and current-

source inverters, abbreviated as VSI and CSI, respectively, 

were the conventional topologies used for inverting related 

applications like connecting PV electricity to the utility grid 

before the invention of the ZSI [1], [2], [3], [4], [5].  

A. A Voltage-Source Inverter  

The fundamental circuit of a conventional three-phase 

voltage-source inverter is shown in Figure 1. A DC voltage 

source that feeds the primary inverting stage is created by 

connecting a DC power source in parallel with a large 

capacitor [1], [2]. A DC power source can be a battery, fuel 

cell stack, diode rectifier, and/or capacitor depending on the 

use of a VSI [1], [3]. A PV cell or an array of PV cells serves 

as a DC power supply in a PV system application [1], [2]. Six 

electrically controlled switching devices (IGBTs/MOSFETs) 

make up a bridge, each of which consists of a power transistor 

and an anti-parallel or freewheeling diode. This diode has the 

capacity to block voltage in one direction and allow 

bidirectional current flow. VSIs are popular for converting 

applications, but they have theoretical and conceptual 

constraints [4], [5].  

 
Fig. 1. A voltage-source inverter  

A VSI can only produce voltages either below or above 

the DC-link voltage as its output voltage [1], [2], [3]. This 

means that the VSI either boosts or buck-boosts the input 

voltage [1], [4]. Whenever in inverter state (DC-AC 

converter), the VSI reduces input voltage and increases it in 

rectifier state (AC-DC converter) [1], [2], [3], [4]. The 

intended AC output requires an additional CD-DC boost 

converter stage in instances where overdrive is wanted but the 

available DC voltage is constrained [1], [4].   The total 

system's efficiency is negatively impacted, and the VSI’s 

costs are increased because of this extra stage [1], [3], [4].  

A shoot-through condition (shorted single-phase leg, any 

two-phase legs, or all three phase legs) [1], would result from 

concurrently turning on the upper and lower switching 

devices of the same phase leg, which would damage a VSI 

[1], [3], [5]. The dependability of VSI is seriously 

compromised in some instances when electromagnetic 

interference (EMI) noise inadvertently gates on switching 

devices, resulting in a shoot through event [1], [4], [5]. 

Engineers have implemented "dead time" to prevent upper 

and lower switching devices from turning on at the same time, 

hence avoiding a shoot-through circumstance, in response to 

this problem with VSIs [1], [5]. But "dead legs" lead to 

increased waveform distortion, etc., which lowers the output 

power's quality [1], [3], [4], [5], [6].  

B. A Current-Source Inverter  

The fundamental circuit of a conventional three-phase 

current-source inverter is shown in Figure 2. A DC power 



source and a sizable inductor are connected in series to create 

a DC source [1], [6],. The power switching components of the 

switching devices (IGBTs/MOSFETs) typically include gate 

turn-off thyristors (GTOs), silicon-controlled switches 

(SCRs), or power transistors with series diodes [1], [3], [6], 

[7]. These series diodes are capable of blocking voltage in 

both directions and providing unidirectional current flow. A 

CSI also has theoretical and conceptual limits [1], [7], [8].  

  

 

 Fig. 2.  A current-source inverter  

Like the VSIs, the CSI's output voltage is constrained to 

levels that either buck or boost the DC-link voltage [1], [7], 

[9]. The CSI lowers the input voltage when in the rectifier 

mode and raises it when in the inverter mode [1], [9]. To get 

the desired AC output in applications where overdrive is 

desired, but the available dc voltage is constrained, a second 

DC-DC boost converter stage is required [1], [9], [10]. The 

system's efficiency is impaired, and its overall expenses are 

increased by this additional stage [1], [6], [10].  

 At all times, at least one lower switching device and one 

upper switching device shall be gated on. If not, a DC 

inductor would experience an open circuit, which would kill 

the inverter [1], [10]. A significant flaw in the reliability of 

CSI is the occurrence of Electromagnetic Interference (EMI) 

noise, which may accidentally gate-off the switching devices 

and cause the DC inductor to open circuit [1], [11]. Engineers 

have introduced "overlap time" for safe current commutation 

to address this CSIs issue and stop the open circuit of a DC 

inductor state from happening [1], [10], [11]. However, 

"overlap time" causes greater waveform distortion, etc., 

which lowers the output power's quality [1], [12].   

A series diode must be used in conjunction with highspeed 

and high-performance transistors such insulated gate bipolar 

transistors to block reverse voltage on the main switching 

components of a current source inverter (IGBT) [1], [11]. 

This inhibits the direct use of intelligent power modules 

(IPMs) and low-cost, high-performance IGBT modules [1], 

[13].  

C. Why is a ZSI Most Preferred Than VSI and CSI  

VSIs and CSIs have several topological issues. The input 

voltage can only be boosted or buck-boosted by the VSIs and 

CSIs; it cannot be both [1]. This suggests that the range of 

possible output voltages is restricted to those that are either 

higher than or lower than the input voltage [1], [13]. VSI and 

CSI main circuits are not interchangeable. It is not possible to 

use the VSI's main circuit for the CSI application, and the 

reverse is also true [13]. Because EMI noise can affect both 

VSIs and CSIs, their dependability is jeopardized. Most of the 

weaknesses of VSIs and CSIs have been demonstrated to be 

overcome by Z-source inverters [1], [12], [13]. ZSIs can 

buck-boost and are resistant to a shoot-through which is 

catastrophic in the case of the VSIs and CSIs [1]. This is the 

motive behind the increased focus of researchers on the Z-

source inverters [1], [13]. Figure 3 shows a basic diagram of 

a ZSI which has a DC input (battery/fuel cell/PV array), a Z-

impedance network (L1, L2 and C1, C2) and a three-phase 

universal bridge made of switching devices (S1, S2, S3, S4, 

S5 and S6).  

 
 Fig. 3.  A z-source inverter  

II. DESIGN AND MODELLING OF A Z-SOURCE INVERTER   

This section designs a z-source inverter (ZSI) circuit and 

then develops and applies several PWM control strategies to 

it. The outcomes for each PWM control method are thereafter 

provided and thoroughly explained. The voltage stress 

(Vstress), modulation index (m), and boost factor (B) are 

among the crucial performance factors examined. The design 

of a ZSI circuit must meet the following requirements: a total 

power rating of 2000 W, an input DC voltage range of 200 V 

to 500 V, and a switching frequency of 10.05 kHz [1].  

Capacitor design, inductor design, filter design, power 

diode design, and the choice of power electronic switching 

devices are the four main categories under which a ZSI circuit 

is designed [1]. The four ZSI design sections are presented in 

the subsections that follow. The designed values indicate the 

lowest value that designed components can be [1], but it is 

frequently difficult to obtain the exact component rating that 

is determined by the design calculations in a real-world 

setting where components have standard values [1], [13]. An 

example of this case is resistor series, E3, E6, E12, etc [1]. 

13]. The selected values ought to be higher than and as near 

to the intended value as possible [1], [12], [13].  

A. The Inductor Design   

A Z-impedance network's L1min and L2min minimum 

inductance requirements are determined through the inductor 

design procedure [1]. The average inductor current I L(AVG), 

the current ripple ∆I, and a DC-link voltage VDC-LINK should 

first be computed to archive the minimal inductance design. 

(1) and (2) are used to archive a ripple current [1], [7], [13].  

 I L(AVG) = P/VIN  (1)  

The ripple current can be estimated by calculating the 

highest and minimum currents [1]. Using (2) [1], [13], [14], 

it is possible to determine the maximum peak-to-peak current 

as follows:  

 IMAX = I L(AVG) + 30% and    

 IMIN= I L(AVG) - 30%    

 � ∆I = IMAX − IMIN  (2)  



It is crucial to plan for the worst-case situation when 

designing an electrical circuit because doing so increases the 

design's stability and reliability [1], [14]. The highest limit is 

set at a boost factor B of 5, for this reason [1], [13], [14]. 

Therefore, theoretically, the capacitor an inductor, and the 

switching devices, which were calculated using the 

assumption (max. B at 5) will successfully survive the 

pressures placed on them if the ZSI works at boost factor 

range of 1 to 5 [1]. As a result, the minimal inductance need 

Lmin can now be computed using (3), where T is the switching 

period and VDC-LINK is the maximum DC-link voltage. [1], [8], 

[4].  

 1/[1-2(T0/T)] ≤ B  (3)  

                         LMIN = (VDC-LINK(MAX) T0)/ ∆I                       (4) 

B. The Capacitor Design  

Calculating the minimum capacitance requirements for a  

Z-impedance network, C1MIN and C2MIN, is the process of 

capacitor design. An average inductor current, shoot-through 

time, and capacitor ripple voltage must first be computed to 

archive the minimal capacitance design [1]. These 

calculations may be found in (1) and (3). The required 

minimum capacitance is obtained using equations (5) and (6) 

to determine voltage ripple [1], [14].  

 ∆VC = VDC-LINK × 3%  (5)  

 CMIN = (I L(AVG) T0)/ ∆VC  (6)  

C. The Filter Design  

Over LC and L-filters, LCL-filters are the most popular 

option [1], [5], [13], [14]. This decision was made based on 

the weight, cost, and size of LCL relative to those of LC and 

L-filters [1]. Although the values of the inductors and 

capacitors used in LCL filters are low compared to the values 

needed for LC and L-filters [1], [2]; they nonetheless produce 

outstanding results in the region of 100 kilovolt-amperes [1], 

[12], [14]. Compared to LC and L-filters, LCL-filters have 

excellent switching frequency attenuation of -60 Db/decade 

[1], [14]. It is possible to design an LCL-filter by using (7) to 

(11) [1]. ZB, CB, Vφ, and P stand for the inverter's base 

impedance, base capacitance, output phase voltage, and rated 

power, respectively [1]. First, second, and filter capacitor are 

designated by the letters LF1, LF2, and CF, respectively [1], 

[15].  

 ZB = Vφ/P therefore,        (7)  

 CB= 1/(2πf ZB) where f is the switching frequency        (8)  

 � CF =  CB×20%        (9)  

 LF1=VIN/(6f∆IMAX) where ∆IMAX = 0.1 IMAX  (10)  

LF2=[(1/ka
2)-1]/ CF2πf where ka is an attenuation           (11)  

factor of 20%  

D. Selection of a Diode and Switching Devices  

Maximum line-to-line voltage VL-L and load current ILOAD 

are calculated using the formulas in (12) and (13) below 

because the maximum voltage across the diode and through 

the power electronic switches equals the peak DC-link 

voltage and the maximum current through the diode equals 

the maximum inductor current [1]. So, when the power 

transfer is at its highest, the maximum current via the 

switches, ISWITCH(MAX) is defined by (14) [1], [13].  

 VL-L = VABC(φ) (2)1/2  (12)  

 � ILOAD = P/[(3)1/2 VL-L], at unity power factor  (13)  

 � ISWITCH(MAX) = 1/2 ILOAD + 2/3 IF1  (14)  

The switching devices and a diode to be selected generally 

have current and voltage ratings exceeding the above 

calculated values by at-least 25% as a safe working margin 

[1], [5].  

III. SIMULATION RESULTS OF A ZSI  

The MATLAB Simulink software was used for the ZSI 

modelling. This section covers the simulation results of a ZSI 

driven by the simple boost control (SBC), continuous boost 

(CBC), and maximum boost control (MBC) pulse width 

modulation signal generators [1].  

A. The Simple Boost Modulation Technique Results  

As a safe operating margin, the switching devices, and a 

diode to be used typically have current and voltage ratings 

that are at least 25% higher than the previously computed 

values [1].  

VABC(φ) = [(3)1/2m BSBCVIN]/2  (15) 

where BSBC = 1 / (2m – 1); 0.5 ˂ m ˂ 1  (16) 

Figure 4 shows the unfiltered three-phase output voltage 

for the SBC PWM technique sampled when Vin was 200V 

and m at 0.65. The rest of the results are presented at table 1 

[1].  

  

Fig. 4.  SBC Unfiltered line voltages [1] 

Unfiltered line voltages for the SBC PWM approach are 

shown in Figure 4. According to SANS 10142 standard 

documents, the South African national grid specification for 

percentage of total harmonics distortion is below 5% as 

presented in table 1 [1], 14]; the amplitude of phase and line 

waveforms, as well as a DC-link voltage, comply with (15) 

and (16). On table 1, a few theoretical relationships can be 

verified such as the (15) and (16). The modulation index is 

the only component that influences the voltage stress across   

TABLE I.  TABLE SHOWING RESULTS OF CRITICAL PERFORMANCE  
PARAMETERS OF A ZSI UNDER THE SBC TECHNIQUE  

   Varying Vin and m     

m  0.65  0.65  0.65  0.65  0.75  0.75  0.75  0.75  
Vin  200  300  400  500  200  300  400  500  
B  3.22  3.22  3.23  3.23  1.94  1.94  1.95  1.95  
Vstress  2.98  2.98  2.98  2.98  2.59  2.59  2.59  2.60  
%TH  3.75  3.75  3.75  3.75  1.14  1.14  1.14  1.14  
G  2.09  2.09  2.10  2.10  1.46  1.46  1.46  1.46  



   Table 3 continues     

m  0.85  0.85  0.85  0.85  0.95  0.95  0.95  0.95  
Vin  200  300  400  500  200  300  400  500.  
B  1.42  1.42  1.42  1.42  1.10  1.10  1.10  1.10  
Vstress  2.33  2.34  2.33  2.34  2.09  2.09  2.09  2.10  
%TH  1.14  1.14  1.14  1.14  1.14  1.14  1.14  1.14  
G  1.20  1.21  1.21  1.21  1.05  1.05  1.05  1.05  

the switching devices, the boost factor (and consequently the 

gain factor), and the proportion of overall harmonic distortion 

[1]. As the modulation index rises, all these measures indicate 

a reduction. Both the input voltage and the modulation index 

affect both the output voltage and the DC-link voltage [1]. 

With an increase in either the input voltage or the modulation 

index, both the output voltage and the DC-link voltage rise; 

the contrary is likewise true [1], [13].  

B. The Constant Boost Modulation Technique Results  

For the CBC modulation technique, the output phase 

voltage of a ZSI is defined by (17) where BCBC is the boost 

factor of the constant boost modulation technique defined by 

(18) [1].  

                  VABC(φ) = [(3)1/2mBCBCVIN]/2                   (17) 

  where BCBC = 1 / [(3)1/2m – 1]; 0.577 ˂ m ˂ 1.155      (18)  

Figure shows the unfiltered three-phase output voltage for 

the CBC PWM technique sampled when Vin was 200V and 

m at 0.65 [1]. The rest of the results are presented at table 2.  

    

Fig. 5.  CBC Unfiltered line voltages [1] 

Figure 5 shows unfiltered line voltages for the CBC PWM 

technique. The amplitude of phase and line waveforms, as 

well as a DC-link voltage, conform to (17) and (18), and the 

%THD is also below 5% [1].   

TABLE II.  TABLE SHOWING RESULTS OF CRITICAL PERFORMANCE 

PARAMETERS OF A ZSI UNDER THE CBC TECHNIQUE [1] 

   Varying Vin and m     

m  0.65  0.65  0.65  0.65  0.75  0.75  0.75  0.75  
Vin  200  300  400  500.  200.  300.  400  500.  
B  7.95  8.00  8.00  8.00  3.35  3.33  3.37  3.36  
Vstress  1.79  1.79  1.79  1.79  1.52  1.52  1.54  1.53  
%TH  4.00  4.00  4.00  4.00  3.72  3.72  3.72  3.72  
G  5.16  5.20  5.20  5.20  2.51  2.50  2.53  2.52  

   Table 3 continues    

m  0.85  0.85  0.85  0.85  0.95  0.95  0.95  0.95  
Vin  200  300  400  500  200  300  400  500  
B  2.11  2.13  2.12  2.10  1.55  1.55  1.55  1.56  
Vstress  1.27  1.30  1.30  1.30  1.19  1.18  1.18  1.20  
%TH  2.68  2.68  2.68  2.68  3.95  3.95  3.95  3.95  
G  1.79  1.81  1.80  1.78  1.47  1.47  1.47  1.48  

same as in the case of SBC technique, table 2 contains a set of 

results that validates the theoretical definitions (17) and (18) 

[1].  

C. The Maximum Boost Modulation Technique  

For the MBC modulation technique, the output phase 

voltage of a ZSI is defined by (19) where BMBC is the boost 

factor of the constant boost modulation technique defined by 

(20) [1].  

               VABC(φ) = [(3)1/2mBMBCVIN]/2                    (19)                           

where BCBC = 1 / [3(3)1/2m – π]; 0.605 ˂ m ˂ 1       (20)  

Figure 6 shows the unfiltered three-phase output voltage 

for the MBC PWM technique sampled when Vin was 200V 

and m at 0.65 [1]. The rest of the results are presented at table 

3.  

  
Fig. 6. MBC Unfiltered line voltages [1]  

Figure 6 shows unfiltered line voltages for the MBC 

PWM technique. The amplitude of phase and line waveforms, 

as well as a DC-link voltage, conform to (19) and (20), and 

the %THD is also below 9.63%. Same as in the case of SBC 

and MBC technique, table 3 contains a set of results that 

validates the theoretical definitions (19) and (20) [1].  

 TABLE III.   TABLE SHOWING RESULTS OF CRITICAL PERFORMANCE  
PARAMETERS OF A ZSI UNDER THE MBC TECHNIQUE [1]  

   Varying Vin and m     

m  0.65  0.65  0.65  0.65  0.75  0.75  0.75  0.75  

Vin  200  300  400  500  200  300  400  500  

B  13.0  13.0  12.2  12.1  4.05  4.08  4.06  4.10  

Vstress  1.77  1.77  1.65  1.65  1.36  1.36  1.36  1.37  

%TH  10.3  10.3  10.3  10.3  9.26  9.26  9.26  9.26  

G  8.45  8.45  7.96  7.80  3.03  3.06  3.04  3.07  

   Table 3 continues     

m  0.85  0.85  0.85  0.85  0.95  0.95  0.95  0.95  

Vin  200  300  400  500  200  300  400  500  

B  2.50  2.51  2.51  2.50  1.87  1.74  1.80  1.80  

Vstress  1.31  1.33  1.33  1.34  1.23  1.22  1.21  1.21  

%TH  15.0  15.0  15.0  15.0  15.0  15.0  15.0  15.0  

G  2.12  1.81  1.80  1.78  1.78  1.47  1.71  1.71  

IV. PROPOSING A CAPACITOR-BOOSTED-Z-SOURCE INVERTER  

This section's goal is to suggest a new type of Z-source 

inverter called a capacitor-boosted-Z-Source Inverter (CB-

ZSI) [1]. The naming of this proposed inverter is driven by the  

 

Fig. 7. The CB-ZSI block diagram [1] 



fact that the typical inverter's z-impedance is modified by 

connecting two capacitors in series with the original 

impedance inductors (Fig.7), enhancing the inverter's 

boosting capability [1]. When the previously developed 

PWM control techniques in the previous (SBC, CBC, and 

MBC) are applied to a CB-ZSI, it has been demonstrated that 

the response of the conventional Z-source inverter is altered 

by the addition of two shunt capacitors Cp1 and Cp2 to the 

corresponding inductors L1 and L2 (topological amendment) 

[1]. This chapter develops a CB-ZSI and compares its 

performance to a ZSI.  

  
(a)  

  
(b)  

Fig. 8. (a) Equivalent shoot-through CB-ZSI circuit [1]; (b) Equivalent non-

shoot-through CB-ZSI circuit [1]  

A.  Circuit Analysis  

At steady state, the average inductor voltage across 

inductors L1 and L2 for a conventional ZSI is zero [1], 12], 

[14]. The average inductor voltage across inductors L1 and L2 

is no longer zero for the CB-ZSI, though [1]. Shunt capacitors 

Cp1 and Cp2 in parallel with the respective inductors L1 and L2 

make this straightforward. Referring to figure 8, these 

capacitors maintain a potential difference across the inductors 

that tends to be negative relative to Vin [1]. A typical inductor 

voltage-time product (T = T1 + T0 interval where T1 is non-

shoot-through and T0 is shoot-through time) is therefore as 

follows:  

VLT = VCT0 + (VIN – VC) T1 = VCpT   (21) 

And let VCp = Va T0 + Vb T1                        (22) 

where Va = k�VC, Vb = k�VC, ka, kb – proportional  
factors (%)  

 (23) 

∴ VC T0 + (VIN – VC) T1 = Va T0 + Vb T1  (24) 

B = VDC-LINK/VIN =1/ (1-2(1+ka) D0,  

ka ≠ (2D0 – 1)/2 D0 
 (25) 

B.  CB-ZSI vs. ZSI results  

The same set of results was harvested on the CB-ZSI as in 

the previous section for the ZSI [1]. However, only a 

summary of the CB-ZSI results will be presented here and be 

compared to those of a ZSI [1]. Table 4 below shows the 

comparison of the CB-ZSI and ZSI on some critical 

performance parameters over the same input conditions.  

TABLE IV.  ZSI VS CB-ZSI (CP = 1 AND 2%) AT SBC, CBC, AND MBC [1]  

 

  

 

(a)  

 

           (b)  

 

           (c)       

Fig. 9. m vs B for (a) SBC control technique [1]; (b) CBC control technique 

[1]; (c) MBC control technique [1] 

 

          (a)           

           



  
(b)  

  
(c)           

Fig. 10. Vstress vs B for for (a) SBC control technique [1]; (b) CBC control 

technique [1]; (c) MBC control technique [1]         

Two main facts can be concluded from table 4 relating to the 

comparison of CB-ZSI and th ZSI. Firstly, a CB-ZSI shows 

an increase in the boost factor with increase in shunt 

capacitance (because of increase in DC-link voltage) 

compared to a ZSI for the same input voltage and 

modulation index [1]; secondly, increasing the shunt 

capacitance increases a gain factor of a CB-ZSI compared 

to a ZSI for the same input voltage and modulation index 

[1]. The above stated facts hold across all three PWM 

control techniques, viz. SBC, CBC, and MBC [1].   

Figure 9 show that inclusion of a shunt capacitance Cp that 

is 1% of C1 improves the boost factor of CB-ZSI by more 

56% at SBC technique, more than 25% at CBC technique 

and more than 14% at MBC technique on average [1]. Since 

the gain factor is a linear function of a boost factor with the 

proportionality constant being the modulation index, the 

percentage of improvement of gain factors from ZSI to 

CBZSI remains the same as that of boost factors across SBC, 

CBC, and MBC techniques [1].   

Figure 10 shows that the voltage stress ratio across the 

switching devices is reduced by more than 40% at MBC 

technique, more than 5% at CBC control and increased by 

1.7% for MBC PWM control technique on average [1]. CB-

ZSI also shows improved performance on the %THD for 

SBC and CBC while it worsens for MBC technique. %THD 

is reduced by more than 112% for SBC technique, 16.8% 

for CBC and increased by more than 24% for MBC 

technique on average [1].    

V. CONCLUSION AND FUTURE WORK  

More insight is required on the operation of a CB-ZSI. To 

build on top of the work of this research study, a formula that 

define the shunt capacitance Cp and correlate it to a specified 

amount of boost it incurs in a CB-ZSI still needs to be 

established. The limits of Cp also need to be established. As 

Cp approaches zero, a CB-ZSI converges to an ZSI; What 

happens Cp approaches infinity? The proportional factors ka 

and kb still need to be unpacked. A formula for these factors 

to form a characteristic table which shows ka and kb values 

for different values of Cp still need to be established to aid 

easy circuit design of a CB-ZSI.  
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Abstract—This paper aims to compare the switching 

capabilities of the three most cited Pulse Width Modulation 

(PWM) control techniques in the application of three-phase Z-

Source Inverters (ZSI). The Simple, Constant and Maximum 

Boost PWM control techniques are mathematically designed 

and applied to a 2 k-W ZSI and the critical performance 

metrics of the inverter, viz. the boost factor (B), voltage stress 

ratio across the switching components (Vstress) and the 

percentage of total harmonic distortion (%THD), are analyzed 

and compared for each of PWM control techniques. The 

Maximum boost control technique yield the highest boost 

factor however at a cost of increased %THD in the output 

power signals. The simple Boost PWM control incurs the 

highest Vstress across the switching components. The constant 

boost control is intermediate while the simple and maximum 

boost controls are the extremes for all three performance 

metrics. It is best to understand the performance 

characteristics associated with each PWM control technique to 

make an appropriate selection of the best-suited PWM control 

scheme for a particular application. 

Keywords—% total harmonics distortion, boost factor, 

modulation index, switching components switching stress, Z-

source inverter Introduction  

I. INTRODUCTION 

This paper aims to comparatively analyse the three most 
popular pulse width modulation (PWM) schemes on the 
application of a three-phase Z-source inverter (ZSI), namely, 
the simple boost control (SBC), constant boost control 
(CBC) and maximum boost control (MBC) techniques. The 
critical performance parameters of a ZSI are carefully 
observed under the influence of each of the PWM switching 
techniques and compared to identify the strengths and 
weaknesses of each switching technique. This paper is 
intended to be a quick guide for other researchers or 
designers to determine the appropriateness of a PWM control 
technique of choice for a particular inverter application. 
Therefore, in the coming sections, a detailed mathematical 
design and software simulation results of three pulse-width-
modulation (PWM) control schemes for a three-phase Z-
source inverter (ZSI) will be presented and analysed. 

II. BACKGROUND 

. A ZSI is a recent topology of a DC-AC converter 
proposed by Prof. F.Z. Peng in 2002 and it has since 
attracted the attention of many researchers due to its 
capability to overcome the majority of conceptual and 
practical limitations faced with the traditional topologies of 
the DC-AC converters [1], [2], [3]. Figure 1 shows a 
topological circuit of the first ZSI inverter generation. 
However, several different topologies have been proposed by 
different scholars to improve the performance of ZSI’s and 
their suitability for different applications. 

 
Fig. 1. A classical ZSI topologica6l circuit 

Abbasi [4] proposed a switched inductor Z-source inverter 
(SL-ZSI). This topology has two additional inductors and six 
diodes in the ‘SL-impedance network’ compared to a ‘Z-
impedance network’ of a classical ZSI as shown in figure 2. 
This topology has a superb voltage boost and is stable across 
a range of input voltages [5]. The great voltage boost is 
caused by a low shoot-through time (T0) requirement to 
achieve a particular boosting level of an SL-ZSI compared to 
a classical ZSI [6]. This inverter can be controlled with 
several PWM switching schemes including SBC, CBC, and 
MBC. 

 
Fig. 2. An SL-ZSI topological circuit 



Jokar Kouhanjani [7] proposed two trans-Z-source inverters, 
the first being an inductor-capacitor-capacitor-transformer-
Z-source inverter (LCCT-ZSI) and, secondly, an inductor-
capacitor-capacitor-transformer-quasi Z-source inverter 
(LCCT-qZSI) as shown in figure 3. Both these trans-ZSI’s 
improved the voltage-boosting capabilities even though 
LCCT-ZSI supersedes LCCT-qZSI [7]. LCCT-qZSI, 
however, has a greater power conversion efficiency 
compared to LCCT-ZSI [7]. Both these inverters can be 
controlled with several PWM switching schemes including 
SBC, CBC and MBC [7]. 

 
(a) 

 
(b) 

Fig. 3. (a) An LCCT-ZSI topological circuit; (b) An LCCT-qZSI 
topological circuit 

Mbulelo SP {Ngongoma, 2019 #162}proposed a capacitor-
boosted-Z-source inverter (CB-ZSI), a topology achieved 
via the addition of two shunt capacitors to inductors L1 and 
L2 of a classical ZSI as shown in figure 4. This topology 
has a greater voltage boost and hence gain factor relative to 
a classical ZSI for SBC, CBC and MBC techniques. This 
enhanced voltage-boosting capability is caused by the shunt 
capacitors which charge up and maintain a potential 
difference during the non-shoot-through time in every 
switching cycle and transfer their stored energy together 
with the Z-impedance network to the output during a shoot-
through state. The voltage stress across the switching 
devices SW1-SW6 was greatly reduced thus improving the 
output power signals (Less %THD). 

 

Fig. 4. A CB-ZSI inverter. 

In the coming sections, each PWM control technique (SBC, 
CBC and MBC) will be mathematically designed and 
applied to the switching devices of a pre-designed 2 k-W Z-
source inverter whose components’ ratings are listed in 

table 1 below. The performance results of the inverter under 
the influence of each switching scheme will be presented 
and analysed comparatively. 

TABLE I.  COMPONENTS' RATINGS FOR THE ZSI 

Components rating for the Z-source inverter 

Component Rating (units) 

Inductors (L1, L2) 6.63 m-H, 6.63 m-H 

Capacitors (C1, C2) 7.96 μ-C, 7.96 μ-C 

Maximum diode voltage 707.1 V 

Maximum switching device current  7.48 A 

Filter (Lf1, Lf2, Cf) 55 m-H, 41m-H, 2.98 μ-C 

III. DESIGN AND IMPLEMENTATION OF THE PWM CONTROL 

TECHNIQUES 

A. Simple boost PWM control technique 

Defined are the three functions Vac(3φ), Vcarrier and Vconstant. 
(1) is a three-phase fundamental waveform which is the 
objective that all the three-phase inverters seek to achieve, 
where Vm and ω are the maximum voltage and the angular 
frequency of the sinusoidal phase waves respectively. (2) is a 
high-frequency triangular carrier wave where A and T are 
constants. (3) is a function of two constant lines enveloping 
and/or intersection (1) and (2) on the maximums (crests) and 
minimums (troughs) [3], [4]. 

Vac(3φ) (t) 

 Va(φ) (t) Vmsin(ωt) 

(1) Vb(φ) (t) Vmsin (ωt – 120) 

Vc(φ) (t) Vmsin (ωt – 240) 

 

 

Vcarrier (t) 

  4A/T [ t - (n-1/4) T] 

(2) -4A/T [ t - (n-1/4) T] 

where n € ℤ 

 

 

Vconstant (t) 

  L 

(3) -L 

where Vm ≤ L ≤ 1 & -1 ≤ -L ≤ -Vm 

The simple boost-based controller is a digital circuit 
which applies six digital switching signals to the gates of the 
power switching components of a three-phase inverter. 
Therefore, to fully define all the switching states of this 
controller, 5 secondary functions of Boolean type are formed 
from the three primary functions of time Vac(3φ), Vcarrier and 
Vconstant. These Boolean functions are A, B, C, D as well as E 
and they can each yield either 0 (when the actual yield is 
negative) or 1 (when the actual yield is positive). 

A = Boolean [Va(φ) (t) - Vcarrier (t)]   (4) 

B = Boolean [Vb(φ) (t) - Vcarrier (t)] (5) 

C = Boolean [Vc(φ) (t) - Vcarrier (t)] (6) 

D = L - Vcarrier (t) (7) 



E = Vcarrier (t) – (-L) (8) 

where Boolean[] is the Boolean operator 

The truth table below defines the switch states of all six 
switching devices in a three-phase H-bridge of a ZSI using 
the above secondary Boolean functions where SW1(SBC) to 
SW6(SBC) are the first to the sixth switching device 
respectively. 

TABLE II.  TRUTH TABLE FOR AN SBC PWM GENERATOR 

+ve peak shoot-through -ve peak shoot-through 
Phase leg A: SW1(SBC) and SW4(SBC) 

A D SW1(SBC) Ā E SW4(SBC) 
0 0 1 0 0 1 
0 1 0 0 1 0 
1 0 N/A 1 0 N/A 
1 1 1 1 1 1 

Phase leg B: SW2(SBC) and SW5(SBC) 

B D SW2(SBC) B̅ E SW5(SBC) 
0 0 1 0 0 1 
0 1 0 0 1 0 
1 0 N/A 1 0 N/A 
1 1 1 1 1 1 

Phase leg C: SW3(SBC) and SW6(SBC) 

C D SW3(SBC) C̅ E SW6(SBC) 
0 0 1 0 0 1 
0 1 0 0 1 0 
1 0 N/A 1 0 N/A 
1 1 1 1 1 1 

The six Boolean equations for SW1(SBC) to SW6(SBC) can be 
derived from table 2 using the Sum of Products (SOP) 
method and figure 1 is the resultant block diagram for a 
simple boost PWM controller for phase leg A. The same 
controllers apply for phase legs B and C with only the 
120˚and 240˚ phase shift respectively. 

SW1(SBC) = A̅∙D̅ + A∙D (9) 

SW2(SBC) = B̅∙D̅ + B∙D (10) 

SW3(SBC) = C̅∙D̅ + C∙D (11) 

SW4(SBC) = A∙E̅ + A̅∙E (12) 

SW5(SBC) = B∙E̅ + B̅∙E (13) 

SW6(SBC) = C∙E̅ + C̅∙E (14) 

Fig. 5. Simple boost control signal generator for phase leg A 

The above-designed SBC signal generator was 
implemented on the MATLAB Simulink environment and 
applied to a 2 k-W ZSI (refer to table 1) while varying the 
input variables input voltage Vin and modulation index m 
independently. Vin was varied between 200 to 500V in 
increments of 100V while m was varied between 0.65 to 0.95 

in increments of 0.10. B is the boost factor, Vstress is the 
voltage stress across the switching components, %THD is 
the percentage of total harmonic distortion and G is the 
voltage gain ratio. Figure 6 shows the unfiltered output line 
voltages when the input voltage was 200V and the 
modulation index was 0.65, the rest of the results are 
presented in table 3. 

 

Fig. 6. SBC unfiltered output line voltages (Vin = 200, m=0.65) 

TABLE III.  RESULTS FOR SBC SIGNAL GENERATOR 

Varying Vin and m 

m 0.65 0.65 0.65 0.65 0.75 0.75 0.75 0.75 

Vin 200 300 400 500 200 300 400 500 

B 3.22 3.22 3.23 3.23 1.94 1.94 1.95 1.95 

Vstress 2.98 2.98 2.98 2.98 2.59 2.59 2.59 2.60 

%TH
D 

3.75 3.75 3.75 3.75 1.14 1.14 1.14 1.14 

G 2.09 2.09 2.10 2.10 1.46 1.46 1.46 1.46 

Table 3 continues 

m 0.85 0.85 0.85 0.85 0.95 0.95 0.95 0.95 

Vin 200 300 400 500 200 300 400 500. 

B 1.42 1.42 1.42 1.42 1.10 1.10 1.10 1.10 

Vstress 2.33 2.34 2.33 2.34 2.09 2.09 2.09 2.10 

%TH
D 

1.14 1.14 1.14 1.14 1.14 1.14 1.14 1.14 

G 1.20 1.21 1.21 1.21 1.05 1.05 1.05 1.05 

B. Constant boost PWM control technique 

The constant boost control technique is similar in all 
respect to the previously developed simple boost control 
technique with the only difference being the injection of a 
16% amplitude third harmonic to the fundamental reference 
waveform (1) which consequently alters the boost factor of 
the CBC control technique thus differentiating it from that of 
an SBC control technique[5], [6]. Therefore, defined below 
is the new reference waveform of the CBC control 
technique: 

Vac(3φ) (t) 

 Va(φ) (t) + V (3rd harmonic) 

Vb(φ) (t) + V (3rd harmonic) 

Vc(φ) (t) + V (3rd harmonic) 

 

Vac(3φ) (t) 

 1.156sin(ωt) + 0.167sin(3ωt) 

(15) 1.156sin (ωt - 120) + 0.167sin(3ωt) 

1.156sin (ωt - 240) + 0.167sin(3ωt) 

The definition of secondary Boolean variables, formation 
of the truth table, derivation of the six Boolean equations for 



gating the six switching devices of the H-bridge and hence 
the modelling of the control circuit on MATLAB Simulink 
remains the same. Therefore, below is table 4 showing the 
sample of results of a 2 k-W ZSI under the switching 
influence of a CBC PWM generator. Figure 7 shows the 
unfiltered output line voltages when the input voltage was 
200V and the modulation index was 0.65, the rest of the 
results are presented in table 4. 

 

Fig. 7. CBC unfiltered output line voltages (Vin = 200, m=0.65) 

TABLE IV.  RESULTS FOR CBC SIGNAL GENERATOR 

Varying Vin and m 

m 0.65 0.65 0.65 0.65 0.75 0.75 0.75 0.75 

Vin 200 300 400 500. 200. 300. 400 500. 

B 7.95 8.00 8.00 8.00 3.35 3.33 3.37 3.36 

Vstress 1.79 1.79 1.79 1.79 1.52 1.52 1.54 1.53 

%TH
D 

4.00 4.00 4.00 4.00 3.72 3.72 3.72 3.72 

G 5.16 5.20 5.20 5.20 2.51 2.50 2.53 2.52 

Table 4 continues 

m 0.85 0.85 0.85 0.85 0.95 0.95 0.95 0.95 

Vin 200 300 400 500 200 300 400 500 

B 2.11 2.13 2.12 2.10 1.55 1.55 1.55 1.56 

Vstress 1.27 1.30 1.30 1.30 1.19 1.18 1.18 1.20 

%TH
D 

2.68 2.68 2.68 2.68 3.95 3.95 3.95 3.95 

G 1.79 1.81 1.80 1.78 1.47 1.47 1.47 1.48 

C. Maximum boost PWM control technique 

The maximum boost control technique is developed 
using the fundamental reference wave (1) and the carrier 
wave (2) only. In this technique, all the zero states are 
converted into shoot-through states to achieve maximum 
boost [1], [4]. I-M are the six Boolean secondary functions 
that are used to define all the possible switching states of the 
six switching devices SW1(MBC) to SW6(MBC) in truth table 5. 

I = Boolean [Va(φ) (t) - Vb(φ)] (16) 

J = Boolean [Vb(φ) (t) - Vc(φ)] (17) 

K = Boolean [Vc(φ) - Va(φ) (t)] (18) 

L = Boolean [Va(φ) (t) - Vcarrier (t)] (19) 

M = Boolean [Vb(φ) (t) - Vcarrier (t)] (20) 

N = Boolean [Vc(φ) (t) - Vcarrier (t)] (21) 

Truth table 5 defines the switching states of only the 
upper switches per phase leg. The lower corresponding 
switch has an equal but opposite (negate all the variables) 
equation to that of the upper switch. Table 5 is a long truth 
table, therefore, deriving the gating equations directly from it 

would lead to unnecessarily long equations with sums of 
more than 20 products (more than 100 AND, OR, etc. gates). 

TABLE V.  TRUTH TABLE FOR AN MBC PWM GENERATOR 

State I J K L M N SW1(MBC) SW1(MBC) SW1(MBC) 
0 0 0 0 0 0 0 N/A N/A N/A 
1 0 0 0 0 0 1 N/A N/A N/A 
2 0 0 0 0 1 0 N/A N/A N/A 
3 0 0 0 0 1 1 N/A N/A N/A 
4 0 0 0 1 0 0 N/A N/A N/A 
5 0 0 0 1 0 1 N/A N/A N/A 
6 0 0 0 1 1 0 N/A N/A N/A 
7 0 0 0 1 1 1 N/A N/A N/A 
8 0 0 1 0 0 0 N/A N/A 1 
9 0 0 1 0 0 1 N/A N/A 1 
10 0 0 1 0 1 0 N/A N/A 1 
11 0 0 1 0 1 1 N/A N/A 1 
12 0 0 1 1 0 0 0 1 1 
13 0 0 1 1 0 1 N/A N/A 1 
14 0 0 1 1 1 0 0 0 1 
15 0 0 1 1 1 1 1 1 1 
16 0 1 0 0 0 0 N/A 1 N/A 
17 0 1 0 0 0 1 1 1 0 
18 0 1 0 0 1 0 N/A 1 N/A 
19 0 1 0 0 1 1 N/A 1 N/A 
20 0 1 0 1 0 0 N/A 1 N/A 
21 0 1 0 1 0 1 0 1 0 
22 0 1 0 1 1 0 N/A 1 N/A 
23 0 1 0 1 1 1 1 1 1 
24 0 1 1 0 0 0 N/A 1 N/A 
25 0 1 1 0 0 1 N/A 1 N/A 
26 0 1 1 0 1 0 N/A 1 N/A 
27 0 1 1 0 1 1 N/A 1 N/A 
28 0 1 1 1 0 0 0 1 1 
29 0 1 1 1 0 1 0 1 0 
30 0 1 1 1 1 0 N/A 1 N/A 
31 0 1 1 1 1 1 1 1 1 
32 1 0 0 0 0 0 1 N/A N/A 
33 1 0 0 0 0 1 1 N/A N/A 
34 1 0 0 0 1 0 1 0 1 
35 1 0 0 0 1 1 1 0 0 
36 1 0 0 1 0 0 1 N/A N/A 
37 1 0 0 1 0 1 1 N/A N/A 
38 1 0 0 1 1 0 1 N/A N/A 
39 1 0 0 1 1 1 1 1 1 
40 1 0 1 0 0 0 N/A N/A 1 
41 1 0 1 0 0 1 N/A N/A 1 
42 1 0 1 0 1 0 1 0 1 
43 1 0 1 0 1 1 N/A N/A 1 
44 1 0 1 1 0 0 N/A N/A N/A 
45 1 0 1 1 0 1 N/A N/A 1 
46 1 0 1 1 1 0 0 0 1 
47 1 0 1 1 1 1 1 1 1 
48 1 1 0 0 0 0 1 N/A N/A 
49 1 1 0 0 0 1 1 1 0 
50 1 1 0 0 1 0 1 N/A N/A 
51 1 1 0 0 1 1 1 0 0 
52 1 1 0 1 0 0 1 N/A N/A 
53 1 1 0 1 0 1 1 N/A N/A 
54 1 1 0 1 1 0 1 N/A N/A 
55 1 1 0 1 1 1 1 1 1 
56 1 1 1 0 0 0 N/A N/A N/A 
57 1 1 1 0 0 1 N/A N/A N/A 
58 1 1 1 0 1 0 N/A N/A N/A 
59 1 1 1 0 1 1 N/A N/A N/A 
60 1 1 1 1 0 0 N/A N/A N/A 
61 1 1 1 1 0 1 N/A N/A N/A 
62 1 1 1 1 1 0 N/A N/A N/A 
63 1 1 1 1 1 1 N/A N/A N/A 

In practical prototypes, this would lead to an extremely 
messy control circuit with excessive noise due to numerous 
components and hence diminished performance. Therefore, 
the Karnaugh maps (k-maps) were used to optimise the 
switch gating equations from the excess of 20 to about 7 
products. Figures 8-10 show the k-maps and hence the 
optimisation of the switching equations (22) to (27) for the 
switching devices of each phase leg A, B and C. 



NOTE: N/A = d = don’t care or impossible states 

 
Fig. 8. K-map for phase leg A (SW1(MBC) and SW4(MBC)) 

SW1(MBC) = IJ̅K̅ + IJK̅ + IJ̅LMN + JK̅L̅M̅N + 

I̅KLMN 
   (22) 

SW4(MBC) = I̅JK + I̅J̅K + I̅JL̅M̅N̅ + J̅KLMN̅ + 

IK̅L̅M̅N̅ 
  (23) 

 
Fig. 9. K-map for phase leg B (SW2(MBC) and SW5(MBC)) 

SW2(MBC) = I̅J + IJ̅LMN + I̅KLMN + I̅KLM̅N̅ + 

JK̅LMN + JK̅L̅M̅N 
(24) 

SW5(MBC) = IJ̅ + I̅JL̅M̅N̅ + IK̅L̅M̅N̅ + IK̅L̅MN + 

J̅KL̅M̅N̅ + J̅KLMN̅ 
(25) 

 
Fig. 10. K-map for phase leg C (SW3(MBC) and SW6(MBC)) 

SW3(MBC) = IJ̅K + I̅J̅K + I̅KLMN + IJ̅L̅MN̅ + 

IJ̅LMN + JK̅LMN + I̅KLM̅N̅ 
(26) 

SW6(MBC) = I̅JK̅ + IJK̅ + IK̅L̅M̅N̅ + I̅JLM̅N + (27) 

I̅JL̅M̅N̅ + J̅KL̅M̅N̅ + IK̅L̅MN 

Figure 11 below shows a block diagram of a maximum 
boost control PWM signal generator for all three phase legs.  

Table 6 shows the sample of results of a 2 k-W ZSI under  

Fig. 11. Maximum boost control signal generator for phase legs A, B 
and C 

the switching influence of an MBC PWM generator. Figure 
12 shows the unfiltered output line voltages when the input 
voltage was 200V and the modulation index was 0.65, the 
rest of the results are presented in table 6. 

 

Fig. 12. MBC unfiltered output line voltages (Vin = 200, m=0.65) 

TABLE VI.  RESULTS FOR MBC SIGNAL GENERATOR 

Varying Vin and m 

m 0.65 0.65 0.65 0.65 0.75 0.75 0.75 0.75 

Vin 200 300 400 500 200 300 400 500 

B 13.0 13.0 12.2 12 4.05 4.08 4.06 4.10 

Vstress 1.77 1.77 1.65 1.65 1.36 1.36 1.36 1.37 

%TH
D 

10.3 10.3 10.3 10.3 9.26 9.26 9.26 9.26 

G 8.45 8.45 7.96 7.80 3.03 3.06 3.04 3.07 

Table 3 continues 

m 0.85 0.85 0.85 0.85 0.95 0.95 0.95 0.95 

Vin 200 300 400 500 200 300 400 500 

B 2.50 2.51 2.51 2.50 1.87 1.74 1.80 1.80 

Vstress 1.31
6 

1.339 1.339 1.349 1.237 1.22
3 

1.21
2 

1.21
6 

%TH
D 

15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0 

G 2.12 1.81 1.80 1.78 1.78 1.47 1.71 1.71 

IV. DISCUSSION OF THE RESULTS 

Below is a list of the observations made on the above 
study in section II. For all the simple boost, constant and 
maximum boost PWM control schemes: 



• The boost factor is dependent on the modulation 
index and independent of the input voltage. 

• The switching device voltage stress ratio is 
dependent on the modulation index and 
independent of the input voltage. 

• The percentage of total harmonics distortion is 
dependent on the modulation index and 
independent of the input voltage. 

• The gain factor is dependent on the modulation 
index and independent of the input voltage. 

• The output voltage is dependent on both the input 
voltage and the modulation index. 

On top of the above-stated observations, the simple 
boost PWM control technique has: 

• Lowest output voltage gain factor, for the same 
modulation index, amongst all the three presented 
switching techniques (Cons). 

• Highest switching device voltage stress ratio, for 
the same modulation index, amongst the three 
presented switching techniques (Cons)  

• Lowest % total harmonics distortion, for the same 
modulation index, amongst the three presented 
switching techniques (Pros) 

The Constant boost PWM control technique has: 

• The output voltage gain factor which is higher than 
that of the simple boost but lower than that of the 
maximum boost control technique for the same 
modulation index. 

• The switching device voltage stress ratio which is 
lower than that of the simple boost but slightly 
higher than that of the maximum boost control 
technique for the same modulation index. 

• The % total harmonics distortion which is higher 
than that of the simple boost but lower than that of 
the maximum boost control technique for the same 
modulation index. 

The maximum boost PWM control technique has: 

• The highest output voltage gain factor, for the same 
modulation index, amongst all the three presented 
switching techniques (Pros). 

• Lowest switching device voltage stress ratio, for 
the same modulation index, amongst the three 
presented switching techniques (Pros)  

• Highest % total harmonics distortion, for the same 
modulation index, amongst the three presented 
switching techniques (Cons) 

Figure 6 below is a graph showing the gain factors for 
different modulation index values for the simple boost, 
constant boost, and maximum boost control techniques. 

Fig. 13. Graph showing gain factor for different modulation index settings 
for SBC, CBC, and MBC PWM techniques 

V. CONCLUSION 

The study in this paper aimed to highlight the pros and 
cons of each of the investigated PWM switching techniques 
viz., the simple boost, constant boost, and maximum boost 
control techniques. Therefore, using this paper as a guide, 
one can select the best-suited PWM control scheme based on 
the needs and constraints of their application. 

For future considerations and as an expansion of the 
scope of this paper, the Space Vector Pulse Width 
Modulation (SVPWM) technique will be investigated. 

VI. REFERENCES 

[1] R. R. Kumar, S. Kumar, and A. Yadav, “comparison of PWM     
techniques and inverter performance,” IOSR Journal of Electrical and   
Electronics Engineering (IOSR-JEEE), vol. 4, no. 1, pp. 18-22, 2013. 

[2] K. V. Kumar, P. A. Michael, J. P. John, and S. S. Kumar, “Simulation 
and comparison of SPWM and SVPWM control for three-phase 
inverters,” ARPN journal of engineering and applied sciences, vol. 5, 
no. 7, pp. 61-74, 2010. 

[3] R. Mali, N. Adam, A. Satpaise, and A. Vaidya, "Performance 
comparison of two-level inverter with classical multilevel inverter 
topologies." pp. 1-7. 

[4] M. Abbasi, M. Mardaneh, A. H. Eslahchi, and Z. Hashemi, “Extended 
boost switched-embedded-capacitor-inductor Zsi with low voltage stress 
on capacitors and soft-start capability,” IETE Journal of Research, pp. 

1-10, 2021. 

[5] A. J. Viji, R. Balamanigandan, and B. Manimaran, “Power Quality 
Improvement of Grid Connected PV System Fed ZSI-DVR with 
Advanced Control Strategy,” Journal of Green Engineering, vol. 10, pp. 
9574-9586, 2020. 

[6] P. Jamuna, G. Ramani, and K. Suresh, “Performance validation of PV 
system incorporated ZSI-dynamic voltage restorer for long-lasting 
power quality improvement,” Journal of Testing and Evaluation, vol. 
49, no. 5, pp. 3602-3619, 2020. 

[7] M. Jokar Kouhanjani, A. Seifi, and M. Mehrtash, “Dynamic model and 
small signal analysis of Z-source inverter,” IETE Journal of Research, 
vol. 65, no. 3, pp. 342-350, 2019. 

 



Experimental Identification of the Output
Impedance Frequency Response of an Open-Loop

Half-Bridge Inverter
Ian Paul Gerber

Dept. of Electrical and Electronic
Engineering

Stellenbosch University
Stellenbosch, South Africa

Email: 21011788@sun.ac.za

Fredrick Mukundi Mwaniki
Dept. of Electrical and Electronic

Engineering
Stellenbosch University

Stellenbosch, South Africa
https://orcid.org/0000-0003-1466-4484

Hendrik Johannes Vermeulen
Dept. of Electrical and Electronic

Engineering
Stellenbosch University

Stellenbosch, South Africa
https://orcid.org/0000-0003-4356-4044

Abstract—DC-AC inverters are used extensively in renewable
energy applications in modern power systems. Characterization
of the output impedance of an inverter is important for the
design and analysis of inverter systems, especially for grid-tied
applications. In this paper, a half-bridge inverter is perturbed
using pseudo-random impulse sequence perturbations, and the
output impedance of the inverter is subsequently estimated
from experimental measurements. It is shown that the output
impedance of the open-loop half-bridge inverter can be character-
ized by using small-signal perturbations. The effects of deadtime,
carrier frequency, modulation index and DC voltage magnitude
on the output impedance of a practical standalone half-bridge
inverter are also investigated. It is shown that some of these
parameters have a non-linear influence on the frequency response
of the inverter output impedance.

Index Terms—inverter, half-bridge, wideband, output
impedance, frequency response, perturbation

I. INTRODUCTION

Power electronic devices, including DC-AC inverters, have
a vast range of applications in the mining industry, variable
speed drive systems, distributed generation, electric vehicles
and renewable energy conversion [1]. Half-bridge inverters are,
amongst others, utilized for induction heating [2], integrating
renewable energy sources with the grid [3] and avionics [4].
Half-bridge inverters are, furthermore, sometimes preferred to
full-bridge inverters in low- and medium-voltage applications,
as they are constructed using fewer circuit components [5].

Obtaining the output impedance of inverters is vital for the
design and analysis of inverters in interconnected systems. The
output impedance of inverters can be used to investigate the
stability of grid-connected inverters [6], as well as the source
of dominant harmonic emissions [7]. Power sharing between
parallel connected inverters is for instance determined by the
output impedance of the inverters [8], [9]. The implementation
and performance of voltage and frequency droop control meth-
ods can, furthermore, be dependent on the output impedance
of the inverter [10].

The output impedance of an inverter can be derived ana-
lytically using average modelling techniques [11]. In practice,
however, important parameters such as filter and controller
parameters are often unknown. This complicates the use of

the average modelling technique. Various system identification
methods have been proposed in the literature for determining
the output impedance of practical inverters. Valdivia et al. [12]
made use of current and voltage step responses to determine
the output impedance of an inverter as part of a black-
box modelling approach. Cespedes made use of wideband
perturbation methods [13] to excite an inverter over a wide
frequency band and subsequently estimate its impedance fre-
quency response.

Wideband excitation signals are commonly used to perturb
power system equipment in system identification applica-
tions. The Pseudo-Random Impulse Sequence (PRIS) signal
is a wideband excitation signal that is suitable for use in
high-power, high-voltage environments, such as inverter sys-
tems [14]. The PRIS source has been applied to characterize
grid impedances [15], transformers [16], [17] and capacitive
voltage transformers [18], [19]. It has also been applied to
inverters through simulation [20].

In this paper, a single-phase, standalone, open-loop, half-
bridge inverter is investigated. The inverter topology under
investigation purposefully neglects connection to the grid and
a control-loop. The practical half-bridge inverter is perturbed
using a PRIS source to allow characterization of the output
impedance. The effect of the deadtime, carrier frequency, DC
input voltage and modulation index on the output impedance
are investigated.

II. PRACTICAL HALF-BRIDGE INVERTER ARRANGEMENT

A half-bridge inverter converts DC power to AC power by
making use of two complementary switches. These switches
are controlled by Pulse Width Modulation (PWM) gating
signals to produce an AC voltage that varies between half the
DC input voltage and the negative thereof. This AC voltage
is filtered by a low-pass filter to produce a single sinusoidal
output voltage.

Fig. 1 shows the circuit diagram of the practical open-
loop half-bridge inverter under investigation. Two 1MBH60D-
090A IGBTs, Q1 and Q2, are used to construct a half-bridge
switching leg. The half-bridge inverter has a fundamental
frequency of f1 = 50Hz. An inductor, Lf , of 2mH and a
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capacitor, Cf , of 1000µF are used as an LC filter. The cut-
off frequency of the LC filter, fcut, is fcut = 112.54Hz.

Sinusoidal Pulse-Width Modulation (SPWM) is imple-
mented using an Altera DE0 FPGA. The modulation index
is ma = 0.8. A unity triangular carrier wave with a carrier
frequency, fc, of 1kHz is used, while deadtime is added. A
DC power supply, Vd, of 30 V is used as input to the inverter.
Two 2200µF DC-link capacitors, both labelled Ci, are used
to equally split the DC voltage. A resistive load of 100Ω, R,
is connected across the output of the inverter. A 16-bit NI
9223 Data Acquisition (DAQ) module is used to measure the
time-domain signals at a sampling frequency of fs = 1MHz.
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iL(t)
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io(t)

R
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-

vo(t)

D1

D2

Fig. 1: Half-bridge inverter circuit diagram.
Fig. 2 shows the measured time-domain output voltage and

output current, denoted by vo(t) and io(t) respectively, of the
practical half-bridge inverter arrangement while it is operated
without perturbation. The amplitude of the modulated voltage
at the fundamental frequency, V 1

Ao, is given by the relationship

V 1
Ao = Vd ×

ma

2
= 30× 0.8

2
= 12V. (1)

The amplitude of the output voltage, vo(t), is slightly lower
compared to the voltage V 1

Ao due to the voltage drop across
the LC filter. The output voltage and current, vo(t) and io(t),
are nearly sinusoidal with some switching ripple.

0 0.02 0.04 0.06 0.08 0.1

-0.1

0

0.1

0.2

0 0.02 0.04 0.06 0.08 0.1

-10

-5

0

5

10

15

Fig. 2: Measured time-domain output current and voltage
waveforms, io,n(t) and vo,n(t) respectively, of the half-bridge
inverter under normal operating conditions.

III. OUTPUT IMPEDANCE FREQUENCY RESPONSE OF THE
HALF-BRIDGE INVERTER

A. Analytical Half-Bridge Inverter Impedance Transfer Func-
tion

Fig. 3 shows the half-bridge inverter circuit while the top
switch, Q1, is conducting and the bottom switch, Q2, is
open. The switches are assumed to be ideal, with negligible
resistance. The freewheeling diodes, D1 and D2, of the IGBTs
are neglected in this mathematical analysis. The DC voltage
source used to supply the half-bridge inverter has an internal
resistance, Rdc, measured as 1.94Ω. The filter inductor, Lf ,
has a series resistance, rL, of 0.745Ω. These resistances are
included in the circuit shown in Fig. 3, to obtain a more
accurate representation of the practical half-bridge inverter.
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Fig. 3: Circuit configuration of a half-bridge inverter.

The analytical output impedance, Zo,ana(s), of the circuit
shown in Fig. 3 is derived as

Zo,ana(s) = (
1

( 1
Rdc+

1
sCi

+ sCi)−1 + rL + sLf

+ sCf )
−1

(2)
Equation (2) can be simplified to yield:

Zo,ana(s)

=
s3RdcCi

2Lf + s2RdcCi
2rL + 2s2CiLf + 2sCirL + 1

s4RdcCi
2LfCf + s3RdcCi

2rLCf + 2s3CiLfCf ...

...+ 2s2CirLCf + sCf + s2RdcCi
2 + 2sCi

(3)

When the bottom switch, Q2, is conducting and the top
switch, Q1, is open, the output impedance of the resultant
circuit would be equal to Zo,ana(s). It is important to note that
(3) does not represent the output impedance of the inverter,
but merely the output impedance of the circuit in Fig. 3.
Fig. 4 shows the frequency response of the analytical output
impedance, Zo,ana(s). For the frequency range considered
in this investigation, i.e. between 0.1Hz and 100kHz, the
impedance response exhibits series and parallel resonances
at approximately 48Hz and 125Hz respectively. The series
resonant point is attributed to a series combination of the
DC link capacitors and the filter inductor, while the parallel
resonance point is attributed to the LC filter.
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Fig. 4: Magnitude and phase response of the analytical transfer
function, Zo,ana(f), of the output impedance of the circuit of
the half-bridge inverter while Q1 is conducting and Q2 is open.

B. Perturbation of the Half-Bridge Inverter

During perturbation of the open-loop half-bridge inverter,
the PRIS source is connected in parallel with the load as shown
in Fig. 5. This allows for the injection of a perturbation current,
rather than causing voltage perturbation. The PRIS source
consists of a DC voltage source connected through an H-
bridge and a series RLC impedance. The H-bridge switches are
controlled using a Pseudo-Random Binary Sequence (PRBS)
gating signal [14].

In this investigation, the PRIS source is tuned such that a
suitable PRIS perturbation signal is produced for the frequency
range of interest. This is done by using a PRBS10 with a clock
frequency, fclk, of 500Hz to control the H-bridge. To obtain
appropriate time-constants at the selected clock frequency, the
RLC impedance values are chosen as 1kΩ, 47µH and 4µF
respectively. The values of the RLC circuit are also chosen
to limit the current through the PRIS source. The perturbed
output voltage and current waveforms are recorded over a time
interval.

Fig. 6 compares the measured output voltage and currents of
the perturbed arrangement, i.e. io,p(t) and vo,p(t) respectively,
with the measured output voltage and currents obtained under
normal operating conditions, i.e io,n(t) and vo,n(t) respec-
tively. The superimposed perturbations are clearly evident on
the current waveform, io,p(t).
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Fig. 6: Measured time-domain io,n(t) and vo,n(t), as well as
io,p(t) and vo,p(t).

C. Determining the Output Impedance of the Half-Bridge
Inverter

The output impedance of the half-bridge inverter is deter-
mined using a two-measurement approach [20]. The frequency
responses of the measured voltage and current under perturbed
conditions, i.e. Io,p(f) and Vo,p(f), and normal operating
conditions, i.e. Io,n(f) and Vo,n(f), are used in (4) to obtain
the output impedance [20]:

Zo(f) =
Vo,p(f)− Vo,n(f)

Io,p(f)− Io,n(f)
(4)

The two-measurement approach represented by (4) assumes
that the perturbed and normal measurements are referenced
to the same angle. This is, however, not always the case
in practice, in which case the perturbed and normal mea-
surements need to be synchronised. In this investigation, the
synchronisation of the two sets of measurements is performed
by aligning the PWM signals. This is motivated by the fact
that the inverter switches, Q1 and Q2, are controlled by the
PWM signals. The PWM gating signals under normal and
perturbed conditions are aligned by fixing the PWM signal
that is recorded while the inverter is operating under normal
conditions and shifting the PWM signal that is measured while
the inverter is perturbed in increments of the sampling time,
Ts = 1/fs. While shifting the perturbed PWM signal over
one fundamental period, T1 = 1/f1, in increments of Ts,
the Mean Squared Error (MSE) value is determined between

DC Voltage 
Source

Half-Bridge
Inverter

PRIS
Perturbation 

Source

+ 

-

Fig. 5: Perturbation arrangement of the half-bridge inverter. The PRIS source is connected in parallel with the load.



each shifted perturbed PWM signal and the PWM signal under
normal conditions. The time shift that produces the smallest
MSE value is adopted as the shift with which to align the
normal and perturbed voltage and current signals.

Fig. 7 shows the aligned PWM signals under normal and
perturbed conditions. It can be seen that although the measured
PWM signals contain random noise, the alignment of the
PWM signals is not influenced by the random noise, as the
time-domain signals lie on top of each other. The perturbed
output current and voltage waveforms, io,p(t) and vo,p(t), are
shifted with the same number of sampling periods as the
perturbed PWM signal to synchronize with the current and
voltage waveforms obtained for normal operating conditions,
i.e. io,n(t) and vo,n(t).
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Fig. 7: Measured PWM signals under normal and perturbed
operating conditions after alignment.

The small-signal perturbations can be observed by sub-
tracting the aligned perturbed and normal output voltage and
current waveforms as indicated in the numerator and denom-
inator of (4). Fig. 8 shows these small-signal perturbations.
As expected, the current waveform exhibits random impulse
characteristics due to the applied PRIS perturbation.
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Fig. 8: PRIS perturbations on io,p(t) - io,n(t) and vo,p(t) -
vo,n(t) respectively.

Fig. 9 compares the frequency response of the output
impedance of the practical half-bridge inverter, Zo(f), ob-
tained using the two-measurement approach described by (4)
with the analytical transfer function, Zo,ana(f) defined by
(3). For the frequency range considered in the investigation,

i.e. 10Hz to 400Hz, both frequency responses have a series
and parallel resonance pair and similar shapes. The practical
results thereby confirm that the DC capacitors, denoted by
Ci, influence the output impedance Zo(f) of the open-loop
half-bridge inverter, and the DC voltage source cannot be
assumed as stiff. The output impedance frequency response of
the inverter is a linear approximation of a non-linear system,
hence the non-smooth nature of the frequency response.
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Fig. 9: Magnitude and phase response of the estimated output
impedance, Zo(f), of the practical half-bridge inverter com-
pared to Zo,ana(f).

Fig. 10 shows the practical arrangement used to perturb the
half-bridge inverter.

Fig. 10: The practical arrangement used during this investiga-
tion.

D. Effects of deadtime, carrier frequency, modulation index
and DC voltage

The effect of the deadtime, carrier frequency, magnitude of
the modulation index and the DC voltage magnitude on the
output impedance can be investigated, as complete control of
the operation of the half-bridge under investigation operation
allows for easy manipulation of these parameters.

1) Effect of the Deadtime: Deadtime is typically added
to the PWM gating signals to prevent a short-circuit across
the two IGBTs in the half-bridge inverter. To investigate the
effect of deadtime on the output impedance of the inverter,
the deadtime added to the PWM signals is varied across 10µs,
20µs and 30µs. Fig. 11 shows the estimated output impedance



of the half-bridge inverter as a function of the deadtime. The
results show that the damping and locations of the resonant
points in the frequency response of the output impedance are
not influenced significantly by the deadtime. The half-bridge
inverter is a non-linear system. Therefore, the linear frequency-
domain approximation of the output impedance inevitably
exhibits non-linear behaviour. Therefore, the phase is affected
by the ripple present on the estimated frequency response of
Zo(f) and varies inconsistently.
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Fig. 11: Magnitude and phase response of the output
impedance, Zo(f), of the half-bridge inverter as a function
of the deadtime.

2) Effect of the Carrier Frequency: The frequency fc of
the triangular carrier waveform used in the SPWM is varied
to investigate its impact on the inverter output impedance
frequency response. The frequency fc is varied from 500
Hz with increments of 500 Hz. Fig. 12 shows the estimated
output impedance of the half-bridge inverter as a function of
fc. The second resonant point is slightly more damped when
fc = 1kHz, as compared to other values of fc.
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Fig. 12: Magnitude and phase response of the output
impedance, Zo(f), of the half-bridge inverter as a function
of the carrier frequency fc.

3) Effect of the Modulation Index: The effect of the
modulation index, ma, on the output impedance, Zo(f), is
investigated by varying ma across 0.1, 0.25, 0.5, 0.75 and
1. Fig. 12 shows the estimated output impedance of the
half-bridge inverter as a function of the modulation index.
Changing the modulation index has a non-linear effect on
the damping of the resonant points of the output impedance
of the half-bridge inverter, especially at the lower resonant
frequency. These results show that the modulation index can
significantly influence the output impedance. Therefore, the
value of the modulation index should be carefully considered
in the operation of an inverter. Varying the modulation index
can change the output impedance of the inverter and subse-
quently influence the inverter stability, harmonic emissions and
power sharing within an interconnected inverter system.
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Fig. 13: Magnitude and phase response of the output
impedance, Zo(f), of the half-bridge inverter as a function
of the modulation index ma.

4) Effect of the DC Voltage Magnitude: The DC input
voltage magnitude, Vd is varied across 20V , 30V , 40V and
50V to determine the effect of Vd on Zo(f). Fig. 12 shows
the estimated output impedance of the half-bridge inverter as
a function of the DC voltage magnitude. The frequency band
between the two resonant points is affected when changing
the DC voltage magnitude. When the DC voltage magnitude
is increased, the magnitude of the output impedance frequency
response decreases in this region.

As the DC voltage magnitude influences the output
impedance, variances in the DC voltage and, thus, power
supplied by renewable energy sources can cause the intercon-
nected inverter system to behave differently as compared to
nominal operation. Therefore, the use of a two-stage inverter
topology to ensure a constant DC voltage supply to the inverter
is preferable [21].
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Fig. 14: Magnitude and phase response of the output
impedance, Zo(f), of the half-bridge inverter as a function
of Vd.

IV. CONCLUSION

In this paper, the output impedance of a practical open-loop
half-bridge inverter is investigated. The half-bridge inverter
is perturbed with a PRIS source and a small-signal analysis
is conducted to obtain the frequency response of the output
impedance. The results suggest that the PRIS is a suitable
perturbation signal for characterising the frequency response
of the output impedance of a practical open-loop half-bridge
inverter experimentally.

The effects of the deadtime, carrier frequency, modulation
index and DC voltage magnitude on the output impedance of
the inverter are investigated. It is shown that the modulation
index affects the output impedance frequency of an open-loop
half-bridge inverter response non-linearly. The DC voltage
magnitude also affects the magnitude response of the output
impedance. Therefore, the DC voltage and modulation index
of an interconnected inverter system should be designed ap-
propriately to ensure stability, ideal power sharing and control
of the source of dominant harmonic emissions.
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I. INTRODUCTION  

Most papers proposing a new topology will offer the circuit 
diagram level description, a mathematical analysis of the ideal 
switching waveforms from which the power transfer function is 
derived as well as some of the main voltage and current stresses. 
The converter is then demonstrated experimentally and the main 
waveforms are shown to agree with the ideal converter 
waveforms within parasitic constraints. There’s often a section 
that places the converter in the context of other converters with a 
similar function. The new converter is compared to existing ones 
and the poor aspects of the existing ones are compared to the 
positive properties of the proposed one. The conclusion is most 
often that the new topology works very well and performs better 
than other topologies for the application.  

The problem with this approach is that it is difficult to 
objectively see if the new topology is better than the previous 
ones, as the new topology may be complex and unfamiliar.  

The strategies used to compare several topologies often 
consist of compiling a table of properties of the converters and 
using that data to make an argument. While this approach is 
certainly useful it can be quite subjective as to which properties 
are chosen and how they are weighted.  A multi-objective 
approach such as the Pareto-front is applied in these cases, 
however, these can be tedious for a quick evaluation.   

Most new topology papers include experimental results 
including an efficiency measurement. Sometimes different 
topologies are assessed via a meta-analysis of previously 
presented experimental results. For example, the efficiency of a 
new step-down converter may be compared with the reported 
efficiencies of several previous step-down converters with 
roughly similar power levels. The problem with this approach is 
that the exact conditions of the different experimental 
investigations are not known. Most efficiencies are in the mid 
90% and small changes in the design choices and construction 
layout can easily swing the efficiencies by a few percentage 
points and change the rankings of the converters. The level to 

which the experimentally constructed converters were refined is 
also not known.  

One solution to this problem is to have a single designer 
construct and measure multiple different topologies under the 
same conditions. While this is possible it is not feasible if there 
is a large number of topologies. For this to take place it would be 
beneficial to have some form of pre-filtering before the 
experimental work.  

In this paper, we consider two main existing approaches to 
systematic assessment and compare them with each other. The 
first approach centres on the amount of power the converter 
processes and can be thought of as an energy-based method [1]. 
The second approach centres on the component stress and can be 
thought of as a loss-based method [2], [3]. The paper also 
introduces a modification that tries to unify the two methods. 

Each method is described and then applied to several buck 
converters to illustrate the utility of the method. This also helps 
in the interpretation of the meaning of the output of the two 
methods. The conventional buck will be employed as a baseline 
and then compared to the buck-boost, a switched inductor 
topology and a hybrid switched inductor topology. The buck-
boost is included as it is well known that the buck-boost is an 
indirect topology and processes all the output power. This should 
make it reflect poorly in any assessment method. The topologies 
were chosen as single switch non-isolated topologies to reduce 
the complexity of the interpretation of the metrics. The methods 
described here can be applied to other converters as well.  

The main contributions of this paper are 1) a systematic 
approach to topology selection; 2) a critical assessment of two 
existing metrics, illustrated using four topologies and showing 
their performance relative to the fundamental limit of power 
conversion; 3) a summary of utility of metrics, and 4) proposed 
a unifying metric which combines multiple metrics. 

II. FOUNDATIONAL ASSUMPTIONS 

A. Zero loss 

It is routine to first consider a topology from a zero-loss 
perspective with ideal components. The two methods described 
here both make that assumption. There is zero power loss in the 
switches and reactive components. The consequence of this is 
that the input power equals the output power and over a complete 
switching cycle there is zero net energy gain or delivery from 
reactive components. 

B. Zero ripple 

A zero ripple assumption implies that the inductors and 
capacitors are large enough that their currents and voltages 
respectively have no ripple and can be considered DC values. 



The simplest way to achieve this in the analysis is to replace the 
inductors with a current source with a value equal to the average 
value of the inductor current. The capacitors are replaced with a 
voltage source at the average value of the capacitor voltage. This 
assumption is normally used when a topology’s large signal 
transfer function is determined.   

The two methods described here both make the zero ripple 
assumption in their underlying analysis. Normally the size of the 
inductor ripple has an impact on the performance of the 
converter. The zero ripple assumption leads to the best possible 
performance metrics for topology and also makes the comparison 
between topologies slightly fairer as the amount of ripple is not 
included as a parameter.  

C. Continuous Conduction Mode 

As a consequence of the zero ripple approximation, the 
converters will be analysed in the continuous conduction mode. 
This leads to the best possible utilization of the components and 
leads to the best possible performance metrics.  

III. FUNDAMENTAL CONVERSION LIMITS 

A. Processed power  

The task of a DC-DC converter is to convert the input DC 
voltage to a different output DC voltage. This requires switching 
action. This switching action and the power exchanged by the 
inductors and capacitors in the topology were studied and 
fundamental limits on the minimum required amount of 
switching and power exchange between the reactive components 
were derived in several seminal papers [5]–[7]. This work has not 
found much utility until recently when it has been used with 
success by [1], [4], [8] who have used it to analyse and derive 
new power conversion architectures and the topologies that 
process the least amount of power. This has led to new novel 
power conversion architectures and a better understanding of the 
power conversion process. 

In this paper, the foundational work of Wolaver [5] is used to 
assess the internal operations of a power converter and assess 
how close a topology comes to achieving the minimum required 
processed power. The minimum processed power for a converter 
depends on its function. For the step-down dc-dc converter the 
minimum processed power as determined by Wolaver is  

���������� = �
�(1 − �����
� ) (1) 

From this equation, it can be seen that if the output voltage is 
not stepped down and the output equals the input then zero power 
needs to be processed. As the output voltage drops the conversion 
burden becomes larger and the amount of the total input power 
that needs to be processed increases.  

The power processed by a single reactive component is given 
by equation (2) [8].  

���������� = 12� � |�(�)�(�)|���
�  (2) 

Under the assumption of zero ripple, the voltages and currents 
in equation (2) have constant values during the on and off times 
of the switch. Furthermore, during the on time of the switch the 
component will be releasing energy and in the off time of the 
switch, the energy will be received back to the component. With 
these two simplifications equation (2) can be written as equation 
(3), deliberately dropping the absolute value operation. 

���������� = �(�������� �������) (3) 

Where �  is the duty cycle and Vonstate and Ionstate are the 
voltages and currents of the reactive component during the on-
state of the switch.  

The conventional buck converter will be analysed here to 
show the utility of this equation and the typical analysis method. 
The buck converter circuit is shown in Fig. 1. The input capacitor 
is included as the buck converter has a fluctuating input current 
and the capacitor will be used to carry the fluctuation current.   

The buck converter is redrawn in Fig. 1 showing the zero 
ripple modeling. The capacitors have been replaced a with 
voltage source with the average value of the capacitor voltage 
and the inductor replaced with a current source with the average 
value of the current in the inductor.  The load resistor has been 
replaced by a voltage source at the output voltage.  

The converter’s input and output are modelled as two voltage 
sources in parallel. For analysis purposes, the current is split into 
a constant DC part and a fluctuating AC part with no average 
value. In Fig.1, �
� 
� is the constant input power which equals 
the constant output power  ���� ��� . The voltage source �"
� 
carries the fluctuating power and will have a zero average over 
one switching cycle. Splitting the input and output sources in this 
way is useful as it allows the reactive power processed by the 
source to be split apart from the average power delivered by the 
source. The authors in [9] and [10] show that the reactive 
contribution from the source is vital to describe all the power 
processed by the converter. 

Under zero ripple conditions, the output capacitor does not 
carry any current and its contribution to the processed power will 
be zero. The only reactive components remaining are the input 
capacitor (represented by the source   �"
� ) and the inductor 
current (represented by the source  #). The waveforms of these 
components in the time domain are shown in Fig. 2.  

Applying equation (3) to the data in Fig. 2 the processed 
powers of the input capacitor and inductor can be found as:  

�# = � ���(�
� − ����) = �
� 
�(1 − �) (4) 

�"
� = ��
�( 
� −  ���) = −�
� 
�(1 − �) (5) 

The processed powers of the different components 
determined in this way will always add to zero no matter the 
topology of the converter. The original definition of the 
processed powers includes the absolute value operator which 
hides this balance. For this reason, the definition of the processed 
power has been modified and is valid as long as the original 
assumption of zero ripple is maintained.  

Equations (4) and (5) are normalised to the input power �
� 
� 
and plotted as a function of the converter gain ����/ �
�, which 
for the buck converter is equal to the duty cycle D. This is shown 
in Fig. 3 along with the Wolaver limit(dotted red lines) showing 
the minimum amount of processed power required, as shown, the 
conventional buck converter is at the Wolaver limit. 

For any conversion effort, reactive power is exchanged 
between the inductor and the input capacitor. For any converter 
the total exchanged power for any conversion effort will add to 
zero. However, the exchanged power will not necessarily meet 
the limit for minimum processed power. More examples will be 
shown in section V. 

 



 
Fig. 1. Buck converter topology with input Capacitor(Cin)(TOP), (BOTTOM) 

Buck zero ripple modelling  

 

Fig. 2. Buck inductor voltage(vL) and Capacitor Current ( %�&) 

B. VA rating 

Additionally, the Wolaver foundational limits describe that to 
perform the conversion, the switches that generate the fluctuating 
AC power need to meet a minimum requirement in terms of their 
VA ratings. Moore et al [6] state that to generate this AC power 
the VA rating of a switch needs to be at least 4x the AC power. 
Furthermore, the generated AC power needs to be rectified again 
in the converter and therefore there need to be diodes or 
synchronous rectifiers with an equal VA rating.   

Where there are multiple switches and diodes the linear sum 
of the VA ratings of all switches and the linear sum of the VA 
ratings of all the diodes should be used [8], [11].  

As the minimum required processed power is known from 
equation (1) it is possible to write an equation for the minimum 
required VA rating of all the switches and diodes for any step-
down conversion effort.  

�'�
� = 8)����������* = 8�
� +1 − �����
� ,
= 8�
� 
�(1 − �) 

(6) 

The VA rating of a switch or diode is determined in the usual 
way as the product of the blocking voltage in the “off” state and 
the conduction current in the “on” state. For the buck converter 
of Fig. 1 and using the waveforms of Fig. 2: 

�'����- = �'�.
��/ 0 �'�
��� = �
�  
�� 0 �
�  
��  
(7) 

The fundamental limit on the VA rating and the combined 
VA rating of the switch and diode are plotted with a normalised 
input power in Fig. 4. It can be seen that the buck converter  

 
Fig. 3. Buck Converter Processed Power, input capacitor ,and Inductor, at the 

Wolaver limit 

 

Fig. 4. VA rating of buck (switch and diode) in relation to Wolaver minimum 

VA rating 

meets the fundamental VA rating at a gain of 0.5 and for different 
gains does not perform as well.   

IV. COMPONENT STRESS FACTORS 

The second systematic assessment strategy is the use of the 
component stress factors. These are metrics attached to the 
semiconductors, capacitors and inductors that attempt to quantify 
the amount of resources needed to implement them. As the 
metrics are technology independent it is possible to obtain a 
relative indication of the resources needed between different 
topologies.  

The approach was originally suggested by [3] and refined by 
[2]. It has been used with various modifications with some 
success by [12], [13]. However, the method itself has not been 
subjected to scrutiny. 

A core assumption in using this method is the zero ripple 
approximation. This again removes the dependence of the 
inductor current ripple and gives a best-case set of metrics. 
However, there is no fundamental reason why the assumption 
cannot be relaxed.  

A. Semiconductor stress factor  

Each type of component has a slightly different definition of 
the stress factor. The semiconductor stress factor is defined as the 
maximum voltage squared multiplied by the RMS current 
squared.  

12���
 =  3456���7 6
�
�6  

(8) 

This attempts to find a device-independent loss term. The 
resistance of the channel of a MOSFET is somewhat proportional 
to the square of the voltage, which multiplied by the RMS current 
can give a metric of the approximate comparative loss. Using this 
metric exclusively assumes that all switches are MOSFET based, 
which while correct for synchronous rectifiers will not be 
accurate when using normal diodes. This metric also does not 
capture switching loss effects. In the examples given later in this 
paper, the assumption of synchronous rectifiers will be used.  
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B. Capacitor stress factor 

The capacitor stress factor is defined similarly with the square 
of the voltage being related to the volume (energy storage) and 
the RMS current related to the loss.  

12��� =  3456���7 6
�
� 6  (9) 

C. Inductor stress factor  

The inductor stress factor is related to the RMS current as this 
gives the winding loss and the resistance is proportional to the 
number of turns (the applied voltage) and inversely proportional 
to the winding window area. The absolute value of the winding 
voltage average is defined as shown.  

12
�� =  3456��896
�
�6   

��89 = |��#��| 0 :(1 − �)�#�;;:  (10) 

To illustrate the utility of this approach the same buck 
example is considered. It is a simple matter to find the maximum 
voltages and the RMS currents under zero ripple conditions using 
the waveforms of Fig. 2.  

12���
 = 1� 0 1 − ��6  

12���  = 4(� − 1)6 

12
�� = 1� − 1 

(11) 

The stress factors can be determined as a function of the 
converter gain as in equation (11) and are plotted in Fig. 5. From 
the figure, it is clear that for low gains where the duty cycle 
becomes small there is a large stress on the switches. This points 
to the known difficulties of very small duty cycles. The capacitor 
and inductor stresses also tend to not favour low gains. 

While there have been cases where the three stress factors 
have been added to produce a single figure of merit [12], [13], 
they will not be added in this paper. The different stress factors 
describe different things and their weightings are not necessarily 
equal.  

 
Fig. 5. Buck component stress factors 

V. USE OF THE METRICS  

To illustrate the use of the metrics four different topologies 
will be compared to each other. The standard buck will be used 
as the baseline. The conventional buck-boost in Fig. 6 (a), the 
basic switched inductor buck in Fig. 6 (b), and the switched 
inductor hybrid in Fig. 6 (c) will also be used. 

It is not immediately obvious as to which of the two switched 
inductor topologies will perform better or if indeed the standard 
buck will perform better. These three topologies are assessed 
using the zero ripple analysis described in the previous two 
sections. For all three topologies, the input and output capacitors 
contribute to the processed power and both capacitors are treated 
as voltage sources carrying the input and output current ripples 
respectively.  

The contribution of each of the converter’s components to the 
processed power can easily be seen in Fig. 7. Along with the 
Wolaver limit shown in red. It is also clear that the hybrid 
switched inductor converter meets the Wolaver limit, while the 
switched inductor processes slightly more. The buck-boost 
always processes the total amount of power.  It is also clear that 
for the switched inductor converters the input capacitors process 
much more power than the output capacitors. The utility of these 
plots is that they allow a quick visual comparison of the different 
converters in terms of the power fluctuating inside the converter. 

It is also easy to see if a converter is a minimum conversion 
topology or not.  However, the problems due to extreme duty 
cycles are not visible. If there is a large difference between the 
power processed by two different topologies for the same gain, 
then it is unlikely that the topology with the higher processed 
power will be the preferred one. This will be expanded on in 
section VII. 

 

 
Fig. 6.  (a) Buck-Boost, (b) Switched Inductor, (c) Hybrid switched Inductor 

 

Fig. 7. Processed Power plots, (a) Buck-Boost, (b) Switched Inductor, (c) Hybrid Switched Inductor 
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Fig. 8. VA Rating comparison of the topologies 

The total VA rating of the topologies as well as the 
fundamental limit is shown in Fig. 8.  This shows the extent to 
which the topologies are utilizing the switches effectively. From 
the figure, it is clear that the hybrid switched inductor utilizes the 
switches almost as well as the buck. Except at gains close to unity 
the basic switched inductor converter does not perform well.  

The component stress factors for the different topologies are 
shown in Fig. 9. The relative performances of the different 
topologies can be seen. The hybrid switched inductor converter 
generally performs well, especially when the output becomes 
low. The stress factors take directly into account the effects of 
extreme duty cycles and conduction loss mechanisms. For gains 
below about 0.5, the hybrid switched inductor is the most 
preferred. The results are in line with the literature [14]. The 
series inductors make it able to achieve high step-down gains 
with less switching stress.  

VI. METRIC COMPARISON AND RMS POWER METRIC 

From the similarities above an argument can thus be made on 
a potential of a single metric that holistically characterises 
converter topologies. The properties captured are “lenses” for 
looking at individual aspects of the same waveform. It is 
proposed that a metric that captures characteristic change over 
time and the peak has the potential as a unifying metric. An 
approximation such as zero ripple, reduces the waveforms into a 
constant magnitude, hiding the effects of variation and the peak.  

RMS quantifies how far the instantaneous power in the 
component varies from its average power. Thus the RMS of a 
waveform is related to ripple and peaks, which are directly linked 
to losses and high VA-rated components. The stress factors use 
the RMS of current only and actually capture some of these 
variations but only in the current waveform. Such information is 
hidden by the absolute value definition of the processed power 
metric in equation (2).  Thus the processed power metric is 
rewritten in equation (12) to define the RMS metric. A similar 
argument to that of processed power is made, that a good 
converter is one with a smaller RMS. 

=>1 ?@�A�B = 1� C� �(�)6�(�)6���
�   (12) 

The results of the RMS of power for all four topologies are 
given in Fig. 10. The RMS plots for the buck (Fig. 10 (a)) and 
hybrid (Fig. 10 (b)) are similar to the processed power plots in 
Fig. 3 and Fig. 7(c). The RMS metric further captures the high 
stresses on the inductor and capacitor at low gains, only 
previously captured by the inductor and capacitor stress factors 
in Fig. 9 (a) and (b). The total RMS power in Fig. 10(c) also 
provides similar curves to the semiconductor stress factor plots 

in Fig. 9. The RMS metric also paints the hybrid switched 
inductor in better light to the buck converter for gains below 0.5. 

VII. DISCUSSION 

The two assessment methods have been previously described 
in literature, but not critically analysed as shown in this paper. 
From the analysis, the metrics were shown to mostly paint the 
same picture of the topologies although defined differently. From 
these results, a single RMS metric was proposed to unify multiple 
metrics and thus simplify topology selection.  

The key aspect of the processed power metric is its alignment 
with the fundamental DC-DC power conversion limits by 
Wolaver and Moore. However, the metric is limited as it hides 
the stress on passives at low-duty cycles due to the absolute value 
definition. The VA rating compliments the processed power 
metric, highlighting the differences in switch utilization between 
the two topologies, but also doesn’t show the characteristic 
difference between the hybrid and buck converter at 0.5 gain. The 
stress factor captures these characteristics (in Fig. 9(c)) and 
reveals the high stresses expected at low gains on the passives 
and switches. These results are attributed to the RMS definition 
of the stress factors, which tends to amplify outliers due to the 
square, especially at low gains.  

An interesting output from the critical analysis is the 
similarities between the metrics, they all seem to paint the same 
picture of the topologies considered. The slight differences in the 
metric numeric values are attributed to their different definitions, 
the use of absolute value versus RMS. 

The metrics are common in that they quantify fluctuations (or 
AC) components in a converter due to switches and passives, 
which link to size, losses, and cost of the topologies. Thus a bad 
topology is taken as one with high processed power, component 
stress factor, or RMS value. The metrics paint the buck-boost 
converter as a bad performer at all duty cycles, particularly for 
single gain applications, compared to other converters. This is 
valid since the buck-boost is well-known as an indirect topology, 
meaning there is no direct transfer of power from the input to the 
output. All the input power is processed by the inductor and 
capacitors, meaning it has a 100% “AC” component or 
fluctuations. Whilst other topologies transfer some of the power 
directly from the input to the output, resulting in a smaller “AC” 
component, thus lower overall size, losses, and overall cost.  

The outcome of this paper is further validated by an 
agreement in results between the VA rating metric and 
semiconductor stress factors and total RMS metric. The 
comparative results obtained between the buck and hybrid SI are 
in line with results in literature[14]. 

Another major outcome of this paper is the symmetry 
observed along the x-axis for all topologies, signifying the 
balance in the exchange of processed power between the inductor 
and input and output capacitors. The balance is further proof of 
the importance of splitting the source into reactive power, 
modelled by the input capacitance of the source, and its average 
power in the analysis. This balance was also observed for the 
non-linear RMS metric. This is unexpected and thus assumed to 
be a special case for zero-ripple approximation. 

The utility of the existing metrics(processed power and stress 
factors) is undoubtedly in comparing topologies though each one 
seems to provide a limited perspective. The proposed RMS 
metric was shown to combine multiple perspectives in a single 
metric. The plots presented provide a designer with a visual 
comparison from which suitable topologies can be selected, 
based on their requirements for size, power dissipation(losses), 
component cost, and so forth. 



  

Fig. 9. Comparative stress factors for four topologies, a) inductor, b) capacitor, and c) Semiconductor stress factor. 

 

Fig. 10. RMS of power plots, a) Buck, b) Hybrid SI inductor and capacitor, and c) comparative RMS Power  

A designer with a volume constraint as an example, can 
select a converter with a higher capacitor RMS compared to 
the inductor at the desired gain, and take advantage of the 
capacitor’s high energy density, resulting in an overall lower 
converter volume. Converters with high VA ratings or high 
semiconductor stress factors or a single total RMS will require 
costly switches, thus these metrics can be used to minimize 
the overall converter cost, provided this is a constraint. 

The metrics considered only capture the core power 
processing topology and other potentially important factors 
such as ease of control, the complexity of gate drivers, 
component count, and so on, will also need to be considered 
for a holistic topology design. 

VIII. CONCLUSION  

A systematic approach to topology selection has been 
presented. A processed power-centred approach and stress 
factors-based approach were critically assessed, comparing 
four different topologies relative to fundamental power 
conversion limits. The metrics were shown to paint the same 
but limited picture of the topologies though defined 
differently. The component stress factors were found to 
provide more information on the topology, due to their RMS 
definition. An RMS metric was introduced as a potentially 
simplified and holistic metric for topology selection. 
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Abstract— The unprecedented increase in electricity 

consumption around the globe continues to place an enormous 

burden on national power grids, particularly during peak 

demand periods. The frequent load shedding in South Africa is 

a major concern for universities; hence, there is a need to find 

alternative sources in form of renewable energy sources (RES) 

or hybrid systems. Outages on campuses could lead to loss of 

revenues and quality time; which may include the cost of 

sustaining teaching, learning, and research. This study aims to 

ensure continuous supply to critical loads such as a university 

library using a hybrid system of diesel generator, solar PV, and 

battery storage at minimum cost. A non-linear objective 

function is formulated such that the library load is met by RES 

when available with the battery otherwise the diesel generator 

(DG) is switched on. A MATLAB function called “quadprog” is 

used to solve the optimization problem. The results show that 

the hybrid system performs better than the DG only with fuel 

cost reductions of 31% and 22.3% for summer weekdays and 

weekends respectively and 29.3% and 40.7% for winter 

weekdays and weekends respectively. 

Keywords—campus, HRES, PV, library, optimal 

I. INTRODUCTION 

Load shedding has become a regular experience in South 
Africa recently, necessitating the need to consider the viability 
of off-grid or hybrid systems for university campuses. 
Mbomvu et al [1], defines load shedding “as a measure which 
is executed to diminish the strain placed on an electricity grid, 
by means of provisionally cutting the supply of electricity 
(deliberately) to limiting the utilization of energy supply, as 
caused by an over-demand thereof”. During load shedding 
that could last for two hours at a time, lectures, practical 
experiments are disrupted, and the entire university internet 
network (IP phones off) might be down if there is no 
alternative energy source.  

Several application of hybrid renewable energy system 
(HRES) on university campuses have been reported in 
literature. In some instances, the microgrid concept was used 
as the platform to integrate renewable sources such as wind, 
small hydro, solar PV with different objectives. A microgrid 
in this context can be defined as an integrated energy system 
that operates either in an off grid (standalone) mode or grid 
tied (connected) mode. A microgrid was used as an active 
learning tools at the College of Engineering at McNeese State 
University (MSU), Lake Charles, Louisiana for electrical 
power engineering students in partnership with ABB Inc. 

USA supplying the campus microgrid with digital automation, 
protection and monitoring technology [2]. The authors of [3] 
proposed hybrid firefly lion algorithm to optimize the energy 
management system of a university campus microgrid. The 
main objective was to reduce the cost of energy on the campus 
this was achieved by dividing all the appliances into shiftable 
and non-shiftable categories. An evaluation of a hybrid off 
grid RES system was done in [4] to supply the university 
campus load with low cost and reduced CO2. The assessment 
was performed during load shedding periods or when the grid 
was not available. Another application of HRES on a 
university campus was reported in [5]. The objective of the 
study was to evaluate the cost and reliability of an off grid 
HRES for a three-storey lecture building which consists of 
laboratories and faculty offices. A review of the use of RES in 
university campus microgrid was carried out in [6] with a 
conclusion that solar PV is the most used RES on university 
campuses followed by other hybrid systems. A methodology 
to implement a campus microgrid was proposed in [7] at the 
University of Puerto Rico, Mayagüez campus. Simulations 
were performed using OpalRT by considering the available 
resource and system capacity to meet critical loads of the 
university. The results showed that the proposed microgrid 
was able to satisfy the demand with better reliability when 
compared with the conventional electrical network. The 
optimization of RES is not limited to electrical loads in 
buildings but extends to electric vehicle for transportation 
within and outside the university. In [8], solar energy system 
was optimized for electric vehicle at a university campus in 
Dhaka, Bangladesh. The objective was focused on 
maximizing solar PV usage for electric vehicles and 
minimized CO2 emission (environmental impact) on campus.    

Therefore, the main aim of this study is to investigate the 
feasibility of an off-grid HRES to satisfy the electrical loads 
of a university library at a minimum cost. The remaining part 
of the paper is organized as follows:  Section II gives a brief 
details of the hybrid system and its sub models, section III 
presents the mathematical formulation of the non-linear 
objective function with the constraints. The analysis and 
discussion of the results are captures in section IV and section 
V concludes the paper 

II. THE HYBRID SYSTEM CONFIGURATION 

The proposed HRES considered in this work consists of 

solar PV, diesel generator, battery, and library load, as shown 



 

in Fig.1. The communication (control) for the entire system 

is not included but assumed to operate at 100% efficiency. 
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Fig. 1. Proposed HRES Configuration 

A. Photovoltaic(PV) System Model 

Many models have been used to describe the behavior of 

photovoltaic cells as well as to predict the energy produced 

by these cells. The common model used comprises a current 

that depends on cell temperature and solar radiation, a diode, 

a series resistance and a shunt resistance [9]. Scientifically, 

PV (solar) cells convert solar radiations from sunlight into 

direct current proportional to the intensity of the radiation and 

cell temperature. Equation (1) is used to determine the power 

in kW produced by the solar PV array. In this work, the 

estimated area for the solar PV is 1000 square meter. 

��� = � ×  ��  ×  ��	  ×  �
  ×  ��    (1) 

A represents the area of the solar panel (m2), ηp is the 
efficiency of the solar PV panel, ηpc represents the efficiency 
of the inverter, Pf is the packing factor of the solar PV panel, 
while the daily irradiance is represented by Id [5]. 

B. Battery Energy System 

Energy storage such as battery plays a important role in a 
off grid hybrid system by increasing the reliability of the 
power supply acting as the storage medium when there is 
excess generation and discharging stored energy during peak 
load demand when RESs are not sufficient to meet the load 
demand [10]. A major status indicator of the battery is the 
state-of-charge (SOC), which shows its remaining energy. 
The battery's SOC limit is formulated as an inequality 
constraint to ensure that battery is charged and dis-charged 
under specified limits in (2) as follows [11]: 

��	,���  ≥  ��	  (�)  ≥  ��	,���   (2) 

Bsoc represents the battery state of charge, while Bsoc,min and 
Bsoc,max are minimum and maximum state of charge of the 
battery bank. Bsoc,min is set to be 0,5 Bsoc,max, the charge 
efficiency is 85% and the discharge efficiency is 100%.  

C. Diesel Generator (DG) Model 

Due to the intermittent nature of renewable energy 

sources, diesel generators are deployed in hybrid systems to 

serve as backup. However, the operation of DG must be 

within the limit specified by the manufacturer at any instance. 

Equation (3) represents a constraint that must be consider for 

maximum efficiency of the DG [12]. 
min max( )dg dg dgP P t P≤ ≤    (3) 

The fuel consumption of the DG is directly proportional 

to the fuel cost and is modelled according to (4). 

,( ) ( ) ( )dg dg ratedFC t P t P tα β= +  (4) 

Where, FC(t) represents the fuel consumption rate(l/h), 

Pdg(t) is the output of DG in kW and Pdg,rated is the rated 

capacity (kW) of the DG. α and β represents the fuel curve 

intercept coefficient (l/h/kW) and the diesel curve intercept 

coefficient (l/h/kW) respectively. 

D. Load Model and Data 

The main energy consuming equipment in the library is 

the chiller unit which is used for air conditioning. Other 

electrical loads include computers, photocopying machines, 

audio visual equipment etc. In other words, cooling 

constitutes major part of the electricity bill of the library and 

the university by extension [13]. 

 
TABLE 1.   LOAD DATA FOR UNIVERSITY LIBRARY 

 
Time 13 March 

2019 

Summer 

Weekday 

(kW) 

16 March 

2019 

Summer 

Weekend 

(kW) 

13 August 

2019 

Winter 

Weekday 

(kW) 

17 August 

2019 

Winter 

Weekend 

(kW) 

00:30 216 207 172 175 

01:30 216 208 173 173 

02:30 215 208 170 172 

03:30 216 206 170 170 

04:30 215 205 168 170 

05:30 213 205 169 170 

06:30 214 204 169 168 

07:30 213 199 173 165 

08:30 242 200 220 173 

09:30 271 220 244 173 

10:30 274 258 236 188 

11:30 289 250 255 202 

12:30 290 248 255 209 

13:30 304 248 260 192 

14:30 278 240 259 195 

15:30 279 236 251 184 

16:30 277 234 242 172 

17:30 254 225 211 171 

18:30 234 217 188 172 

19:30 227 219 179 174 

20:30 234 220 181 174 

21:30 223 220 181 174 

22:30 223 218 177 173 

23:30 221 215 173 171 

 



 

 

 
 
Fig. 2.  Monthly Solar Radiation  

III. OPTIMIZATION MODEL AND OBJECTIVE FUNCTION 

The main aim of this work is to minimize cost of fuel 

during load shedding or off-grid operation and maximize the 

benefits of RES when available. In other words, the 

optimization problem seeks to find the optimal scheduling of  

generation at every hour of day that reduces the fuel cost and 

maximizes the use of the RES while completely meeting the 

library load demand and others operating limits. As such, the 

hybrid power system is configured to give priority solar PV 

in satisfying the load, however, if the PV output is not enough 

to meet the load, the battery will discharge provided that it 

does not violate its operating limits. The diesel generator will 

be switched on the condition that both solar PV and battery 

are not able to satisfy the load demand that is the DG is kept 

at minimal use. In a situation where the total load demand is 

met by solar PV only, the excess energy generated by the RES 

is stored in the battery. To achieve the above, the optimization 

problem is formulated to minimize the diesel generator fuel 

cost during the operating time. Therefore, the objective 

function is shown in  (5) below [12]: 

 

min  �
  ∑ � ��!
" (�) + $��!(�)%&

'()     (5) 

 

Subject to the following constraints: 

 

��� (�) + �*�(�) −  �*	(�) +  ��!(�) =  ��(�) (6) 

 

��� (�) ≥ 0, �*	(�) ≥ 0, �*�(�) ≥ 0, ��!(�) ≥ 0 (7) 

 

��
��� ≤ ��(�) ≤ ��

���    (8) 

 

��	
��� ≤ ��	(.) + �	 ∑ �*	

&
'() (�) − �� ∑ �*�

&
'() (�) ≤

��	
���       (9) 

 

The first constraint (6) above is to ensure that the total 

power supplied by the solar PV, battery, diesel generator and 

the power to charge the battery at any hour equals to the load 

demand at the same hour. The second constraint (7) ensures 

that power supplied by the solar PV (Ppv) directly to the load, 

the power charging the battery (Pbc), power discharged by the 

battery (Pbd) to the load and power from the diesel generator 

(Pdg) are all greater than or equal to zero. Equation (8) ensures 

that each energy source i is constrained to operate within its 

minimum and maximum values.  

Equation (5) is a nonlinear objective function with linear 

constraints that can be solved using different methods. The 

quadprog function in MATLAB R2022b Optimization 

Toolbox was used to solve the objective function. 

 

Four different load models were used for this case study; 

these were hourly load data for typical days during summer 

weekday and weekend and winter weekday and weekend all 

during the 2019 academic session. The simulation parameters 

for the solar PV, diesel generator and battery were taken from 

[12].  

 

IV. RESULTS AND DISCUSSION 

This section presents and discusses the MATLAB 
simulation results as shown in Figs. 3-6. In these figures, the 
power flow to and from the battery are represented as ‘BC’ 
and ‘BD’ respectively, ‘PV’ and ‘DG’ denote the power from 
the solar PV and the diesel generator respectively while the 
library load is denoted  by ‘Demand’. As observed for the 
figures, in all the four scenarios, the DG and battery were both 
used to meet the load in the early and late hours of the days 
considered.  The period of availability of the PV during 
summer was longer (07h00 – 19h00) than winter (08h00 – 
18h00) and the highest peak power generated by the PV was  

 

Fig. 3.  Summer weekday power flow  
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Fig. 4.  Summer weekend power flow 

 
 
Fig. 5.  Winter weekday power flow 

 
 

Fig. 6.  Winter weekend power flow 
 

during summer (153.89 kW at 14h00). In all the four 

scenarios, there was no time during a day that the PV output 

only satisfied the load, this was as a result of limited number 

of PV panel as the PV system was not sized to meet the entire 

load of the library. The good thing was that, there was no time 

of the day that the diesel generator alone was used to meet the 

load, whenever the PV was not available, the battery 

discharged having being charged during the day. Fig. 3 shows 

the summer weekend power flow, one interesting thing was 

that the peak load (304 kW) coincided with peak PV output 

(153.89 kW) at 14h00, this pattern was observed on winter 

weekend (Fig. 6) with both peaks occurring at 13h00. 

In ideal situation, the demand in winter should be higher than 

summer, but for the library, the demand in summer was 

higher than demand in winter due to higher temperature 

making the reading rooms hot and uncomfortable without air-

condition. Also, the weekday demand was more than the 

weekend demand showing that students used the library more 

on weekdays. The implication of higher demand is more fuel 

consumption translating to more fuel cost without alternative 

energy source. Table 2 shows the fuel costs for the four 

scenarios, comparing the fuel cost values for the hybrid 

system with diesel only option. The results show that the 

hybrid system attains 31% and 22.3% savings in summer, and 

29.3% and 40.7% savings in winter on weekdays and 

weekends respectively in comparison with the diesel 

generator only system. The total fuel saving in winter was 

more than that of summer, this was because the demand for 

winter was lower, and however, the average PV output for 

winter was more thereby reducing the fuel consumption of 

the diesel generator during this period. 

 
TABLE 2.   FUEL COST SAVING 

 

System Summer ($/hour) Winter ($/hour) 

Weekday Weekend Weekday Weekend 

DG 

Only 

58.38 53.10 48.76 42.60 

Hybrid 40.27 41.28 34.46 25.27 

Saving 18.11 11.82 14.30 17.33 

 

V. CONCLUSION 

An optimized hybrid renewable energy system is 

presented and analyzed. The results demonstrate how the use 

of renewable energy source could minimize fuel cost and 

reduce emission of greenhouse gases on campus. In order to 

increase the savings, the sizes of the solar PV array and 

battery storage can be increased.  This application can be 

extended to other major building facilities on campus or 

better still, a campus microgrid that is made up of RES, 

battery, fuel cell etc. could be implemented. In conclusion, 

apart from the monetary benefit, there are other remarkable 

benefits that cannot be numerically quantified in optimizing 

HRES. 
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Abstract—Computational Fluid Dynamics (CFD) is 

paramount for the design development and optimization of 

vehicles; it is an integral element in vehicle performance 

analysis. This paper studies the aerodynamic properties of a 

Toyota Avanza car using CFD analysis to calculate the 

aerodynamic drag coefficient of the car, this will be used in the 

design of the conversion of the Internal Combustion Engine 

(ICE) Toyota vehicle to an electrically powered one (EV). 

The study entails the vehicle’s model that was designed using 

Autodesk Fusion 360 and was simulated for CFD using 

Autodesk CFD Ultimate. The results were used to calculate the 

aerodynamic drag coefficient of the car and were found to be 

slightly above the stipulated range in the car’s specification 

books. It was established that more accurate results could be 

achieved if the CAD model was more refined. Future work is 

focused on access to open-road simulation tools to aid the 

conversion process of the car to an EV, this will help in the 

design phase where the motor sizing could use a more accurate 

drag coefficient for its calculation. 

Keywords—CFD, CAD, Aerodynamic Drag, Aerodynamic 

Drag Coefficient, ICE, EV 

I. INTRODUCTION 

As the automobility industry shifts to the electrification of 
automobiles, developing countries are hindered. Due to their 
economic status explored via the broad lens of demographics, 
odds of a successful transition to an Electric Vehicle (EV) 
dominated society are slim [1], unless automobile conversions 
are the heart of that transition. 
The Faculty of Engineering and the Built Environment 
(FEBE) at the University of Johannesburg has undertaken the 
task of converting an internal combustion engine (ICE) 
Toyota Avanza 2009 car model to one that will be electrically 
powered (EV). To better understand the vehicle dynamics for 
an effective conversion, the car is modelled using Autodesk 
Fusion 360 then simulated for the drag coefficient using 
Autodesk CFD. The drag coefficient will be essential for the 
motor sizing calculations. The CFD models are pivotal to 
better understand the interaction of air particles and the car, 
this is crucial for the optimization studies that will be 
undertaken in the latter phases of the project. 

II. LITERATURE REVIEW 

A. Electric Car Conversions 

Automobile conversions are effortless, timely and costly 
effective. They specialise in the process of transforming 
Internal Combustion Engine Vehicles (ICEVs) to ones that are 
electrically powered (EVs) [2]. Although vast improvements 
have been developed and adopted in recent years, the 
conversion industry, though with an embraced business 
model, has not been gaining momentum as should. This is true 

because of the prevailing marketing strategies of prevalent EV 
automobility manufacturing companies. These strategies have 
altered the paradigms of automobile owners, today the idea 
consumers have of electric cars is one centred around the idea 
of the future in terms of aesthetics. 

 
Figure 1: An example of a figure showing the deceiving idea 

of EVs. Photo licensed under CC BY-NC-ND [3] 

The adoption of the conversion business model among 
other reasons will help restore the idea of automobility 
electrification, save money, because of the cost-effective 
nature of the conversion, and reduce waste, as car owners will 
not have to lose their preciously adored cars for EVs. Special 
attention will have to be paid to technical specifications when 
it comes to these conversions to ensure successful conversions 
that will be approved of quality and safety. Lessons learned in 
the conversion space are focal to the customization of 
conversion kits to meeting specific requirements tailored for 
range per charge and acceleration performance. 

The evident demand for technical expertise requires the 
involvement of engineering professionals to make effective 
decisions in relation to battery capacity, motor sizing specific 
for that automobile, to eliminate the conversion process 
without the knowledge of critical parameters that often lead to 
the failure of the design [4]. Furthermore, poor vehicle 
performance and reliability is possible when the electric motor 
and other relative design factors do not match with the 
characteristics of the replaced internal combustion engine 
shared with the same car body and chassis [5]. 

The conversion process is well-timed following the 
worldwide fuel crisis and the adoption model of the green and 
sustainable culture hitting the world like a wave. Furthermore, 
the process is now well-backed following the current 
technological breakthroughs and milestones in the Electric 
Vehicle field.  

B. Computational Fluid Dynamics (CFD) 

1) CFD 

https://creativecommons.org/licenses/by-nc-nd/3.0/


 

Computational Fluid Dynamics (CFD) is one of the branches 

of mechanics of fluids, it specialises in the engineering art of 

analysing and solving problems that involve fluid flows using 

numerical methods and mathematical algorithms that 

simulate physical phenomena during design phases [6]. It is 

a key tool that helps engineering experts and automobile 

designers to optimise their design models to ensure effective 

decision making on the designs as means to improve their 

vehicle performance analysis.  

CFD is therefore ideal for the following reasons: 

➢ It is key to providing flexibility to alter design 

parameters without the expense of hardware 

changes, giving engineers the freedom to explore 

alternative designs that would be ideally feasible 

than otherwise. 

➢ It provides faster turnaround time than the 

conventional route of experimenting. 

➢ Pivotal for the identification of root problems, which 

is more logically suited for troubleshooting. 

➢ It provides comprehensive information relating to 

flow field, especially in regions where conventional 

experimentation measurements are either complex 

or impossible to obtain. 

Even with simplified equations and high speed modern 

supercomputing abilities, there is a limit of cases employed 

to configure certain real-world cases. 

a) Aerodynamic Drag 

Aerodynamic Drag is the resistance force caused by the 

motion of a body through air. A drag force acts opposite to 

the direction of the oncoming flow velocity. This is the 

relative velocity between the body and the fluid.  

The drag force exerted on a body traveling through a fluid is 

given by: 

𝐴𝑒𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝐷𝑟𝑎𝑔 =  
1

2
𝜌𝑣2𝐴𝐶𝑑,   (1) 

Where: 

𝜌 is the air density, equating to 1.225 kg/m 

𝑣2 is the square of the speed of the body relative to the fluid 

𝐴  is the projected cross-sectional area of the body 

perpendicular to the flow direction 

𝐶𝑑 is the drag coefficient, that varies along the speed of the 

body 

b) Governing Fundamental Principles 

The physical aspects of any fluid flow are governed by three 

fundamental principles: 

➢ Conservation of Mass (Continuity Equation) 

➢ Newton’s Second Law relating force and the rate of 

change in momentum 

➢ Conservation of Energy (Energy Equation) 

All these principles are expressed in terms of basic 

calculus equations which are generally either integration 

or partial differential equations. In essence, CFD is 

simply the engineering art of replacing integrals or 

partial derivatives in the fundamental equations with 

discretized algebraic forms, which in turn are 

mathematically solved in iterations to obtain numerical 

values for the flow field at discrete points in a space 

and/or time. 

The following are the discretisation methods in CFD: 

➢ Finite Difference Method (FDM) 

➢ Finite Volume Method (FVM) 

➢ Finite Element Method (FEM) 

CFD codes are structured around numerical algorithms that 

are capacitated with the ability of practically solving fluid 

problems, these codes use sophisticated yet simplified user 

interfaces to input the problem parameters to iterate results. 

The codes consist of three main elements that specialise in 

pre-processing of the model and data inputs, solving section, 

and the post-processing of the data outputs. 

2) Governing Equations 

The computational flow model is based on the finite volume 

formulation of unsteady incompressible Navier-Stokes 

equations [7]. Certain assumptions govern the output of this 

equation and configure thereon, the cases in investigations. 

This paper focuses on fluid flow that is said to be turbulent. 

Turbulent flows examined in all lines of transport quantities 

(mass, momentum, and energy), tend to exhibit perioding, 

irregular fluctuations in time and space, such conditions 

enhance the mixing of these transport variables to efficiently 

model the physical world. 

For the purpose of this investigation, the standard ḵ - Ɛ 

turbulence model is utilised in the process of analysing the 

two- and three-dimensional models entailed in this paper. The 

model was chosen because it is popular, it is a semi-empirical 

model, with two extra transport equations to represent the 

turbulent properties of the flow. This model helps us 

determine the turbulent kinetic energy (ḵ) and the dissipation 

of the turbulence (Ɛ). 
∂u
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Where 𝑢 is the 𝑥 – component of the velocity vector, 𝑣 is the 

𝑦 – component, and 𝑤 is the 𝑧 – component. The symbol, ρ, 

stands for air density, p, standing for static pressure, τ, 

standing for shear stress, and 𝐵𝑥 , 𝐵𝑦 , and 𝐵𝑧 , standing for 

body forces [7]. 

3) Transport Equations for standard ḵ - Ɛ turbulent 

models 

The Navier – Stokes Equations were used to analyse the 

airflow investigated in this paper under the model of 

turbulence. 

For Turbulent Kinetic Energy ḵ: 
∂

∂t
(𝜌𝑘) +  

∂

∂𝑥𝑖
(𝜌𝑘𝑢𝑖) =  

∂
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[(𝜇 +
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∂k

∂𝑥𝑗
] +  𝐺𝑘 + 𝐺𝑏 −

𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘 ,      (6) 

For Turbulent Energy Dissipation ε: 
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+ 𝑆𝜀 ,     (7) 

Where: 𝐺𝑘 – represents the generation of turbulence kinetic 

energy due to the mean velocity gradients, 

 𝐺𝑏 – represents the generation of turbulence kinetic 

energy due to buoyancy, 

 𝑌𝑀  – represents the contribution of the fluctuating 

dilatation in compressible turbulence to the overall rate of 

dissipation, 

 𝐶1𝜀, 𝐶3𝜀, and 𝐶2𝜀 – represent constants, 

 𝜎𝑘 and 𝜎𝜀 – represent turbulent Prandtl numbers for 

the ḵ and Ɛ, respectively, 



 

 𝑆𝑘 and 𝑆𝜀 represent user-defined sources terms [7]. 

4) Turbulent Viscosity 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
,      (8) 

Where: 𝐶𝜇 is a constant. 

5) Production of Turbulent Kinetic Energy 

From the exact equation for the transport of 𝑘, this term may 

follow this definition: 

𝐺𝑘 = −𝜌𝑢𝑖
′𝑢𝑗

′ 𝜕𝑢𝑗

𝜕𝑥𝑖
,     (9) 

𝐺𝑘  evaluated in a manner consistent with the Boussinesq 

hypothesis: 

𝐺𝑘 = 𝜇𝑡𝑆2,      (10) 

Where: 𝑆  - represents the modulus of the mean rate-of-

strain, in the manner of  the following definition: 

𝑆 ≡ √2𝑆𝑖𝑗𝑆𝑖𝑗 ,      (11) 

𝑆𝑖𝑗 =
1
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6) The Generation of Turbulence due to Buoyancy 

𝐺𝑏 = 𝛽𝑔𝑖
𝜇𝑡

𝑃𝑟𝑡

𝜕𝑇

𝜕𝑥𝑖
,      (13) 

Where: 𝑃𝑟𝑡  - represents the turbulent Prandtl number for 

energy, 

 𝑔𝑖 – representing the component of the gravitational 

vector in the 𝑖-th direction, 

 𝛽 – represents the coefficient of thermal expansion, 

defined in the following manner: 

𝛽 = −
1

𝜌
(

𝜕𝑝

𝜕𝑇
)

𝑝
,      (14) 

7) The Dilatation Dissipation 

The dilatation dissipation term 𝑌𝑀 in equation (6), is 

modelled in accordance with: 

𝑌𝑀 = 2𝜌𝜀𝑀𝑡
2,      (15) 

Where:  𝑀𝑡
2 – represents the turbulent Mach number, simply 

defined as follows: 

𝑀𝑡 = √
𝑘

𝑎2 ,      (16) 

Where:  𝑎  – represents the speed of sound, defined as 

follows: 

𝑎 ≡ √𝛾𝑅𝑇,      (17) 

8) Model Constants 

All the constants of the model were determined as default 

values in the simulation tool. These default values are 

entrusted for fundamental turbulent shear flows. They have 

also been proven effective for a wide range of wall-bounded 

and free shear flows. 

III. THE TOYOTA AVANZA AND CAD MODEL 

A. The car 

The following is one of the cars under conversion and were 

procured via the institution’s finance department that offered 

them as cadavers for the conversion process. Credits to the 

project team, and other stakeholding units for the image. 

 
Figure 2: Figure of the Toyota Avanza Car that will be converted 

to a fully Electric Vehicle. 

B. The Modelling Tool 

The Autodesk Fusion 360 tool was used to model the External 

Structure of the Toyota Avanza car. 

C. The CAD Model 

The CAD model was modelled with the aid of a drawing of 

the vehicle, and it was sourced from Pinterest with the stated 

credits. 

1) The Drawing 

The drawing was modified into front, side, and back pictures 

that were used as canvases in the process of modelling the 

Toyota Avanza car.  

 
Figure 3: The figure of the drawing  used to model the Toyota 

Avanza [8] 

2) The CAD Model 

 
Figure 4: CAD model figures during design with the aid of a side 

cavass. 

 

 
Figure 5: The images of the rendered model prior CFD Analysis 



 

IV. CFD ANALYSIS 

A. Simulation Tool 

The Autodesk CFD Ultimate simulation tool was used to help 

us perform the CFD analysis of the car, and as a result, help 

us calculate the aerodynamic drag coefficient of the car. 

1) Geometric Tools 

The model analysis when transferred to the CFD analysis tool 

was found with no body misconfigurations or complex shape, 

this allowed for no merging of body parameters. The next 

step was to create an external volume. 

a) External Volume 

The external volume is paramount for the CFD modelling of 

the car, it serves a region that bounds the model in a wind 

tunnel sort of a configuration space, effective for standard 

CFD simulation. 

B. Assigning of Materials 

1) The Car Body 

The car body was assigned aluminum as a material for 

testing. 

2) The External Volume 

The external volume was assigned air because this is an 

aerodynamic simulation. 

C. Boundary Conditions 

1) Simulation Velocity 

The boundary velocity was set to 35m/s. 

2) Simulation Pressure 

The pressure was set to 0kPa at gage pressure. 

3) Slip Symmetry 

The top, side, and front sides were applied a slip symmetry. 

D. Generation of the Mesh 

Generating the mesh is an integral step in the process of CFD 

analysis, this is because the partial differential equations that 

govern fluid flow and heat transfer are not usually amenable 

to analytical solutions, except for very simple cases. This 

simplified model is called the mesh model.  

1) Mesh Setting 

a) Surface Refinement 

Auto refining was set for the mesh setting. 

b) Gap Refinement 

Gap refinement was set for the mesh setting. 

c) Length Scale 

Length scale was left at default, for intelligent analysis. 

2) Mesh Sizing 

Mesh Sizing was set to automatic size. 

E. CFD Solution Settings 

1) Heat Transfer 

The investigation was set to investigate flows than thermal 

analysis. 

2) Flows 

a) Compressibility 

The flow was set to incompressible flow 

b) Turbulence 

Turbulence followed the ḵ - Ɛ model, this model in Autodesk 

CFD Ultimate is called the k-epsilon model. 

F. Solution Iterations to Run 

The simulation was run at 350 iterations. 

V. CFD SOLUTION 

A. Results 

The following plot was generated from the CFD analysis, it 

shows the ḵ - Ɛ model as per progression in iterations. 

 
Figure 6: Showing the ḵ - ε model with the progression of the 

iterations 

B. CFD Models 

1) Two-Dimensional CFD Analysis of the Car 

The car’s 2D CFD results were achieved using planar cutting, 

the wind tracing technique was employed to demonstrate the 

movement of the air particles relative to the car model. The 

following figure explicitly demonstrates that. 

 

 
Figure 7: Plane model of the CFD, the turbulence is also observed 

under the car because the car model was originally not closed. 

2) Three-Dimensional CFD Analysis of the Car 

The car’s 3D CFD Analysis was explored in one way, using 

CFD results display using ISO Volumes. The display also 

employs the wind tracing technique to aid our idea of the 

wind particle movement relative to the modelled car. 

 
Figure 8: The CFD Model of the ISO Volume and the flow around 

the car using wind particle traces from the top view. 

VI. THE AERODYNAMIC DRAG COEFFICIENT CALCULATION 

A. CFD Analysis Results 
Table 1: Table Showing the CFD Wall Calculation Results 

CFD RESULTS 

From CFD 
Model 

Aerodynamic Drag in kN (Fx) 0.584417313 

Area in cm2 (Frontal) 22308.6 

From Formula 
Air Density in kg/m3 (ρ) 1.225 

Drag Coefficient (Cd) ? 
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B. Aerodynamic Drag Calculation 

Using equation (1), the following drag coefficient was 

calculated. 

𝐶𝑑 =  
2𝐷𝑟𝑎𝑔

𝜌𝑣2𝐴
 

𝐶𝑑 =  
2 ∗ (0.584417313𝑥103)

1.225 ∗ (35)2 ∗ (22308.6𝑥10−4)
 

𝐶𝑑 =  0.3491472091 

C. Interpretation of  Results 

The normal range of the drag coefficient of the Toyota 

Avanza car ranges from 0.2 - 0.3 [9], a drag coefficient of 

0.35 is above this range. This might be because of the 

turbulence resulting from the opened base of the car. It is also 

likely that the CFD model was ran from an unrefined model, 

the more unrefined, the less streamlined it is, this results to 

more drag, thus the resulting drag coefficient slightly higher. 

This can be modified for more accurate results in the future. 

The CFD model may also be ran with more than 350 

iterations in the future for more accurate results and multiple 

CFD tools can be used to verify the results. 

VII. CONCLUSIONS AND RECOMMENDATIONS 

The study was successful in the investigation and calculation 

of the aerodynamic drag coefficient. The CAD model assisted 

in the running of the CFD simulation, and the drag coefficient 

was found to be 0.35. This value is slightly out of the drag 

coefficient range of a typical Toyota Avanza car (0.2 – 0.3). 

The deviation might have been caused by unrefined regions 

of the model and the limited number of iterations employed. 

It is therefore recommended that more time be taken to refine 

the CAD model, or even to explore more efficient modelling 

tools, like Autodesk 3ds Max. The base of the car should also 

be closed to limit the unnecessary turbulence observed in the 

CFD model. More tools can also be employed for the CFD 

simulation to help verify and improve the nature of the output 

CFD results, and as a result, improve the aerodynamic drag 

coefficient of the car.  

VIII. FUTURE WORK 

Future work is focal to the betterment of the CFD analysis 

model as a means to determine a more realistic aerodynamic 

drag coefficient. This refined drag coefficient will be used to 

initiate the design process of sizing the motor for the 

conversion of the car to an EV. More refined simulation tools 

offering open-road access simulations, that mimic a more 

real-world analysis must be integrated for ideal solutions. 

Latter phases of the project must also consider employing the 

live wind tunnel testing to validate the vehicle performance 

model. 

Successful conversion of the Toyota Avanza car to an EV will 

be instrumental to taking the conversion model to a fully 

commercial space. Commercializing the model in a country 

like South Africa, where Toyota Avanza cars are dominating 

the roads for the sole purpose of public transportation and 

fleet [10], may result into a viable business model that is 

guaranteed sustainability. 

IX. ACKNOWLEDGMENTS 

Special thanks to Prof P. Naidoo for the support in the form 

of motivation and guidance towards the compilation of the 

journal article. Endless gratitude for also reviewing my work 

and assistance with final editing. 

X. REFERENCES 

 

[1]  
S. Z. Rajper and J. Albrecht, "Prospects of Electric 

Vehicles in the Developing Countries: A Literature 

Review," Sustainability, vol. 12, 2020.  

[2]  

G. Mirko, D. Stamenković, V. M. Popovic, S. R. 

Muzdeka and A. Micovic, "Electric Vehicle 

Conversion: Optimisation of Parameters in the Design 

Process," Tehnicki Vjesnik, vol. 24, no. 4, pp. 1213-

1219, January 2017.  

[3]  

UJ VILAGTUDAT, "Mercedes-Benz has unveiled an 

Avatar-like electric car prototype that almost looks like 

it's alive," Blogspot, September 2020. [Online]. 

Available: https://ujvilagtudat.blogspot.com/2020/09/a-

mercedes-benz-egy-avatarszeru.html. 

[4]  

T. Porselvi, M. K. Srihariharan, J. Ashok and K. S. 

Ajith, "Selection of Power Rating of an Electric Motor 

for Electric Vehicles," International Journal of 

Engineering Science and Computing, vol. 7, no. 4, pp. 

6469-6472, 2017.  

[5]  

J. A. Sanguesa, V. Torres-Sanz, P. Garrido, F. J. 

Martinez and J. M. Marquez-Barja, "A Review on 

Electric Vehicles: Technologies and Challenges," 

Smart Cities, vol. 4, pp. 372-404, 2021.  

[6]  

I. Nishant, P. Jignesh, P. Rajan, S. Raikaan and S. 

Satyam, "CFD analysis of car body aerodynamics and 

Design modification for drag reduction," 

Academia.edu, 2019. 

[7]  

D. Damjanović, D. Kozak, . M. Živić, Ž. Ivandić and 

T. Baškarić, "CFD analysis of concept car in order to 

improve aerodynamics," A jövő járműve, pp. 108-115, 

2011.  

[8]  

Blueprints, "Toyota Avanza Vector Drawing," 

[Online]. Available: 

https://za.pinterest.com/pin/317574211210628321/. 

[9]  

Toyota Avanza Hatfield, Toyota Avanza 1.5 Technical 

Specification and Dimensions, Pretoria: 2022 Ultimate 

Specs - The Most Comprehensive Car Specifications 

Database, 2006.  

[1

0]  

News24, "#SaferCarsforAfrica: Here's how safe 

Toyota's Avanza really is in SA," News24, 29 May 

2019. [Online]. Available: 

https://www.news24.com/wheels/news/guides_and_list

s/safercarsforafrica-heres-how-safe-toyotas-avanza-

really-is-in-sa-20190529. 

 

 



2023 SAUPEC Conference, Johannesburg, South Africa, January 24-26, 2023

The impact of GPS cleaning techniques on vehicle
dynamics calculations
Timothy James McBride∗, Kenneth John Nixon∗

∗School of Electrical & Information Engineering
University of the Witwatersrand, Johannesburg, South Africa

Email: Timothy.McBride@students.wits.ac.za, Ken.Nixon@wits.ac.za

Abstract—An investigation was performed to determine the
impact of GPS cleaning techniques on vehicle dynamics calcula-
tions. GPS data is commonly used in vehicle dynamics problems
and investigations however this data is not always accurate and
a preprocessing or cleaning of the data will usually be performed
to identify and remove erroneous points. Logical, statistical and
elevation cleaning were used on the data and the results were
compared to a truthful data source obtained from an on-board
diagnostics device and a barometer. The results show the cleaning
techniques used with the GPS speed data had a marginal benefit
and are not necessary with some cases causing the cleaned data
to be less accurate than the raw GPS data. The elevation cleaning
had a significant impact on the final vehicle dynamics results and
caused improvement to both the power and energy calculations.
Future recommendations are to look at the impact of cleaning
techniques with less accurate GPS data.

Index Terms—Vehicle Dynamics, On-Board Diagnostics, GPS
Cleaning, Elevation Cleaning, Road Grade

I. INTRODUCTION

Global Positioning System (GPS) is a widely adopted
technology that has revolutionised location tracking. It is a
technology that is used in multiple industries and has many
applications. One of these applications is the use of vehicle
tracking and simulations. GPS is used to identify the position
of a vehicle as it travels along a route. A vehicles velocity,
engine load and acceleration can be extracted from this data
however it can have a number of incorrect values which results
in the errors being compounded into these calculations. GPS
cleaning techniques are applied to the data to identify and
correct the errors present. This research investigates the impact
of the cleaning techniques on the vehicle dynamics calculated.

GPS cleaning methodologies can be classified into two main
categories: statistical and logical based approaches [1]. The
statistical approach makes use of mathematical methodologies
to identify outliers from the data while the logical approach
considers physical constraints present within the system. The
process for GPS cleaning for both methodologies is broken
into two processes: error detection and repairing [1, 2].

A test vehicle is fitted with a barometer, an On-Board
Diagnostics (OBD) and a GPS device to track the vehicle
as it travels along three different routes, city, freeway and
residential. The GPS data and the vehicles velocity is recorded
directly through the vehicles OBD port. The barometer is used
to track the relative altitude of the vehicle as it travels. The

OBD and barometer data are used as ground truth for the
vehicles data. The GPS data is cleaned and then compared to
the truthful data to determine the effectiveness of the cleaning
techniques performed. Both a logical and statistical approach
are used to identify any erroneous points within the GPS
data. The erroneous points are removed accordingly and a
Piecewise Cubic Hermite Interpolating Polynomial (PCHIP)
interpolation algorithm is applied to the data to fill any missing
points.

II. BACKGROUND

A. Literature Review

GPS cleaning is a common practice when performing data
processing, Schuessler and Axhausen [3] use raw GPS data to
survey the travel patterns of individuals in Swiss cities. The
raw GPS data is cleaned and smoothed before post process-
ing techniques are applied to the data to determine various
individual travel behaviours. The techniques used to clean the
data include erroneous point elimination and Gaussian kernel
smoothing. Multiple criterion are used to determine point
removal. Anomalous point detection becomes an important
criterion for identifying erroneous spatial points. Patal et al
[4] present a novel method for cleaning GPS data without
revealing any information about the user’s actual location. The
method makes use of the physical quantities present within the
GPS data to identify anomalous points within the data. Each
physical property is calculated and a statistical z test is applied
to determine which of the points are anomalies.

Prabha and Kabadi [1] provide a comprehensive analysis
on the various methods of GPS cleaning and look at both the
standard GPS cleaning methods as well as the diversified re-
search based approaches. Critical loopholes within the existing
methods of GPS cleaning are identified and it is concluded that
there is still a need to investigate cleaning method focusing
on using erroneous data as the methodologies presented made
use of error free data obtained from a controlled research
environment.

Yu et al [5] provide a unique approach to vehicle simu-
lations. An investigation is done to identify the impact on
fuel consumption and vehicle emissions caused by online ride
hailing DiDi taxis. The data preprocessing follows a logical
based approach and makes use of system constraints to filter
out unnecessary data.



Abbruzzo et al [6] proposes a GPS preprocessing algorithm
with a focus on the mobility of cruise passengers in urban
contexts. The algorithm proposed is a statistical method and
makes use of change point analysis to discover multiple
segments within the GPS data. Each segment is analysed
separately and statistical method is applied, any points that
fall outside the defined thresholds are removed.

B. GPS Fundamentals

GPS is a positioning system that works by calculating the
position of a receiver in relation to 4 or more orbiting satellites.
The receiver determines the time of flight for the signals
transmitted between the receiver and the orbiting satellites.
Since the speed of the transmission is constant and the time
of flight is directly proportional to the distance travelled, the
distance to each satellite can be calculated. A process of
trilateration is used to determine the latitude, longitude and
elevation of the receiver [7, 8].

C. User Equivalent Range Errors

User Equivalent Range Errors (UERE) are errors that are
caused during the transmission of GPS data from the transmit-
ter to the receiver. These errors are caused by anomalies in the
hardware or interference that occurs during the transmission
of the signal [9].

1) Hardware Errors: GPS hardware consists of two major
components, transmitters and receivers. Since GPS is highly
dependent on the travel time of the signals between the
transmitter and receiver one of the main errors that can occur
is when the time is inaccurate. The GPS satellites’ time can
drift up to a millisecond, which will result in a significant
error. The receiver’s time can also drift however this can be
corrected by comparing the time arrival of two GPS signals
whose transmission times are accurately known [9].

2) Physical Errors: GPS is highly dependent on the loca-
tion of the satellites and the receiver, the signal has to travel
through the atmosphere to reach the receiver. The atmosphere
delays signals and has varying density around the globe
resulting in varying delays. The location of satellite in relation
to the receiver can also impact the delay caused, if the satellite
is directly overhead it will result in a smaller delay. Models
of the atmosphere can be used to reduce the impact of these
errors however they cannot be eliminated entirely [3, 9, 10].

Multipath errors are caused by reflection of signals on
surrounding objects such as buildings or trees. The GPS
receiver needs to discriminate between these signals and the
ones directly transmitted from the satellites. Multipath errors
are very common in forests or urban environments due the
size and quantity of surrounding objects [3, 9, 11].

D. GPS Cleaning Techniques

GPS cleaning is the preprocessing of GPS data to identify
and remove any erroneous points within the collection of data,
it also includes the process of filling any missing points within
the data [1].

1) Logic Based: Logic based techniques define set bound-
aries for which the system can operate within, these boundaries
are usually defined by the physical constraints within the
system and will include setting boundaries on the physical
characteristic of object being tracked [1, 3].

2) Statistical Based: A statistical based approach will look
at the data as a series of data points and apply statistical meth-
ods, like the interquartile range method, to identify outliers
within the context of the data. A general approach for GPS
speed data is to pair the outlier detection with change point
analysis so that subsections of the data analysed. Statistical
techniques do not consider the physical properties of the
system and only account for the numerical context of the data
[6, 12].

3) Elevation Cleaning: In vehicle dynamics energy and
power calculations are sensitive to road grade. A larger road
grade will require more power from the vehicle to overcome
the forces of gravity. Road grade is the vertical distance over
the horizontal distance usually expressed in percentage. In
modern GPS receivers it is possible to obtain the elevation
values at the different points of longitude and latitude however
these values are highly sensitive to UERE. Cleaning techniques
need to be applied to rectify the errors present within the data
[13, 14].

III. METHODOLOGY

The vehicle and altitude data was recorded along different
routes travelled by the test vehicle. The data consists of inner
city, freeway and residential routes to get a representation of
the different travel types that can occur. Each data set is loaded
into MATLAB where different cleaning techniques are applied
to the data. The OBD and barometer data is treated as truthful
data to compare the effect of the cleaning techniques applied to
the GPS data. The speed and elevation data is used to calculate
the road grade and the power output of the vehicle at discrete
time intervals using Equation 1 and Equation 2 [15].

ma[n] = Ft[n]− (Fa[n] + Fr[n] + Fg[n] + Fd[n]) (1)

P [n] = Ft[n] ∗ v[n] (2)

Where:

Ft = Traction Force
Fa = Aerodynamic Drag
Fr = Rolling Resistance
Fg = Gravitational Force
Fd = Additional Disturbance Forces
Fn = Traction Force
v = Vehicle Velocity

The total energy for the system as the vehicle travels along
the route can be determined by taking the sum of the power
over the course of the route travelled. The total energy of the
system is determined for the truthful data, raw GPS data and
cleaned GPS data. The error between the truthful data and the
GPS data is calculated.



A. Logical Cleaning

Logical cleaning was applied to the data in an attempt
to remove the erroneous points in the data set. Three main
assumptions are made based off of the physical characteristics
of the system as shown in Table I, these assumptions are used
to define boundaries for the system. Any points that occur
outside of the boundaries are either discarded or replaced with
an appropriate value. PCHIP interpolation is used to fill any
missing points after the thresholding techniques are applied to
the data.

TABLE I
LOGIC BASED ASSUMPTIONS AND BOUNDARIES USED TO CLEAN GPS

DATA

Assumption Boundary Equation

Speed is zero while vehi-
cle is stationary

Speed ≤ 0.3m.s−1 = 0m.s−1

Speed shouldn’t be greater
than 140km per hour

Speed ≥ 40m.s−1 = NaN

Acceleration shouldn’t be
greater than 3m.s−2

Accel ≥ 3m.s−2 = NaN

B. Statistical Cleaning

To perform statistical cleaning the data is first separated
into sub arrays by using change point analysis, each sub array
is analysed in isolation and the interquartile range method
(IQRM) is used to test for outliers within the data. Detected
outliers are discarded as they are assumed to be erroneous.

Lupper = Q3 + λ ∗ IQR
Llower = Q1 − λ ∗ IQR

(3)

The boundaries (Lupper, Llower) show in Equation 3 are
calcualted for each sub array obtained from the change point
analysis. The tuning parameter λ > 0 is multiplied by the
interquartile range (IQR) and is added or subtracted from
the upper and lower quartiles (Q3, Q1). It is used to detect
the outliers within the data. A value of 1.5 used for the
tuning parameter indicates that any points outside the defined
boundaries are outliers [6].

C. Road Grade Calculations

Before Road grade can be calculated the GPS elevation data
is cleaned and smoothed. The GPS elevation data obtained
contains a high number of discrete steps between elevation
values caused by UERE. A third order low pass Butterworth
filter is applied to the data to remove the discrete high
frequency components present.

The slope is calculated by taking the difference in the
relative altitude (h) and dividing it by the difference in distance
travelled. To calculate the distance travelled the cumulative
integral of the velocity data is determined and the unique
values are mapped to the relative altitude. The data is re-
sampled into constant distance increments of size d. The angle
of inclination is calculated using Equation 4.

α = tan−1(
h[n]− h[n− 1]

d
) (4)

The angle of inclination (α) is sampled at each time step
accordingly and the corresponding gravitational forces acting
on the vehicle are calculated.

IV. RESULTS

This section presents the results obtained from the investiga-
tion done, initially the velocity data is analysed and presented
followed by the elevation and lastly the vehicle dynamics.

A. GPS Speed Cleaning

The speed obtained from each route before cleaning is
shown and compared to the OBD speed in Figure 1. For each
route it can be seen that the GPS speed closely resembles the
values obtained from the OBD data however there is some
error between the data sets.
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Fig. 1. The speed measured for each route using a GPS and OBD device
without cleaning

B. Logical Cleaning

After applying logical cleaning the GPS speed more closely
matches the OBD speed as the logical cleaning checks for a
stationary threshold of 0.3m.s−1 and sets it to zero. There is
an increased acceleration whenever the vehicle moves to or
from a stationary position. Figure 2 shows the cleaned results
for the city route, the effect of stationary periods is most clear
from this route.
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Fig. 2. The GPS and OBD vehicle speed for a city route with data cleaning



The logical cleaning does improve the match between the
OBD and GPS speed across each of the routes. Table II shows
the mean and standard deviation of the difference between
the GPS and OBD speed for each of the routes after logical
cleaning is performed. The cleaning method reduced the mean
for each route however the standard deviation is increased as
the cleaning method does introduce its own errors. The benefit
of the cleaning technique is minimal with the most impact
occurring in the city route with an improvement to the mean
difference of 0.017m.s−1.

TABLE II
MEAN AND STANDARD DEVIATION OF THE DIFFERENCE BETWEEN GPS

AND OBD SPEED WITH LOGICAL CLEANING

Route travelled Mean m.s−1) Standard deviation m.s−1)

GPS Data Used Raw Cleaned Raw Cleaned

City Route 0.449 0.432 0.426 0.484

Freeway Route 0.376 0.361 0.365 0.373

Residential Route 0.413 0.409 0.426 0.438

C. Statistical Cleaning

The statistical method for detecting outliers is dependent
on the number change points within the data. If an incorrect
change point analysis is performed then the IQRM will falsely
identify accurate data points as outliers. Additionally the
IQRM has lower probability of detecting outliers. Figure 3
shows the effect of an incorrect change point analysis on the
statistical cleaning methodology.
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Fig. 3. Statistical cleaning performed on GPS data when there is a small
number of change points

Once there are sufficient change points used within the
cleaning method the algorithm is able to successfully remove
outliers from the data. Table III shows the mean difference
when statistical cleaning is applied for the city route with
different quantities of change points.

The number of change points has a relationship to the
difference between the test and truthful data. The difference
decreases as the changes points are increased with the largest
decrease occurring at 25 change points. The optimal number
of change points is route dependent as some routes will have
more relevant changes than others. For the purposes of this
investigation a value of 25 change points is used. The mean

TABLE III
THE MEAN DIFFERENCE OBTAINED FROM STATISTICAL CLEANING WITH

VARYING QUANTITY OF CHANGE POINTS

Change Points mean (m.s−1)

5 0.471

10 0.544

15 0.458

20 0.463

25 0.439

30 0.440

and standard deviations of the difference in OBD and GPS is
calculated for each route and shown in Table IV.

TABLE IV
MEAN AND STANDARD DEVIATION OF THE DIFFERENCE BETWEEN GPS

AND OBD SPEED WITH STATISTICAL CLEANING AND 25 CHANGE POINTS

Route travelled Mean m.s−1) Standard deviation m.s−1)

GPS Data Used Raw Cleaned Raw Cleaned

City Route 0.449 0.439 0.426 0.464

Freeway Route 0.376 0.399 0.365 0.439

Residential Route 0.413 0.414 0.426 0.428

The city route sees a reduction in the mean while the
residential and freeway route see an increase. The standard
deviation increases for each of the routes which indicates that
the statistical cleaning method used has a negative impact on
the data and actually causes a loss in accuracy. The change is
minimal and it would be more beneficial to use the raw GPS
speed data.

D. Elevation Cleaning

The elevation data obtained from the GPS receiver is
different to the results obtained from the barometer as shown
in Figure 4. The GPS results are a combination of step
functions with discrete intervals for the change in altitude,
this is not accurate to geographical elevation. The cleaning
method applied to the elevation is a 3rd order low pass filter
to remove the high frequency components within the signal.

Figure 5 shows the results for the city route after cleaning
has been performed, the result is a closer match to the
barometer data. The inclines and declines in the cleaned result
are still steeper than the barometer data and will have an
impact on the final energy calculation.

The cleaning has the most impact on the city and residential
routes with the least impact on the freeway route. Figure 6
shows the results for the freeway route, there is a long period
where the GPS data remains approximately −120m before it
steps up to −10m. In the barometer data this change in altitude
occurs over a longer period of time. The cleaning method is
not able to fix such a large change.

E. Vehicle Dynamics

The different cleaning methods each have an impact on the
vehicle dynamics as the properties cleaned are used in the



TABLE V
TOTAL VEHICLE ENERGY CALCULATED FOR EACH ROUTE WITH DIFFERENT CLEANING METHODS APPLIED

Speed Data OBD GPS Logical Cleaning GPS Statistical Cleaning GPS

Altitude Data Barometer GPS Barometer Cleaned GPS Barometer Cleaned GPS

Result Type Energy (MJ) Energy (MJ) Error (%) Energy (MJ) Error (%) Energy (MJ) Error (%) Energy (MJ) Error (%) Energy (MJ) Error (%)

City Route 4.945 6.343 28.28 4.924 0.42 4.734 4.26 4.933 0.24 4.750 3.94

Freeway Route 6.217 7.16 15.09 6.367 2.41 5.572 10.38 6.370 2.46 5.645 9.21

Residential Route 4.477 5.423 21.14 4.535 1.31 4.467 0.23 4.542 1.46 4.49 0.32
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Fig. 4. The gps and barometer relative altitude detected while travelling along
the city route
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Fig. 5. The gps and barometer relative altitude detected while travelling along
the city route after cleaning
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Fig. 6. The GPS, cleaned GPS and barometer relative altitude over the freeway
route

calculations. The elevation cleaning has the largest impact on
the final energy result while the speed cleaning has a minor
impact. Table V shows the energy values calculated with the
error for each of the techniques. Each of the cleaning methods
reduces the error obtained and produces a value for the energy
that more closely matches the values determined from the
OBD data.

Figure 7 shows the instantaneous power for the residential
route with each of the cleaning methods applied. There is
a high number of spikes in the data caused by the high
inclines present with in the elevation data. The logical cleaning
technique more accurately matches the instantaneous power
obtained from the OBD data compared to the statistical
cleaning method which can been seen in the impulses present
in Figure 7. The impulses correspond to periods of high
acceleration from the speed data.

0 200 400 600 800 1000

Time (s)

-30

-20

-10

0

10

20

30

P
o

w
e
r
 (

k
W

)

Statistical Cleaning

Logical Cleaning

OBD Results

Fig. 7. Instantaneous power for different cleaning methods and OBD data

V. DISCUSSION

From the results obtained it is clear that each of the cleaning
techniques is able to reduce the error between the truthful OBD
data and the test GPS data however the sample size of routes
covered is limited and could be improved by recording more
routes travelled in different areas. The logical and statistical
speed cleaning methods provided marginal improvements to
the final result and the impact on the total energy was minimal.

The logical cleaning method performed better for the instan-
taneous power calculation. This is caused by the acceleration
boundary applied during cleaning process. When the total
energy is calculated the difference in these high power im-
pulses will be averaged out resulting in the statistical cleaning
performing better for the total energy calculations. There are
additional issues with the statistical cleaning method primarily
the requirement for a defined number of change points. If
the number of change points is too few or too great then the
cleaning technique will have a negative impact on the output.



Overall the logical cleaning approach proves to be a better
option as the result is not limited by the number of change
points in the route and it performed better when comparing the
mean difference between the cleaned GPS speed and the OBD
speed. The improvement from the cleaning is very marginal
and is not sufficient enough to warrant the use of the cleaning
techniques. In some cases the implementation of the cleaning
technique resulted in a negative effect on the speed data. A
future recommendation would be to look at the impact of
cleaning techniques on GPS data with missing sections or with
lower accuracy data.

The elevation data had the most significant impact on the
final energy and power calculations. The GPS elevation data
is largely inaccurate and for an optimal result a barometer or
an alternative road grade sensor should be used to obtain the
elevation of the route however if only the GPS elevation data
is available then cleaning methods should be used to improve
the accuracy of the vehicle dynamic calculations.

VI. CONCLUSION

Cleaning techniques and methods are an important prepro-
cessing technique for vehicle dynamics calculations. They are
able to improve the accuracy of GPS data obtained from a
vehicle as it travels to more closely match the speed obtained
from an OBD device. The speed data form the GPS receiver
is sufficiently accurate without performing cleaning and in
certain cases the cleaning methods will actually reduce the
accuracy of the result. This result is largely due to the use of
high accuracy GPS data. The main benefit of the cleaning can
be seen in the elevation data which has a significant impact
on the power and energy requirements for the vehicle however
even after cleaning the GPS elevation data there are still
inaccuracies with the results and it would be more beneficial
to make use of a secondary sensor, such as a barometer or
alternative device, to obtain the elevation data.
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Abstract — As atmospheric air is used as electrical insulation for 

high voltage equipment and power apparatus, it is important 

that research is conducted on the insulation to ensure reliability 

and continuity of the electrical network. It is imperative to 

investigate the streamer development in air with differing 

environmental characteristics as it determines the breakdown 

strength of multiple electrode arrangements. The paper 

presents the results obtained from the high-speed photography 

of streamer breakdown under DC voltage in air. The results are 

used to elaborate on the initiation and propagation of a cathode 

directed streamer and indicate the influence of gap length as 

well as atmospheric pressure on the appearance of streamers.   

The secondary streamer mechanism was present for all the 

discharges that occurred, and it was seen noted that single 

streamers occurred for these gap lengths. It was observed that 

as the gap length increased there was a resulting increase in the 

length of the stem and streamers would take a bent path for gap 

lengths greater than 10 cm. The branching of streamers at the 

anode tip occurred at pressures greater than 994,0 hPa and a 

streamer would take a bent path when propagating towards the 

cathode because of the presence of space charge along the path. 

Keywords — High Speed Photography, Streamer Breakdown, Air, 

HVDC 

I. INTRODUCTION  

A significant amount of high voltage equipment and power 

apparatus implement atmospheric air as electrical insulation 

and most of this equipment play an important role in the 

electrical power system [1, 2, 3]. Therefore, it is essential that 

the insulation be of an acceptable standard whilst maintaining 

its high electrical insulation properties to ensure continuity 

and reliability of the electrical network [1, 3].  

Electrical streamers are fast moving ionization fronts and are 

recognized as being the precursor of sparks as they create the 

first ionized path for heat-dominated spark discharges. It also 

performs the same function in the inception and propagation 

of lightning leaders [4]. The investigation of streamer 

development is important as it determines the breakdown 

characteristics of multiple electrode arrangements especially 

when a lightning impulse voltage or direct voltage is applied 

[4]. As indicated by Luque et al. [5], a positive streamer 

emerges from an electrode with a pointed tip at voltages 

lower in magnitude when compared to negative voltages. 

This makes it an important component to consider for 

electrical system design hence investigations performed in 

the past focused on positive streamers. 

Tarasenko et al. [6], conducted an experiment that 

investigated the breakdown of atmospheric air in a non-

uniform electric field using an ICCD camera. The use of the 

camera allowed for the research into the dynamics that are 

involved in the formation of a streamer. It was observed from 

the results that the streamer elongates and reduces in diameter 

after it crossed half the distance of the gap when approaching 

the plane electrode. The results also concluded that single 

streamers develop from needle electrodes as it causes a 

maximum local electric-field enhancement. 

 
Seeger et al. [7] investigated both streamer and leader 
breakdown mechanisms for air gaps less than a metre. The 
experiment involved observing pre-breakdown discharges and 
breakdown paths using a high-speed camera and an image 
intensifier. Results showed that there was a formation of high 
luminosity stems which occurred when the voltage applied to 
the electrode was for a short period of time. This indicated that 
the leader inception occurred by the stem mechanism.  

The paper presents the experimental results obtained from the 

investigation of streamer breakdown using high speed 

photography. The results from the experiment indicate that 

 

• The secondary streamer mechanism was present for 

all the gap lengths investigated 

• Single streamers occurred for the gaps investigated. 

• As the gap length increased there was a resulting 

increase in the length of the stem. 

• Streamers would take a bent path for gap lengths 

that were greater than 10 cm.   

• It was observed that the branching of streamers at 

the anode tip occurred at pressures greater than 

994.0 hPa. 

• A streamer would take a bent path when propagating 

towards the cathode due to the presence of space 

charge along the path. 

 

The experimental setup used for the investigation is discussed 

in Section II whilst Section III indicates the experimental 

results and provides a discussion on the results obtained. 

II. EXPERIMENTAL PROCEDURE 

A. Experimental Procedure Layout 

The experimental setup consisted of a 2 stage Cockcroft-

Walton DC generator that is rated at 500 kV.  Fig 1 is an 

illustration of the setup that was implemented for the 

photography of the streamer breakdown for various air gaps. 



 

 

 

 

 

 

 

 

 

 

 

B. Electrode Configuration for Streamer Initiation 

An investigation that was performed by Luque et al. [5] on 

both positive and negative streamers in ambient air 

implemented a needle-plane geometry. This was done as the 

use of a needle-plane electrode configuration resulted in 

streamers emerging from the pointed electrode. It should be 

noted that needle-plane electrode configurations are used in 

laboratory experiments and engineering applications as it 

creates an inhomogeneous field. A needle-plane electrode 

configuration was used in the experiment conducted in this 

paper. The high voltage needle was made of iron and had a 

cylindrical body that was 12 cm in length whilst the diameter 

of the body was 1 mm.  The plane electrode had a diameter 

of 16 cm and is connected to ground. 

C. Phantom Miro M110 High Speed Camera 

Streamers were observed using a Phantom Miro M110 high 

speed monochrome camera which had a Nikon AF NIKKOR 

50 mm 1:1.8 D lens attached. The camera was positioned 1 m 

away from the electrodes in a direction that allowed it to be 

perpendicular to the axis of the air gap. The camera was set 

to record at 300 000 frames per second with an exposure time 

of 2.94 ms using a resolution of 64x8 pixels. It was required 

to set the aperture on the lens to f/1.8 to allow for maximum 

light to pass through when recording the experiment.   

D. Oscilloscope 

A Yokogawa DL9140 digital oscilloscope was used in the 

experimental procedure to trigger the high-speed camera to 

stop recording the instant electrical breakdown of the air gap 

occurred.  

III. EXPERIMENT RESULTS AND DISCUSSION 

A. The Formation of a Positive Streamer Using High Speed 

Photography 

The images captured by the high-speed camera depicting the 

progress of the streamer in an air gap of length 12 cm is seen 

by referring to Fig 2. A voltage of 58.74 kV was applied to 

the needle electrode.  The anode is located at the top of the 

frame and is represented by (a) whilst the cathode is located 

at the bottom of the frame and is represented by (c).  

 

Electrons that are present in a gas at any radial distance from 

the avalanche axis performs the function of creating more 

avalanches when in the presence of an externally applied  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

electric field. The avalanches that are created can either be 

short or long. Photoelectrons are created in the vicinity of the 

positive ion space charge channel. These positive ions were 

left behind by the initial avalanche. The electrons located at 

the anode end are in the presence of an enhanced field that 

exerts a directive action drawing the electrons into the anode 

[8]. A conducting plasma that originates from the anode is 

formed due to the electrons that were created, from the 

ionization process, being drawn into the positive space charge 

feed. Positive ions that are left behind perform the function 

of extending the space charge towards the cathode [8]. The 

creation of streamer corona is seen at (b) in (1) with the 

streamer stem extending slightly at point (d) in (2).  The 

electrons that are present are also responsible for the creation  

of photons that continue this process. This results in the 

positive space charge developing towards the cathode as a 

positive space charge streamer. This is represented at (e) in  

(3) and (f) in (4) as the stem is seen extending towards the 

cathode [8]. 

 

The propagation of the streamer towards the cathode results 

in the production of a filamentary region of intense space 

charge that is distorted along a line that is parallel to the field. 

A very steep gradient is produced at the cathode end of the 

streamer tip by the plasma. The photoelectron avalanches that 

are produced by radiation occurs at the cathode and it 

produces an intense ionization near it. The positive ions that 

are created by this process can influence secondary emission 

by increasing it. This results in branching from the stem as 

seen clearly in (h). The fifth frame (5) indicates that the 

streamer has crossed the gap as seen at (g). A source of visible 

light occurs because of a cathode spot that was formed by the 

space charge streamer when it approached the cathode. A 

conducting filament bridges the gap when the streamer 

reaches the cathode.  Once an efficient cathode spot has 

occurred, a return electron current proceeds up the streamer 

channel resulting in electrical breakdown [8]. This is seen in 

(6) and is represented at point (i) as a bright source of visible 

light can be seen and electrical breakdown has occurred in the 

gap.  

 

B. The Influence of Gap Length on the Appearance of 

Streamers in Air 

High-speed photography was conducted for gap lengths 

greater than 5 cm when the experiment was performed. It was 

attempted to record the initiation and propagation of the 

streamer for a 2 cm gap length, but it was not possible as the 

streamer did not give off enough light that could be recorded  

Fig. 1. The layout for the experimental procedure: (a) – HVDC control unit, (b) – HVDC generator, (c) – High voltage needle electrode, (d) – Grounded plane 

electrode, (e) – High voltage measurement system, (f) – Oscilloscope, (g) – High speed camera (h) – Computer 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

by the camera. This also occurred when the electrode distance 

was set to 5 cm as the initiation of the streamer from the anode 

tip could not be seen but streamers that crossed the gap and 

emitted enough light was able to be recorded by the camera 

as seen in Fig 3. 

Referring to Figs 3, 4, and 5, the anode and cathode are 

represented by (a) and (b) respectively in these figures. Fig 3 

represents the frames that could be captured for a 5 cm gap 

length. A voltage of 30.94 kV was applied to the anode. The 

streamer had already crossed the gap and breakdown 

occurred in frame (3).                                                                                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4 represents frames that depict the initiation and 

propagation of a streamer for a 10 cm gap length. The voltage 

applied to the anode was 55.03 kV. It is seen in frame (3) that 

the stem of the streamer had elongated when compared to Fig 

3. It was also observed that the streamer bent its path when it 

approached the cathode. Frame (4) depicts the electrical 

breakdown of the air gap.  

 

 

 

 

 

Fig. 2. The initiation and propagation of a cathode directed streamer for a gap length of 12 cm when a voltage of 58.74 kV was applied to the anode. Note 

that a single streamer occurred. (1) – The initiation of the streamer is seen. (2) – The extension of streamer. (3) – A further extension of the streamer from the 
anode. (4) – The streamer has extended halfway across the gap. (5) – The primary streamer has progressed and completely crossed the gap. (6) – Electrical 

breakdown of the gap had occurred as a bright light had been emitted. A branch from the streamer is seen. 

Fig. 3. The propagation of the streamer for a gap length of 5 cm. (1) – The streamer has propagated from the anode towards the cathode. (2) – The streamer 

has extended further towards the cathode. (3) – Electrical breakdown of the air gap.   

Fig. 4. The propagation of the streamer for a gap length of 10 cm (1) – The initiation of the streamer is seen. (2) – The extension of streamer from the anode. 

(3) – The primary streamer has progressed and completely crossed the gap. (4) – Electrical breakdown of the gap has occurred as a bright light has been 

emitted. 



 

 

 

 

 

 

 

 

 

 

 

 

 

Referring to Fig 2, the streamer initiation and progression of 

it for a 12 cm gap length can be seen. When comparing Fig 2 

to Fig 3 and 4, it is seen that as the gap length increased there 

was an increase in the elongation of the stem. A single branch 

also appeared at point (h) in the sixth frame of Fig 2 and these 

branches were not present for the smaller gaps.  

 

Fig 5 represents the propagation of the streamer and the 

electrical breakdown of an air gap that has a length of 15 cm. 

The voltage that was applied to the anode was 88.95 kV.  

Apart from the increase in the elongation of the stem when 

the gap length increased, it was also observed that the number 

of branches that were present had also increased. These 

branches are seen at points (c) and (d) in frame (2) as well as 

in points (e) and (f) in frame (3). 

 

The secondary streamer mechanism was the breakdown 

mechanism that was present for all the discharges that 

occurred in the experiment as seen in [7]. The primary 

streamer crossing the gap is seen in Figs 2, 3, 4, and 5. 

 

For all the gap lengths investigated, it was seen that single 

streamers occurred, and this is due to the quasiuniform 

electric field that was created by the needle-plane electrode 

configuration. This type of electric field results in narrower 

and direct streamer structures being formed  [6, 9]. This type 

of streamer was expected as indicated by the results obtained 

by Tarasenko et al. [6]. It was seen that as the gap length 

increased there was a resulting increase in the length of the 

stem.   

 

Branches appeared for gap lengths that were equal to or 

greater than 12 cm in length with the number of branches 

increasing as the gap length increased. The appearance of 

branches in longer air gaps was expected as seen in the results 

obtained by Zhao et al. [10]. When analysing the high-speed 

photographs of air gaps greater than 10 cm, it was observed 

that streamers would occasionally take a bent path when 

propagating towards the cathode. 

C. The Influence of Pressure on Streamers 

Fig 6 below displays the initiation of a cathode directed 

streamer from the anode when the atmospheric pressure was 

994.0 hPa. The distance between the electrodes in the frame 

 

 

 

 

 

 

 

 

 

 

 

 

 

below was 15 cm. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Points (a) and (f) in Fig 6 represent the tip of the anode and 

cathode respectively. A voltage of 77.50 kV is applied to the 

anode. Referring to points (b), (c), (d) and (e) in the frame, it 

is seen that a branching structure is observed at the anode tip. 

It was observed by Pancheshnyi et al. [11], that the branching 

of streamers at the anode tip was only observed at pressures 

greater than 906.59 hPa (680 torr). This was also observed in  

Fig 6, as branching occurred at the streamer tip at a pressure 

that was greater than 906.59 hPa. 

 

D. The Bent Path a Cathode Directed Streamer Takes 

It was observed that streamers would take a bent path when 

propagating towards the cathode for electrode distances 

greater or equal to 10 cm. This is seen in Fig 7 below where 

the electrodes are separated by 15 cm. The high-speed video 

camera recorded the frame in Fig 7 at a rate of 140 000 frames 

per second with an exposure time of 6.6 ms.   

 

The bent path a positive streamer takes, when propagating, 

could be a result of the electron density being increased non 

Fig. 6. The initiation of a streamer from the anode when the atmospheric 

pressure was 994.0 hPa in the laboratory. A voltage of 77.50 kV is applied to 

the anode and the resulting branches is seen at the anode tip. 

Fig. 5. The initiation and the propagation of a streamer for a gap length of 15 cm. (1) – The extension of the streamer from the anode is seen. (2) – A further 

extension of the streamer as well as branches is seen from the streamer. (3) – The primary streamer has crossed the gap as well as multiple branches is seen. 
(4) – An increase in the amount of light emitted by the streamer and the presence of a single branch near the cathode. (5) Electrical breakdown of the gap has 

occurred as a bright light has been emitted. 



simultaneously with different rates in different regions of the 

discharge volume when it is formed. As a result of this, an 

electron density gradient at the ionization wavefront is 

created. This causes the direction of the electric field 

component to be different from the background electric field 

resulting in the positive streamer bending when propagating 

towards the streamer [12].  

 

 

Streamers choose to follow paths that have increased levels 

of electron density when propagating but they are also  

unable to propagate through regions that consist of very high 

amounts of space charge [12]. It is seen in Fig 8 at point (b) 

that the streamer is bending its path when approaching the 

cathode at point (d).  This could be a result of excess space 

charge being present at point (c).   

This was apparent in an investigation performed by West [13], 

as the experiment consisted of applying an impulse voltage 

(1.2/50 ms) to a Rogowski profile spark gap. A laser beam that 

entered the spark gap at 90° was included in the experiment 

which supplied space charge at a specific point in the gap.  It 

was observed that the HV arc produced bent around the laser-

induced plasma when approaching the cathode. 

E. The Analysis of the Electric Field of a Streamer that 

takes a Bent Path 

Fig 9 represents the results obtained from a FEMM 

simulation showing the electric field distribution of an air 

gap. A high voltage was applied to the needle electrode and 

excess space charge was present in the form of spheres in the 

air gap. The cathode was grounded in the simulation. 

 

As seen in Fig 9, the application of a voltage that is near the 

breakdown magnitude results in the positive ions that are left 

behind by previous streamer discharges to be distributed [14]. 

This is found at points where there are positive space charge 

spheres present in the figure. It is seen from the FEMM model 

created that the electric field around the positive space charge 

sphere is much higher when compared to the magnitude of 

the electric field that is present at the tip of the anode. 

Electrons that are present in the gap attach to these positive 

space charge spheres. Thus, resulting in the positively 

charged spheres becoming negatively charged.   

 

If there is an initial electron and a high electric field region 

present near the anode, then a streamer would be initiated, 

and it would begin to propagate. As seen in the figure, the 

streamer takes a path that goes around the now negatively 

charged sphere as it is not able to propagate through regions 

that have a high concentration of electrons. The streamer is 

then obligated to propagate through areas that consist of an 

electric field that is strong enough to continue the collisional 

ionization and attachment processes. Therefore, it was seen 

that the presence of space charge influences the path a 

streamer takes when propagating by bending around it [15].  

 

IV. CONCLUSION 

It is essential that research is conducted on electrical 

insulation that is used in high voltage apparatus and power 

equipment to ensure the continuity and reliability of the 

electrical network. Investigating streamer development in air 

is important as it determines the breakdown characteristics of 

multiple electrode arrangements. High speed photography 

was implemented to investigate the streamer breakdown of 

air gaps that were less than 15 cm using HVDC in this paper. 

The results were used to elaborate on the initiation and 

propagation of a cathode directed streamer and explain the 

influence gap length and atmospheric pressure has on the 

appearance of streamers.   It was seen that secondary streamer 

mechanism was present for all the gap lengths investigated 

and it was noted that single streamers occurred throughout the 

investigations. It was also seen that as the gap length 

increased there was a resulting increase in the length of the 

stem and streamers would take a bent path for gap lengths 

that were greater than 10 cm. The bent path taken by the 

streamers when propagating could be a result of the electron 

density being increased non simultaneously with different 

rates in different regions of the discharge volume when it is 

formed or the streamer not being able to propagate through 

regions that consist of very high amounts of space charge. It 

was also observed that the branching of streamers at the 

anode tip occurred at pressures greater than 994.0 hPa. 
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Fig. 7. The bent path a streamer takes for a gap length of 15 cm when 

approaching the cathode. 

Fig. 8. The bent path a streamer takes when approaching the cathode for a 15 

cm gap length. The location of an increased region of space charge is 

assumed in the frame. 
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Fig. 9. A FEMM model showing the electric field distribution in an air gap when there is a presence of excess space charge in the form of spheres. The path 

a streamer may take because of space charge being present in the air gap is seen. 
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Abstract—A high-voltage and medium-voltage cable 

distribution network is an extensive section of the distribution 

route. The electrical cable system remains the most important 

channel or brain connection that allow all other dynamic section 

to function. Since the electrical cables system is entrenched often 

it is challenging and costly to install new ones. When the cable 

ages, a degradation of the electrical and mechanical properties 

of the insulating material occurs triggering irreversible changes 

in the chemical construction and hence reducing the service life 

of the cable. When the conductor operating temperature 

increases, there is a subsequent speeding up of the XLPE aging 

process, and consequently a reduction in the life of the cable. 

The key objective of this paper is to present a model for 

determining the thermal aging of XLPE HV cables. In addition, 

this paper examines the thermal aging of high voltage XLPE 

cable for HV distribution network, using consistent load. Based 

on the cable properties such as the insulation temperature, 

thermal aging is determined using the Thermal Aging model 

and Arrhenius law. In this work, the model is developed based 

on this premise to predict the lifetime of a 132kV, single core, 

1000mm2 Cross-linked polyethene (XLPE) cable. This paper 

specifically implements the lifetime model of a high-voltage 

cable using thermal aging.  The results show that when an XLPE 

cable is operated at a lower temperature of 70°C is likely to 

survive many years (+50 years) in service, than when it is 

operating at a normal cable operating temperature of 90°C. 

Keywords— cross-linked polyethene cable (XLPE), thermal 

aging, lifetime, degradation 

I. INTRODUCTION  

High voltage and medium voltage cables are as 
unreceptive electrical apparatuses, nonetheless, not all is far 
from the truth. In the initiation phase, voltage and current flow 
through the electrical cable system over a range of frequencies 
[1]. Because of the essential boundaries of cable properties 
such as conductor and insulation, other influences such as 
temperature, capacitance and impedance all form undesirable 
challenges, which must all take into account and constructed 
out nor be possibly lessened as far as feasible. Electrical 
apparatus that are connected can also contribute to 
unfavourable effects in electrical cable systems but then again 
the most crucial battle be it characteristic or persuaded is how 
conductor resistance impacts current flow as heat is produced 
through this.  In addition, speedy degradation can be caused 
by voids and poor workmanship, and high temperature in the 
existence of air is the key adversary of entirely polymer 
insulation but light, some alkaline, acids and gases can speed 
up degradation [2]. Degradation due to heat comes in the form 
of a molecule that has deteriorated activated by a lengthy 

chain of molecules breaking and countering with each other to 
bring changes to the cable properties. These variations 
characteristically comprise minimized flexibility, cracking, 
changes in colour and abridged elongation. Many cables 
insulation consists of stabilizers which are used to sluggish the 
course by mopping up free radicals, then again the 
acknowledged standard internationally to investigate aging 
performance for medium voltage cable insulations is well-
defined by IEC60216 which forms part of accelerated heat 
aging on cables sample. For example, comparing the un-aged 
cable sample elongation at break performance against aged 
cable samples, formulating the outcomes on an Arrhenius plot 
and inferring to predict lengthy life performance. 

In this work, a model is developed to predict the lifetime 
of the newly manufactured high-voltage XLPE cable, which 
will furnish insight to the customer on the planned lifespan of 
the operational service. It was found that at a cable operating 
temperature, the cable will likely survive up to 40 years in 
service, as high temperatures play a crucial role in degrading 
the cable insulation.    

II. CROSS-LINKED POLYETHYLENE CABLE (XLPE) AND 

THERMAL AGING  

The useful life of a cable system is mainly determined by 
the rate of deterioration of both mechanical and electrical 
properties of its XLPE insulating components through thermal 
ageing [3]. An increase in the conductor's continuous 
operating temperature will accelerate ageing and reduce the 
expected life. In general, cross-linked polyethene cable 
(XLPE) cable is rated at 90 °C and the expected returns from 
the insulation life are around 40 years [4]. Nevertheless, by 
reducing the conductor temperature to 70°C the life of a cross-
linked polyethene cable (XLPE) cable can increase to more 
than 40 years. 

• Polyvinyl chloride material (PVC) = 70°C 

• Cross-linked polyethene cable (XLPE) = 90°C 

• Propylene rubber (EPR) = 90°C 

A. Cable Failure Mechanisms 

Cable aging is likely to focus on the sites of inadequacies, 
such as contaminants, protrusions, voids, and roughness of 
semi-conducting screen, all of which, in the presence of water, 
might make it possible for the growth of creations known as 
water trees. These inadequacies invariably form regions of 
high electric stress, which accelerate contained aging. Such 
regions ultimately become the sites of electrical trees 



 

producing partial discharge, which, in the end, lead to a 
complete dielectric failure. Even though water treeing may 
primarily assist the beginning of electrical trees, at the later 
stage they might delay the growth [5]. Once the location of 
inadequacies with electrical trees has been noticed, situated 
and detached, the remaining length of cable develops much 
more reliable and significantly less prone to an upcoming 
service outage.   

As a result, a failure can occur due to hyperthermia, 
without damaging the specimen, and for these reasons the 
predictive value is developed as per the criteria, as such, this 
must be taken into consideration that the material is then 
projected to reach its life span. With an increase in 
temperature, the level of deterioration grows quickly, which 
results in a speeding up of the chemical reactions taking place 
in cable materials, as a result, it is essential to minimize the 
temperature to safeguard the lengthy life of electrical systems 
[6]. Since the heat behaviour of materials, is substantially 
vicissitudes from one-cable material to another, there is a 
classification as per the high temperature they can withstand 
for a sensibly extensive period. 

  Polyvinylchloride (PVC) and polyethene (PE) are the 
main cable material that is utilized in the cable manufacturing 
industry. They offer conductors and sheaths for more than 
thousands of different types of conductors and cable material. 
In South Africa, for example, PVC makes up 55% of the 
market; polyethene 39% and several other resins include the 
remaining, 6%. In some other countries, however, polyethene 
and its copolymers are the main resin, followed by PVC, 
nylons, fluoropolymers and others [7]. Different types of 
polyethene are used in the cable industry such as cross-
linkable polyethene (XLPE) and high density etc. Fig. 1 shows 
the summary of the process flow for predictive cable life based 
on the individual failure model. 

 

Fig. 1. Predictive cable life based on individual failure model.  

The general prediction of the thermal life aging of XLPE 
cable under thermal conditions can be expressed as follows in 
Equation (1).  

                   ��(�) = �(�	

 ���)

                              (1) 

Where, 

� − Time in hours  

� − Absolute temperature K (273 + 0C)  

� − Constant 14500 for XLPE  

�� − Constant of -27.19 for XLPE  

B. Temperature influence on the aging of XLPE cable 

The Arrhenius model of dielectric aging state that the 
impact of high-temperature rise is to accelerate the rate of 
degradation of a cables XLPE cable insulation in such a way 
that the logarithm of time to end is inversely proportional to 
the absolute temperature (T) [9]. This equation can be 
expressed as follows in Equation (2).  

�(�) = ��(����) ; �� = �
��

− �
�         (2) 

Where, 

�(�) − Expected Life at Subjected Temperature (T) 

� − Design Life  

� − Constant for XLPE  

�� − Ambient temperature  

� − Specified temperature 

C. Electric Field Stress around the conductor core Screen 

and Insulation 

The calculation of electric field stress at the surface of the 
conductor core/screen, as per the IEC guideline is generally 
designed to be less than 8 kV/mm and can be expressed as 
follows in Equation (3). 

                                     � = �
( ×"#�$

%�)
                                  (3) 

Where, 

& − Applied voltage 

' − Conductor/conductor Screen external radius  

( − Insulation external radius  

 
The electric field stress at the surface of the insulation core 

of the cable is calculated using equation (4) below, and as per 
IEC standards, it is designed to be less than 4 kV/mm [10].  

                                   � = �
()×"#�$

%�)
                                   (4) 

III. LIFETIME VALUATION OF XLPE CABLE FOR 

THERMAL AGING  

In this section, the results for predicting the lifetime of an 
XLPE cable using thermal aging have been presented. It is 
crucial during the design stage to understand the ageing 
features of insulations when choosing cables for use in 
systems where long life is required. Table I shows the cable 
ratings that are designed to ensure the long lifetime of the 
cable.  

TABLE I. CABLE RATING    

Description Ratings  

Cable Design Temperature 90 °C 

Cable Project Temperature 72 °C 

Cable Rated Voltage 132 kV 

Cable Maximum Voltage 145 kV 

 

The dimensions and voltages of the cable are recorded in 
Table II. The latter assist in understanding the construction of 
the cable as a whole and gives insight when developing a 
fitting model. 

  



 

TABLE II. CABLE PARAMETERS 

Cable parameters Values 

Outer Radius of the XLPE Insulation Screen (Rio) 36.8mm 

Outer Radius of the XLPE Insulation (Rio) 35.8mm 

Outer Diameter of Core Screen (Rii) 17.8mm 

The thickness of XLPE Insulation (ti) 18.01mm 

Operating Temperature of the Cable (Tm) 90°C 

Phase Voltage (Vph) 76.2kV 

Peak Voltage of (Vp-ph) 108kV 

Nominal Line Voltage (VL) 132kV 

Phase Voltage (Vph) 83.7kV 

Phase Voltage (Vph) 118.4kV 

Maximum Line Voltage (VML) 145kV 

 

These parameters are attained by considering a cable 
sample in which the corresponding electrical parameters and 
dimensions are measured as illustrated above.  

A. Thermal Life Aging – a predictive model  

When the cable insulation, specifically materials that are 
organic, are exposed to 76oC raised temperatures they are 
subject to weakening. Weakening forms variations in the 
bodily properties of cable materials so that they turn out to be 
incapable to meet their functions after a certain time, this 
means failure. 

The thermal characteristics of XLPE as defined by the 
Institution of Electrical Engineers (IEE) and highlighted in 
"Commentary on IEE Wiring Regulations 16th Edition and 
BS 7671:2001," published in 2002 (ISBN 085 296 237 1). The 
discussion around the predictive life of XLPE (PRC) until the 
deterioration phase at 90 °C operating temperature; for 
insulated electric cables, the estimated predictive life is 40 
years (Permanent rating = load/temperature maintained for 24 
hours per day). The general equation was used to calcite 
thermal aging. In TABLE III, the thermal aging results for the 
sample cable considered in TABLE I and TABLE II are 
presented.  

TABLE III. RESULTS OF THERMAL AGING 

Description Parameters 

Time in Hours to Failure of the Cable due to thermal 

Aging at Maximum Design Temperature (t) 

346 245.5835 

hrs 

Time in Hours to Failure of the Cable due to thermal 

Aging at Specified Temperature (t) 

2 782 848.238 

hrs 

Maximum Design Temperature (Tk) 90oC 

Specified Project Temperature (Tk) 70oC 

Constant for XLPE (A) 14 500 

Constant for XLPE (A 1) -27.19 

IEEE Expected Thermal Age of the Cable in Years 
(Design Life) - At Maximum Design Temperature (tE) 

40 years 

IEEE Expected Thermal Age of the Cable in Years 

(Design Life) - At Specified Project Temperature (tE) 

318 years 

 

These results constitute proof that the level of increase in 
the design life of cross-linked polyethene is inversely 
proportional to the temperature. When there is a decrease in 
5°C, the level of an upsurge in the period maximised nearly 
double. Scientifically, such a level has an adverse exponential 
factor yielding from the exponential association of the 
theoretical Arrhenius equation. However, from a practical 
viewpoint, it can be viewed by the presence of everlasting 
variations in the molecules assembly of the cable insulation 
properties that directed to chemical reactions of cross-linking 
between chains, hydrolysis and oxidation that eventually 
results in a degradation of electrical properties and mechanical 
materials. As stated above, it is well understood that there are 

certain factors such as temperature, radiation and the presence 
of water vapour, which play a crucial role in the accelerated 
ageing of the electrical system. An investigation of the XLPE 
predictive model under thermal ageing showed that an 
increase in the ageing temperature of XLPE results in 
accelerated chemical reactions and therefore increases the 
material thermal degradation. Which then results in an 
eminent decrease in its mechanical properties and henceforth 
a decrease in its life span. 

The studied cable aging results due to electric stress and 
temperature using Equation (2) are tabulated in Table IV.  

 

TABLE IV. ELECTRIC STRESS & TEMPERATURE AT NOMINAL 

SYSTEM VOLTAGE 

Description Aging States 

B 12 430 K 

T0 90oC  

T - Maximum Design Temperature 90oC 

T - Specified Temperature 70oC  

(cT)1 0 

(cT)2 -0.00014373 

L - Maximum Design Temperature 40 years 

L - Specified Project Temperature 239 years 

 
The results of the electric field stress at the surface of the 

insulation core of the cable are tabulated in TABLE V. 

TABLE V. ELECTRIC FIELD STRESS 

Cable properties Voltage/mm 

Reference Electrical Stress Voltage at the 
Conductor Screen as per IEC Specification 

8kV/mm 

Reference Electrical Stress Voltage at the 

Insulation/Core Screen as per IEC Specification 

4kV/mm 

Design Electrical Stress Voltage at the Surface of 
the Conductor Screen (Emax) at U0 

6.1kV/mm 

Design Electrical Stress Voltage at the Surface of 

the Insulation/Core Screen (Emin) at U0 

3kV/mm 

Electrical Stress Voltage at the Surface of the 
Conductor Screen (Emax) at Um 

6.7kV/mm 

IV. CONCLUSION 

A profound study of the mathematical model was 
deliberated, and the lifetime model was used as a predictive 
model for XLPE power cables. A sample of 132kV, single 
core, 1000mm2 power cable was used to calculate its life span 
in the industry, and a number factor was taken into account 
throughout the calculations:  

• Firstly, a mathematical model that takes into account the 
cable properties and its dimensions 

• An anticipated predictive model of power cables centred 
on real physical sensations as stated by the above models 

• The capability of the model to predict the number of years 
the customer must expect the cable life span due to 
environmental conditions such as temperature 

• The established predictive model assessment can offer 
valuable competence in prognostics and proper guidance 
in choosing the correct parameter during the design stage 
of the cable. 
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Abstract—In this paper, the testing and investigation of the 

mesh layer on composite materials as well as the effectiveness 

of the coating made using the cold spray process for the 

purpose of aircraft lightning protection are conducted. The 

results from the coated composite material samples are 

compared to those without coating. The investigation is 

carried out by quantifying the damage on the composite 

material radially when struck by lightning and comparing the 

temperature profiles of the materials. The 8/20 generator is 

used to generate the lightning current impulse. The results are 

summarized as follows: for an increase in the current, there is 

a significant increase in the damage on the composite material 

for both coated and uncoated samples. For an increase in 

current, there is a slight increase in the maximum measured 

temperature for both samples. Furthermore, the temperature 

profile of coated samples showed slightly higher temperature 

when compared to the uncoated samples. Overall, the coated 

samples have less radial damage for the same lightning 

currents when compared to samples which were not coated. 

This confirms that the cold spray coating process can indeed 

be used for protection, restoration and possibly 

manufacturing of aircraft composite materials. 

Keywords—Composite Material, Lightning, Copper Mesh, Cold 

Spray, Coating 

I. INTRODUCTION  

Lightning strikes on commercial airplanes are common 

with a likelihood of occurring more than once for every 

3000 flight hours every year [1]. This necessitates the 

development of lightning protection for aircraft. Before the 

development of composite materials which started in the 

1960s [2], lightning protection was not a major concern 

since copper and aluminium metals were used to shield the 

aircraft and with their high conductivity, they provided 

good protection [7]. However, with the introduction of 

composite materials for aircraft bodies, the problem of 

lightning protection was born because the composite 

materials have less conductivity. Lightning protection in 

composite materials for aircraft bodies is provided by a 

copper mesh layer within the composite materials. 

Composite materials are chosen for aircraft manufacture 

for their great properties which include corrosion 

resistance, strength and lightweight [4-5]. There are three 

widely commercially used composite material 

reinforcements namely: carbon fibre, fibreglass and amid 

fibre [6]. The carbon fibre reinforced composite material is 

the commonly used and it is the one under investigation in 

this paper. Lightning attaches to an airplane at one spot and 

exits from another [7], these are called the entry or in points 

and the exit or out points in this paper. 

The aim of this paper is twofold. Firstly, it is to present the 

testing and investigation of the mesh layer on composite 

materials for aircraft lightning protection. Secondly, it is to 

investigate the effectiveness of the coating made using the 

cold spray process for lightning protection. The lightning 

damage results from composite material samples with 

coating are compared to those of samples without coating.  

The composite material under test has a copper-based mesh 

layer. The purpose of the mesh layer is to provide a 

conductive path for the lightning current to spread reducing 

the current density per unit area which in turn reduces the 

damage [8]. 

The structure of this paper is as follows: section II  outlines 
the literature review, section III focuses on the background, 
section IV outlines the methodology, section V presents the 
results and related discussions, section VI outlines the safety 
measures taken to ensure the experiment is ran successfully, 
section VII presents the recommendations and lastly section 
VIII concludes the findings of this paper. 

II. LITERATURE REVIEW 

Lightning tests are passed or failed depending on whether 

the damage compromises safety. The lightning institute 

was established in 1946 where studies centred on lightning 

and relevant protection methods were discussed [9]. A 

lightning experimental study conducted by Firaboli et al. 

revealed that the mesh layer provides good lightning 

protection when laid on the surface of composite laminates 

[10]. A study done by Rajesh et al. on damage response of 

carbon fiber-reinforced panels coated with conducting 

material showed that metallic coating performed better at 

lightning protection compared to coating consisting of 

different materials [11]. Composite materials have poor 
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conductivity implying that they have low lightning 

protection capabilities on their own hence they are coupled 

with an aluminium or copper mesh layer which is highly 

conductive [12]. Temperature generated during a lightning 

strike plays a significant role in mechanical and chemical 

damages. The high temperatures are commonly due to high 

resistivity of the material and these high temperatures can 

be mitigated by improving the conductivity of the material 

[9-13]. The matrix resin on the composite material acts as 

an insulator which leads to resistive heating during a 

lightning strike resulting in a tremendous rise in 

temperature which causes fiber damage and resin pyrolysis 

[13]. In a case where the composite material has been 

damaged the cold spray process can be used for restoration 

of the mesh [14]. 

From the literature review it is evident that the conductivity 

of the composite material, coating and the temperature 

during a lightning strike play a significant role in the 

amount of observed damage. In this paper some of the 

studies above have been used as a reference point for some 

aspects of the presented work below. 

III. BACKGROUND 

A. Apparatus 

• 8/20 impulse generator setup 

• Oscilloscope 

• Multi-meter 

• Testo thermal camera 

• Laptop 

B. Assumptions 

• The composite material samples given are 

assumed to be identical i.e., the samples have the 

same type of material, copper mesh, resistance per 

unit area and geometric dimensions. 

• The coated samples were coated with the same 

parameters i.e., the pressure, temperature and 

number of coating layers. Any minor difference in 

these parameters is taken to not have a significant 

effect on the results.  

C. Constraints 

• The allowed charging voltage is 20 kV for the 

provided 8/20 generator. This limit in charging 

voltage limits the lightning current. The maximum 

measured current was 24.3 kA for the coated 

sample at 20.1 kV charging voltage. 

• Unavailability of the copper cold spray powder in 

large quantities. The available copper powders are 

the C5003 and C0075. The C0075 is tailored for 

the cold spray process with applications in copper-

based component repair [3]. The C5003 is tailored 

for cold spray applications that require high 

electrical conductivity, an antimicrobial surface 

and thermal management [16]. 

• Ten identical composite material samples. 

Comparing different composite materials cannot 

be done for this investigation since all the samples 

available are identical. 

IV. METHODOLOGY 

A. Laboratory experiment 

The experiment is performed using the 8/20 generator. The 

generator can be operated in current or combination mode. 

For this experiment it is operated in current mode. The 

equivalent circuit diagram is depicted in Figure 1 below. 

 

Figure 1: 8/20 generator current mode circuit. 

The 8/20 impulse generator above is used to imitate 

lightning currents with a rise time of 8𝜇𝑠 and a fall time of 

20 𝜇𝑠.The generator parameters are:  𝐶1 = 30 μf, 𝑅𝑤 =
0.367Ω 𝑎𝑛𝑑 𝐿𝑤 = 1.56 μH. The maximum peak current 

measured using this generator is 24.3 kA. The setup is 

readily available to use at the High Voltage Lab at the 

University of the Witwatersrand. 

B. Resistance of a 3D conductor 

For simplicity, the copper mesh layer is modelled as a sheet 

to understand its resistive properties. This copper mesh 

layer makes the airplane to be a faraday cage. A faraday 

cage is a conductive metal container that blocks electric 

fields [14]. 

 

Figure 2: Copper mesh layer layout with diagrams where (a) shows the 
labelling of the 3D mesh for cross section area A and length L and (b) 

shows the labelling of a 3D mesh with thickness t, width W and length L 

[15]. 

𝑅 = 𝜌
𝐿

𝐴
                                         (1) 
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𝐿

𝑊𝑡
                                       (2)                 
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𝜌

𝑡

𝐿

𝐴
                                          (3) 

 𝑅 = 𝑅𝑠
𝐿

𝑊
                                          (4) 

Where 𝜌 is the resistivity of the copper conductor used, 𝜎 

is the conductivity, 𝑡 is the thickness of the sheet, 𝑊 is the 

width of the sheet and 𝐿 is the length of the sheet.  

The thickness of the sheet layer is constant since all 

samples used are identical. The length and the width are 

kept constant for all samples by ensuring that the distance 

(a)                      (b)                       
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between the lightning entry and exit points is the same for 

all samples being tested. The distance between all points is 

17cm. This ensures that the variations in resistance are very 

small such that a good relationship between current and 

radial damage can be derived. The entry and exit points are 

drilled on the sample and current is forced to enter at one 

end and exit on the other end. 

C. Lightning strike procedure 

The sample being tested is placed in the space named test 

device on Figure 1. It is connected to the test gap using 

conductors which are connected to the to the 8/20 

generator. The charging voltage is observed live on the 

multi-meter, and it is stepped up with steps of 

approximately 2 kV from 6.3 kV till 20.1 kV for both 

coated and uncoated samples. This ensures that current, 𝑖 , 
is proportional to the charging voltage, 𝑉, by Ohm’s law 

described by (5) below. 

     𝑖 =
𝑉

𝑅
                                                            (5) 

The peak value of the lightning current is measured using 

the oscilloscope. For a 2 kV increase in charging voltage an 

increase of 2 kA with minor variations is observed for the 

uncoated samples and this attributed to (5) since the 

resistance is kept constant. For the coated samples, a 2 kV 

increase in charging voltage results in a current increase 

that is far greater than 2 kA. 

D. Measurements 

The three measurements taken after every lightning strike 

are listed below. 

Current 

The charging voltage is increased in steps of about 2 kV as 

described on section (IV)(C). This in turn increases the 

current as described by (5) where the resistance is kept 

constant, and the voltage is the only varying parameter. The 

peak value of the current magnitude across the sample is 

measured and obtained using the oscilloscope. Before 

every strike, the oscilloscope is made ready to measure the 

peak value of the current, the rising and falling time. 

 

Radial damage 

 

The samples are closely inspected after the lightning strike 

and the furthest point of damage from the centre of the 

drilled hole is marked. Using a ruler, the distance from that 

point to the centre is measured and it is recorded as the 

radial damage in cm. This process is done for all samples. 

 Thermal measurements 

The testo thermal camera is used to take thermal images of 

the samples. The first thermal image taken is the entry point 

one, followed by the exit point and lastly, the picture of the 

whole sample showing the entry and exit points of the 

lightning current. The camera allows visualization of the 

different temperatures across the sample. Using a timer, the 

images are taken in less than 5 seconds between successive 

measurements. The thermal camera is placed 15 cm above 

the entry and exit point on top of a ruler when taking the 

thermal images. The image showing the entry and exit 

points is taken at about 30 cm above the surface of the 

sample. Taking images from a controlled distance ensured 

that the resolution of the images across the samples is the 

same, hence different samples can be fairly compared. 

 

V. RESULTS AND DISCUSSIONS 

A. Conductance of the composite material 

Figure 3 below presents the plot of charging voltage and 

the lightning current measured on the coated and uncoated 

samples.  

 

Figure 3: Charging voltage vs lightning current. 

The R-squared values (which are 1.000 when rounded-off 

to 3 decimal places) indicate a high linear correlation 

between the charging voltage and the current. The gradient 

of a straight-line, m, can be obtained using (6) which is 

equal to 1 divided by the resistance of the material. The 

strong correlation and the fit of the linear regression 

validate the proposed methodology in section (IV)(B). 

𝑚 =
∆𝑦

∆𝑥
=

∆𝑖

∆𝑉
=

1

𝑅
                                (6)     

𝑅 =
1

𝑚
                                                 (7) 

       𝑅𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 =
1

𝑚𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑
Ω =

1

0.9424
= 1.061Ω             (8) 

       𝑅𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 =
1

𝑚𝑐𝑜𝑎𝑡𝑒𝑑
Ω =

1

1.1069
= 0.903Ω                (9) 

                                   𝑅 ∝
1

𝜎
                                                    (10)                     

The resistance values are obtained using (7)(8) and (9). The 

resistance for the uncoated sample is  𝑅𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 = 1.061 Ω 

and the resistance of the coated sample is 𝑅𝑐𝑜𝑎𝑡𝑒𝑑 = 0.903 Ω. 

Equations (1) and (10) suggests that resistance is inversely 

proportional to conductivity. With all geometric parameters 

kept constant, 𝑅𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 > 𝑅𝑐𝑜𝑎𝑡𝑒𝑑.This implies that the 

conductivity of the coated material is higher than that of the 

uncoated material. These results suggest that the coating of 

the composite material introduced a more conductive layer 

compared to the conductivity of the composite material 

with no coating. 

B. Radial Damage Analysis 

The results presented in Figure 4 and Figure 5 show the 

lightning current vs radial damage for the sample without 
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coating and the one with coating, respectively. For both 

coated and uncoated samples it is observed that an increase 

in current is accompanied by an increase in radial damage. 

Furthermore, it is observed that for low currents the exit or 

ground point experiences more damage compared to the 

point of strike. As the current becomes higher there is a 

switch i.e., the point of strike experiences more radial 

damage compared to the exit point. 

 

Figure 4: Current vs radial damage on uncoated material 

 

Figure 5: Current vs radial damage on coated material 

 

Figure 6: Charging voltage vs radial damage on coated and uncoated 

material. 

 

Figure 7: Fitted lightning current vs radial damage on uncoated and coated 

material. 

 

Figure 8:(a) Before lightning strike and (b) after lightning strike 

 

From Figures 4 and 5, it is observed that the coated and 

uncoated samples show the same current and radial damage 

trend. The coated samples have another layer of 

conductivity. The coating changes the conductivity and 

hence the resistance where it is applied as observed in 

section (V)(A). For the same charging voltage, different 

current values are measured for the coated and uncoated 

samples. The change in current measurements for the same 

charging voltage implies there is a change in resistance 

when coating is applied to the materials.  

The comparison of the radial damage for the coated and 

uncoated samples is done with the focus on the point of the 

lightning strike (In). A similar analysis was done for the 

ground point (Out) and the same conclusion was reached. 

The entry points (In) on Figures 4 and 5 should be plotted 

on the same axis in order to compare the radial damage. 

Although the points appear like they can be combined on 

one axis, it must be noted that the currents are not the same 

for the same charging voltages on Figures 4 and 5 because 

the coated and uncoated samples have difference resistance 

(see section (V)(A)). Figure 6 is adopted to plot the damage 

on entry points for the coated and uncoated samples vs the 

charging voltage since it was kept the same for both 

samples. The results presented on Figure 6 seem to imply 

that the coated samples experienced more radial damage for 

the same charging voltage. While this might appear like a 

compelling and accurate conclusion, it should be rigorously 

evaluated since it is in contradiction with the presented 

literature. For lightning tests, it is the current which plays a 

significant role in causing damage rather than the voltage. 

Therefore, the conclusion presented by Figure 6 where the 

damage is compared to the charging voltage is not final. 

As seen in Figures 4 and 5, the data is fitted to a linear 

regression model. The blue lines on both figures fit the data 

for the entry (In) points. The obtained R-squared values for 

the coated and uncoated samples are 0.9704 and 0.9759 

respectively. The logarithmic, exponential and moving 

average trends were fitted to the data and gave less R-

squared values compared to the ones obtained from the 

linear regression estimate, and therefore a linear model was 

chosen. The obtained R-squared values indicate a strong 

correlation hence the linear model is acceptable for 

modelling the distribution of these points. 

Using the trendline equations for the entry points (In) from 

Figures 4 and 5, Figure 7 is generated. The equations are 

used to estimate the radial damage at every instant for the 

same current value for the coated and uncoated sample. The 

results on Figure 7 indicated that for the same current 

values the coated samples incur less damage compared to 

(a)                                            (b)                       



 

5 

 

the uncoated sample. This is expected since we have 

already deduced from section (V)(A) that the coating is 

highly conductive when compared to an uncoated sample. 

This new finding from Figure 7 is acceptable since it 

corroborates the presented literature.  Figures 8 (a) and (b) 

show a sample before and after the lightning strike. It is 

evident that the copper layer is destroyed and worn away. 

As seen this damage does not go in depth on the composite 

material. The internals of the airplanes will be safe. 

C. Thermal Profile of samples 

This section presents the analysis of the temperature 

profiles for the coated and uncoated samples which are 

exposed to currents of 19.4 kA and 19.2 kA respectively. 

Figures 9 and 10 both have two peaks labelled entry and 

exit point which are 17 cm apart. 

 

Figure 9: Temperature profile of uncoated sample 

 

Figure 10: Temperature profile of coated sample 

 

Figure 11: Thermal picture of a composite sample. 

Lightning strikes transmit high currents in a short time 

period which is accompanied by severe heating which 

causes evaporation of the composite layer [9]. The two 

peaks on both samples are attributed to current density [9]. 

There is high current density at the entry and exit points 

which causes high temperature at those points. The rest of 

the composite material is at lower temperatures because the 

current is distributed throughout as shown in Figure 11. The 

entry point is observed to have lower temperatures 

compared to the exit point for both coated and uncoated 

samples. 

The coated material recorded a maximum temperature of  

33.2℃ while the uncoated material recorded a maximum 

temperature of 32.1℃. Similarly, the minimum recorded 

temperatures for the coated and uncoated are 24.9℃ and 

24.0℃ respectively. The higher temperatures for the coated 

samples can be attributed to the following reasons. There 

was a difference in the room temperature between the times 

when the lightning strike was performed for the coated and 

uncoated samples. There was also a current difference 

between the samples where the coated sample was 

subjected to 19.4 kA while the uncoated sample was 

subjected to 19.2 kA, and this can be attributed to the fact 

that the current was not a controllable variable since the 

materials have different resistances (see section (V)(A)).  

VI. FUTURE RECOMMENDATIONS 

Similar experiments aimed at evaluating the damage with 

increasing currents should follow the proposed method in 

section (IV)(C). A trial experiment was done with points 

placed at unknown varying distances from one another. The 

results obtained showed no trend since three variables were 

changing at the same time at any point i.e., charging 

voltage, resistance caused by the change in the distance 

between the two points and the current. Different currents 

were measured for the same charging voltage when the 

entry and exit points are at a different distance compared to 

the previous test. The current vs radial damage plot before 

keeping the resistance showed no trend, all points appeared 

random. Furthermore, the experiment should be done in a 

controlled environment. This is done to avoid temperature 

differences that can be mistaken for reasons other than the 

actual reasons.  

Controlling current is difficult. For future experiments a 

trial experiment should be done aimed at approximating the 

resistance of the samples as done in this investigation. 

Knowing the resistance will enable current to be directly 

controlled using ohm’s law.  

The pressure and area of contact between the conductors 

from the impulse generator and the composite material 

surface should be maintained the same. Failure to ensure 

the cable is well attached affects the temperature profile as 

seen on Figure 8. The huge difference between the 

temperature at the entry and exit point is attributed to the 

contact of the conductor with the composite material. The 

conductor was not fully in contact compared to the exit 

point. 

 Different composite materials should be tested using 
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different industry available cold spray repairing powders in 

order to understand the behaviour of different coatings on 

the same material. The thickness of the coating can be 

further investigated by examining different coating layers 

for the same charging voltage. Finding the resistance, as 

done in this paper, of materials of different thicknesses will 

aid in knowing if the conductivity is increasing or 

decreasing, hence conclusions which are in line with 

existing literature can be made. 

Although the tested composite material has displayed an 

increase in lightning protection with the C0075 coating, the 

conclusion of this investigation cannot be generalized for 

very large currents for the C0075 copper powder. For this 

experiment and within the limit of the available generator, 

the C0075 copper power has proven to have protection 

capabilities. For high lightning current tests and protection, 

the C5003 copper power should be used because of its high 

conductivity as explained in section (III)(C). 

VII. CONCLUSION 

It can be concluded from this investigation that the 

composite material put under test has protection 

capabilities. The cold spray coating process has the 

potential to repair, as observed coated samples showed less 

radial damage under the same lightning current compared 

to samples which were not coated. The coating increased 

the conductivity of the composite material and hence 

reduced the damage. For the range of current values that 

can be attained with the generator, there is no significant 

difference in the temperature of a coated and uncoated 

sample. 
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Abstract— Understanding PD (Partial Discharge) 

phenomena under impulse voltage is important knowledge for 

the improvement of reliability of HV (High Voltage) equipment. 

PD in HV equipment can cause severe insulation deterioration 

resulting in breakdown, production loss and high cost of repairs. 

HV equipment insulation can fail due to PD activities which are 

initiated by impulse voltages such as lightning and switching. 

The latter has been exacerbated by load shedding switching 

operations in South Africa. PD detection under AC (Alternating 

Current) frequency voltage conditions is well developed, 

however there is inadequate knowledge in PD detection and 

diagnosis under non-power frequencies. The challenge is to 

enable PD detection during impulse voltage, due to the overlaps 

between the impulse voltage and the PD frequencies. In the 

present work, balanced PD detection circuit is implemented to 

suppress impulse voltage interference for the purpose of 

detecting cavity PD under impulse voltage. The measurement 

results show that PD pulses occur on specific locations of the 

impulse test voltage waveform and is consistent with similar 

results in the literature. 

Keywords — Cavity PD, Impulse voltage, Balanced PD 

detection circuit 

I. INTRODUCTION 

PD is localized electrical discharge activity that partly 
span punctured insulation between conductors. PD occurs if 
the dielectric strength of an insulation material is exceeded 
under normal voltage application and abnormal voltages due 
to the intensity of the localized ionization, which can lead to 
insulation breakdown [1]. 

A PD detection system is an important tool for diagnosis 
and analysis of the dielectric condition of insulation material 
in HV power systems. Typical partial discharges are corona 
(air ionization) due to non-uniform field on sharp end of 
insulation or connection, surface discharges due to interfacing 
of different insulation material, cavity discharges due to voids 
formed in solid or liquid insulation material and treeing as a 
result of electrical stress and moisture in insulation material. 
PD can continuously degrade the insulation material [2]. 
Power plant equipment do not only experience operating 
voltages, but also encounter lightning impulse and switching 
impulses [1]. PD detection under AC frequency voltage is well 
developed, however there is limited information on the 
efficacy of PD detection and characteristics under impulse 
voltages [1, 3]. PD measurement system that can effectively 
detect and measure PD’s on incipient defects under impulse 
voltage is of benefit in the understanding of PD phenomena. 

The knowledge is necessary to make informative decision 
with regards to HV equipment insulation diagnosis. 
Catastrophic failure in power plant can be mitigated in that 
regard [4]. 

It’s evident that HV equipment in operation, are not only 
subjected to AC operating voltage, but also transient voltages 
such as lightning and switching impulse. The transient 
voltages can superimpose on the normal AC voltage supply to 
HV equipment in-service. This phenomenon can result in 
hidden PD activity which may continue under normal AC 
operating voltage due to the degradation of stressed insulation 
caused by nature of PD process initiated by transient voltages 
[5].  

PD measurements under impulse voltage can provide 
useful information about incipient defects in HV equipment. 
Therefore, it is considered important to diagnose insulation 
condition of HV equipment under impulse voltages [6]. The 
present paper represents a balanced PD detection system for 
cavity PD detection under impulse voltage. 

II. THE EXPERIMENTAL MEASUREMENTS 

A. PD defect model 

The test specimen is a parallel plate electrode set-up for 
creating cavity PD, which consists of copper electrodes and 
sandwiching polyethylene sheets with one sheet having a 
cavity as shown in Fig 1. One of the common dielectric 
materials used to fabricate voids is High Density Polyethylene 
(HDPE) due to its high dielectric strength [7], and is of interest 
in this study as it simulates the power cable insulation system 
[8]. The complex relative permittivity is 2.3 on frequency 
band 1.0 kHz to 30 MHz for HDPE [9]. HDPE has  advantages 
in that is sufficiently flexible and has high impact strength 
[10]. Fig 2 shows the schematic of the test cell. The test cell is 
immersed in oil to avoid unwanted surface discharges and 
flashovers. 



 

 

 

Fig 1: Parallel plate electrode set-up with cavity 

 

Fig 2: Schematic of test cell 

The cavity thickness is 1.5 mm (thickness of a single sheet) 
with a diameter of 3 mm. At 0.8 bar air pressure, from Paschen 
curve minimum breakdown voltage is 4.5 kV. With reference 
to the 3-layer model in Fig 2, and (1) together with the cavity 
sparkover voltage from the Paschen curve, the voltage across 
the test object that would initiate PD in the cavity can be 
determined. 

E2 = 
𝑉

ℇ2

ℇ1
 𝑑1+ 

ℇ2

ℇ2
 𝑑2+ 

ℇ2

ℇ3
 𝑑3

                                          (1) 

Where: 

E2: Magnitude of field intensity in air cavity 

d1: Polyethylene thickness 

d2: Air cavity thickness 

d3: Polyethylene thickness 

ε1: Polyethylene relative permittivity = 2.3  

ε2: Air relative permittivity = 1 

ε3: Polyethylene relative permittivity = 2.3 

V: Applied voltage to the test specimen 

 

The minimum required externally applied voltage to initiate 
PD in the cavity is therefore calculated using (1) as 8,4 kV 

B. The balanced PD detection circuit 

PD detection through measurement of the energy emitted 
by the PD event can give information about its location and 
source. PD detection circuits are based on the principles of 
processing energies emitted by PD events. Various PD 
detection techniques have been exploited with their ability to 
detect PD activity under impulse voltage. However, PD 

detection under impulse voltage is relatively challenging. In 
various ultrawideband PD detection methods such as 
inductive probe, electromagnetic radiation detection using 
antenna, capacitive probe and acoustic sensors, the efficacy of 
the measurements is limited. 

Wu et al. [5, 6] investigated the effects of transient 
voltages on HV cable with an artificial defect using two High 
Frequency Current Transformer (HFCT) under AC, impulse 
voltages of different polarity and superimposed voltages. PD 
activities are reported under longer impulse front time and 
switching impulse. 

Mitra et al. [3] and Densley et al. [11] reported smallest 
discharges detected, using a bridge PD detection circuit. PD 
activity behaviour on artificial air-filled cavities of different 
dimensions in solid insulation under lightning and switching 
impulse voltage was detected. Kreuger and Shihab [12] 
investigated PD measurement on a three-core belted power 
cable using balanced bridge method and reported that different 
PD results are obtained due to the sensitivity limitations of the 
measuring circuit. 

Hayakawa et al. [13] investigated electrical insulation 
characteristics of a High Temperature Superconducting cable 
insulation model. The test object was subjected to AC voltages 
superimposed with lightning impulse voltage. PD signal was 
not detectable under ac voltage before the impulse voltage 
application. PD signal was detected under the subsequent AC 
voltage after the application of impulse voltage. 

Balanced PD detection circuit is adopted in the present 
research paper for characterization of cavity PD under impulse 
voltage. The setup to investigate PD detection under impulse 
is shown in Fig 3. Table I below shows various PD detection 
methods and each methods advantage and disadvantages 

TABLE I.  PD detection methods 

PD detection methods 

Technique Pros Cons 

PD current detection 
through coupling 
capacitor 

Suitable for 
conventional 
narrow band 
PD detection 

Not suitable for 
ultrawideband 
PD detection 

PD current magnetic 
field through 
inductive probe 

Suitable for 
ultrawideband 
PD detection 

-Susceptible to 
impulse voltage 
interference 
-Require a filter 
(suppress PD)  

PD transient electric 
field using capacitive 
probe 

Suitable for 
ultrawideband 
PD detection 

-Susceptible to 
impulse voltage 
interference 
-Require a filter 
(suppress PD)  

PD event acoustic 
energy through 
acoustic sensor 

Suitable for 
ultrawideband 
PD detection 

-Susceptible to 
impulse voltage 
interference and 
external noise 
-Require an 
amplifier (PD 
not origin)   



 

 

PD detection methods 

Technique Pros Cons 

PD electromagnetic 
radiation through 
antenna 

Suitable for 
ultrawideband 
PD detection 

-Susceptible to 
impulse voltage 
interference and 
external noise 
-Require an 
amplifier (PD 
not origin)  

Balanced bridge 

-Suitable for 
ultrawideband 
PD detection 

-Noise 
cancelation 

Need to be 
balanced to 
allow 
cancelation 

 

Generally, the balanced bridge method for PD detection 
consists of resistors and identical adjustable capacitors [14]. 
The noise can only be suppressed when the electric bridge is 
in the balanced state, however the distributed stray parameters 
can cause the bridge not to be balanced [14]. An RLC filtering 
circuit in the form of a toroidal core for PD detection can be 
used. The concept of a balanced bridge method is used in this 
paper. The proposed balanced PD detection circuit is made of 
a high permeability ferrite toroid which is for high frequency 
application. The toroid core comprises of common primary 
windings on which the test specimen is connected to. PD test 
specimen and PD free specimen are used. The toroid core 
consists of an optimized secondary winding on which PD 
signal is measured using a Tektronix 6 GHz digital scope and 
displaying both PD magnitudes and applied lightning impulse 
voltage which is measured via the voltage probe. Fig 3 
presents the equivalent circuit and the picture of the balanced 
PD detection setup. 

 

(a) 

 

(b) 

Fig 3: (a) Balanced PD detection equivalent circuit and 
(b) Balanced PD detection circuit picture. 

C. Experimental Procedure 

A single stage lightning impulse voltage source used in 
this research experiment is as shown in Fig 4. The components 
of the impulse generator are adjustable to produce the desired 
standard waveforms in accordance with the IEC 60060-1 [15]. 

 

(a) 

 

 
 

(b) 



 

 

 

Fig 4: (a) Single stage impulse voltage generator equivalent 

circuit diagram, (b) Single stage impulse voltage generator 

picture. 

 

     Impulse voltage shots of incremental peak magnitude are 

applied on the test specimen until the PD activity is observed. 

The same impulse voltage magnitude is repeated in applying 

stress shots to the specimen, while recording PD signals in 

every event. There are considerable wait period intervals 

between shots to allow for space charge dispersion in the 

cavity that would influence the next PD activity. To ensure 

that the obtained signals are indeed from the defected test 

specimen, a control experiment was conducted where two 

defect-free specimens were tested in a balanced mode. The 

obtained measurement results are presented in Fig 5, where 

there is no evidence of PD in the defect free setup. The test 

impulse voltage is sufficiently cancelled out in the balanced 

bridge. 

 

III. RESULTS AND DISCUSSION 

     The lightning impulse voltage shown in Fig 5 was 

measured using a voltage probe connected to a digital 

oscilloscope. PD detection circuit integrity and efficiency 

is proved as shown by the balanced PD (free) detection 

circuit output signal in Fig 5 below. Fig 5 is the 

background noise benchmark for cavity-free test 

specimen. 

 

 
Fig 5: Measured lightning impulse voltage and Balanced PD 

free detection circuit output signal 

 

A. PD detection and extraction 

       PD detection and extraction under lightning impulse 

voltage is achieved using the balanced PD detection 

circuit and the results are presented below. 

 

      Under the same condition of the lightning impulse 

voltage specification as shown in Fig 5, parallel plate 

electrode set-up with cavity as shown in Fig 1, was 

introduced on one leg on the balanced PD detection 

circuit and the other leg with PD free specimen (HDPE 

sheets with no cavity). As shown in Fig 6, 7, 8 and 9, PD 

pulses are detected and recorded using a digital 

oscilloscope during the application of lighting impulse 

voltage stress. 

 

     Fig 7 also presents typical measured PD relative to the 

test impulse voltage. Observed are the main discharges 

during the rise time of the lightning impulse voltage and 

reverse discharges during the fall time of the lightning 

impulse voltage. It is evident that the reverse discharges 

obtained in Fig 7, 8 and 9 during the fall time are 

influenced by the residual charge because of the space 

charge developed on the cavity wall due to PD activity 

during the rising edge of the impulse voltage [16].  

 

     From Niemeyer’s [17] generalised PD model and the 

theory of cavity discharge mechanisms, space charges are 

in the opposite polarity to the initial field, however with 

the fall time of the lightning impulse voltage being 

significantly shorter than the dispersion time of the space 

charge, the resultant voltage established by the space 

charge can exceed the cavity sparkover voltage and 

therefore, initiate the reverse PD [16]. Reverse discharges 

are dependent on the cavity surface conductivity which 

change with aging condition [16]. The obtained results 

shown in Figs 6, 7, 8 and 9 are representative of typical 

measurements obtained. Because of the stochastic nature 

of PD measurement, event may give slightly different 

results but within the statistical insignificant variations. 

 

 
Fig 6: Measured PD pulse obtained during lightning impulse 

voltage shots 

 

 



 

 

Fig 7: Measured PD pulse and positive reverse discharges 

because of polarity inversion under lightning impulse 

voltage 

 

 
Fig 8: Measured PD pulse and negative reverse discharges 

because of polarity inversion under lightning impulse 

voltage 

 

 
Fig 9: Space charge effect on measured PD pulse and 

reverse discharge after multiple lightning impulse voltage 

shots 

IV. CONCLUSION 

    The measurements result for cavity PD under lightning 

impulse voltage are presented in this paper. Balanced PD 

detection circuit enabled measurement of PD pulses on the 

front and tail of the impulse voltage. The observed main 

discharges and reverse discharges are consistent with similar 

results in the literature. The role of PD generated space 

charge in the cavity in influencing discharges, subsequent 

discharges on the tail of the impulse voltage is evident in the 

obtained results. 

 

    Balanced PD detection circuit is viable for characterization 

of cavity PD under impulse voltage. Future work will entail 

comparing of cavities and corona under impulse test voltage. 
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Abstract— Air cavities are among the common sources of 

partial discharge (PD) activities in insulation. PD may lead to 

electrical insulation degradation and breakdown. The present 

study is carried out to investigate PD characteristics in closely 

coupled double cavities compared to single cavities in solid 

insulation. A modified three-capacitor PD simulation model is 

built in MATLAB SIMULINK. The coupling of the two 1.5 mm 

diameter identical cavities varied between 0.01 mm and   3.5 mm 

and the resultant PD characteristics captured. For comparison, 

simulations of PD activity of a single cavity of same dimensions 

were also conducted under the same voltage conditions. The 

findings are that the double cavity partial discharge magnitudes 

are greater when the separation distance between the cavities 

gets smaller compared to a single cavity. As the coupling 

distance increases, the PD magnitude becomes like that of a 

single cavity. The total PD pulses in one cycle of the closely 

coupled cavities is less than double the number of pulses in a 

single cavity of same dimensions. These findings are interesting 

as they give new perspectives on understanding PD 

characteristics in multiple cavities. 

Keywords— Partial discharge, Double cavity PD 

 

I. INTRODUCTION  

In manufacturing processes of underground power cables, 
it is vital that the cable is subjected to stringent tests such as 
dielectric strength and partial discharge (PD). Air-filled 
cavities in insulation material are one of the potential sources 
of PD activity and ultimately may cause degradation and 
breakdown of the insulation and complete failure of the 
electrical equipment [1]. A partial discharge is defined as 
localized electrical discharge that partially bridges the gap 
between conductors at different voltage and separated by 
insulation material [2], [3]. In most cases, such discharges 
appear as electrical pulses of short duration in the order of 
nanoseconds. There are standard physical PD measurement 
methods for laboratory environments and for field 
environments. In the study of PD phenomena, computer-based 
simulations are useful in validating measurements as well as 
further understanding the nature of PD mechanisms. 

In the literature, most PD studies have been conducted 
ether through physical measurements or simulations using 
single cavities. However, PD cavity defects often occur as 
multiple cavities. There is therefore need for further studies to 
understand to what extent PD characteristics in single cavities 
compare with those of double and multiple cavities. In the 
present study, the focus is on understanding double cavities 
PDs focusing on how the degree of cavity coupling influences 
PD characteristics and how that compares with single cavity 
of same dimensions and under same voltage conditions. 

The study is conducted through simulations using the 
three-capacitor PD model implemented in MATLAB 

SIMULINK™. The studied PD characteristics are PD 
magnitude, repetition rate and PD phase resolved patterns.   

II. SELECTION OF PD CAVITY PARAMETERS 

In modelling PD activity, cavity (void) parameters are 
important [3]. PD characteristics change accordingly with the 
size of the void. Voids in insulation materials can be shaped 
cylindrical, cubical, or any other. The test object used in the 
simulation, illustrated in Fig. 1, comprises of polyethylene 
material. According to the common sizes of voids in insulation 
material, a spherical void with a diameter (d1 and d2) as in 
Table 1 was used in a cylindrical sample (40 mm×5 mm) in 
the simulation. The void is in the middle of the sample, in 
which the air pressure (P) is 100 kPa. The AC voltage source 
was applied to each sample with an amplitude of 21 kV and 
frequency of 50 Hz. Two plane electrodes were used to 
sandwich the insulation. The structure of the sample is shown 
in Fig. 1.  

The Paschen curve is used to determine the void spark-
over voltage. The values were determined to be in the range 
of 5 kV to 6 kV for a 1.5 mm cavity, taking the pressure in the 
cavity into consideration, these values can increase [4]. The 
simulation voltage of 5 kV across the cavity for 1.5 mm is used. 
The voltage greater than the simulated value would become 
the PD inception voltage (PDIV).  

For PD to occur, the voltage needs to be equal to or greater 
than the PDIV and there is a need for a seed electron to be 
available, the latter is a stochastic time lag process [4] and is 
simulated as a random function in Fig. 2. A time lag occurs 
after the inception voltage is reached before a PD is initiated. 
Therefore, the PD inception voltage in practical measurements 
may not be exactly equal to the simulated calculated inception 
voltage due to the randomness of seed electrons availability. 

III. SIMULATION MODEL CONSTRUCTION 

There are various methods for simulating PD which 
include the three-capacitor equivalent circuit model, dipole 
model, Niemeyer’s model, and Finite Element Analysis (FEA) 
model. Among the options, the three-capacitor model is the 
simplest and commonly used. One of the strengths in this PD 
modelling technique is that it requires minimum 
computational power. In the present study, the three-capacitor 
equivalent circuit is therefore adopted. 

The three-capacitor equivalent circuit of the PD Model in 
represented in Fig. 1.  Cc is the capacitance of the cavity. The 
capacitance of the healthy insulation above and below the 
cavity is (Cb). The parallel capacitor (Ca) is the capacitance of 
the remaining parts of the insulation. The dimensions of the 
test object used are as indicated in Fig. 2 and the values of the 
equivalent circuit elements are in Table 1.  

 



 

 

 Fig. 1. Simulation model of three-capacitor for single air cavity 

The simulation of the cavity is implemented in 
SIMULINK™.  Models in Simulink can be processed by both 
discrete-time and continuous-time signals in the powergui 
block. The discrete-time signals are a sequence of values that 
correspond to a particular instant in time. Sample times are 
defined as the time instant at which a signal occurs.  

When the step solver is set for continuous-time inputs, it 
generates continuous-time outputs. The values vary 
continuously with time. Powergui is the first block to load on 
the simulation model page. The circuit represents the state-
space equations of the model. The powergui block displays 
and can generate reports of steady-state voltages and currents. 
Other measurement parameters can be analyzed in the 
powergui. 

  Table 1. Components and their settings 

 

 

Fig. 2. Test samples material for single and double voids  

In this study, the solver is ordinary differential (ODE23tb) 
set to use the step solver and variable-step type. The 
simulation time is set to stop at 1/50 with the number of 
minimum consecutive steps at 1. The number of consecutive 
zero crossings for simulation is set at 1000. The three-
capacitor PD model as implemented in SIMULINK™ is 
presented in Fig. 3. Table 1 presents more details of the circuit 
components. 

IV.  THE SIMULATED IEC 60270 PARTIAL 

DISCHARGE MEASUREMENT SYSTEM 

In Fig. 3 the PD measurement system is in accordance with 
the IEC 60270 standard. The major components in the system 
are the coupling capacitor (Ck), a high voltage source, wide 

 

Component  Settings  Function 

Breaker Initial status: 0 

Switching times (s): External checked 

Breaker resistance Ron(Ω): 0.01 

Snubber resistance Rs (Ω): 1016 

Other values use the default 

To simulate the discharge in the cavity 

No discharge is 0 and discharge is 1. The switch is triggered by an 

external signal  

AC Voltage Source Parameters 

Peak amplitude (V): 21x103 

Phase (deg): 0 

Frequency (Hz): 50 

Other values use the default 

To simulate the source voltage of the system with no background 

noise. 

Parallel RLC measurement Branch type: RLC 

Resistance R (Ω): 130 x10-3 

Inductance L (H): 17.60 x10-3 

Capacitance C (F): 100 x10-12 

Other values use the default  

It is used for measuring the pulses that are generated by closing 

and opening the switch. It is a wide band filter to filter only the 

discharges. 

Series RL Source Branch type: RL 

Resistance R (Ω): 200 

Inductance L (H): 0.11 x10-3 

Other values use the default  

It is used to block any background noise from the source to feed 

into the measurement of specific partial discharge. 

Series Ck Branch type: C 

Capacitance C (F): 1 x10-9 

Other values use the default  

A coupling capacitor to allow measurement of specific partial 

discharge  

Single: 

Parallel RC a 

Branch type: RC 

Resistance R (Ω): 1831 x106 

Capacitance C (F): 3.646 x10-12 

Other values use the default  

To simulate the healthy part of the insulation 

Single:  

Parallel RC b1 

Branch type: RC 

Resistance R (Ω): 572 x10 6 

Capacitance C (F): 0.1139 x10-12 

Other values use the default  

To simulate the insulation above and below the cavity 

Single: 

Parallel RC c1 

Branch type: RC 

Resistance R (Ω): 471 x106 

Capacitance C (F): 0.00417 x 10-12 

Other values use the default  

To simulate the cavity in the simulation 

Single: 

Parallel RC res1 

Branch type: RC 

Resistance R (Ω): 1000 x106 

Capacitance C (F): 1000 x10-12 

Other values use the default  

To simulate the surface residual charge and the surface internal 

discharge of the cavity 



 

 

 band measuring impedance (Zm), the test object, and the 
PD measuring instrument [5]. The gap distance between the 
cavities varied from 0.01 mm to 3.5 mm. Therefore, any 
change in the distance between the cavities results in a slight 
change in the value of Ca and Ra because of the slight change 
in insulation thickness. The cavity equivalent circuit values of 
Cc and Rc the insulation values of Cb and Rb are not affected 
by variations in the distance between the two identical cavities. 

In the model, equivalent capacitances are determined 
using (1) to (4). Equivalent resistances are determined using 
(5) to (8). 
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  TABLE 2. CALCULATION OF VALUES 

 

The resistivity, (
) 

, of air is take as 1010, resistivity, (
* 

,of 

polyethylene to be approximately 1012, permittivity of free 

space,  +
, 

, is 8.85x 10-12 F/m, permittivity of polyethylene, +
- 

, 

is 2.25, the thickness of the insulation, h, is 5 mm, and the 
diameter of the insulation between the electrodes is 20 mm. 
The area of the insulation between the electrodes, Ains = 3.142 
x 10-4 mm2, which stays the same for single cavity and double 
cavities. The diameter of the single cavity is d1 =1.5 mm and 
for double cavities d1 =d2 = 1.5 mm, where the spherical area 
is Acav =7.069 x 10-6 mm2. The calculated values using (1) to 
(8) are in Table 2. 

The 50 Hz high voltage supply with a peak value of 21 kV 
is used in the model in Fig 3. The switch (S1) simulates the 
spark-over of the air gap at the set time. The switch is set to 
close and open simulating cavity spark-over.  

When a high voltage supply is applied to the circuit model, 
the cavity gets charged and when seed electron appears in the 
cavity, breakdown occurs and that is partial discharge. 

V. THE SIMULATED RESULTS OF PD 

CHARACTERISTICS IN DOUBLE CAVITIES 

A lot of work has been done by research on PD simulation 
of single void for various parameters. Other researchers in [6]-
[8] have conducted some studies on multiple voids but with 
limited simulations [9], [10].  

A PD Finite Element Analysis model has been previously 
used to compare PD characteristics in 1 mm diameter single 
and double cavities in polyethylene [11]. In the study, the  

Fig. 3. A simulation model of three-capacitor circuit for double cavities 

influence of the coupling distance versus the electric field 
magnitude was investigated.  

 

 

It was concluded that the electric field strength within the 
cavity is inversely proportional to the gap between cavities. 
For cavity separation of less than 3.5 mm, the electric field 
magnitudes within cavities influence each other and in turn the 
PD characteristics. In that regard, the PD magnitudes and 
repetition rates were found to be higher in the double cavity 
than in the single cavity [11]. This phenomenon was explained 
using the effect of the enhanced electric field on PD 
mechanisms [11]. However, the said study did not include the 
dynamics of the electric field in the two cavities during a PD 
event. 

Using the simulation of single void, the authors modified 
the single void model to study the discharge characteristics of 
double voids. Fig 3 shows the inclusion of the second void in 
the simulation model. 

 The resultant PD pulses in double cavities is shown in Fig. 
5. The PD pattern indicates that the PD pulses are more 
frequent in the double cavity as compared to a single cavity as 
indicated in Fig. 4 and Fig. 5. Fig. 6 indicates that double 

Void Gap 

length 

(mm) 

Ca (pC) Cb (pC) Cc (pC) Ra (Ω) Rb(Ω) Rc(Ω) Cgap (pC) Rgap(Ω) 

Single  1.237 0.02 0.041 1.610x 1013 9.903x1014 2.122 x 1013   

Double 

0.01 1.222 0.02 0.041 1.628x 1013 9.903x1014 2.122 x 1013 7.038 2.829x1013 

0.10 1.222 0.02 0.041 1.628x 1013 9.903x1014 2.122 x 1013 0.704 2.829x1014 

0.70 1.222   0.02 0.041 1.628x 1013 9.903x1014 2.122 x 1013 0.101 1.981x1015 

1.50 1.222 0.02 0.041 1.628x 1013 9.903x1014 2.122 x 1013 0.047 4.244x1015 

3.00 1.222 0.02 0.041 1.628x 1013 9.903x1014 2.122 x 1013 0.024 8.488x1015 

3.50 1.222 0.02 0.041 1.628x 1013 9.903x1014 2.122 x 1013 0.021 9.903x1015 



 

 

cavity has higher PD magnitude than single cavity. In Fig. 8, 
as the cavity separation distance increases, the PD magnitude 
reduces and becomes of the same order of magnitude. Beyond 
3 mm, the PD magnitude in double cavities become like that 
in single cavity. 

Fig. 4. Simulated PD pulses in a single cavity 

 

Fig. 5. Simulated PD pulses in double closely coupled cavities. 

Fig. 6. Physically measured PD pulses in a single cavity 
 

To validate the PD simulation results, a physical 
measurement setup was implemented for a single cavity like 
the simulated setup. Each sample of practical experiment is 
calibrated at 20 pC to suppress the background noise level. 

The pulse pattern in Fig. 6 is as measured at PD inception 
voltage. For the closely coupled double cavities (at 0.01 mm 
separation), the obtained physical measurement results are as 
shown in Fig. 7. The simulation results are like the physical 
measurement results, and this gives confidence in the efficacy 
of the model in simulating the behavior of partial discharges. 

 

Fig. 7. Physically measured PD pulses in a double closely coupled cavity 

 

Fig. 8. PD magnitude simulation for double cavities and a single cavity. 

VI. EFFECT OF COUPLING DISTANCE ON PD 

MAGNITUDE IN DOUBLE CAVITIES 

With reference to Fig. 8, the closer the cavities are, the 
bigger the PD magnitude becomes. As the distance between 
the two cavities increases, the resultant PD pulse magnitude 
becomes like those of a single cavity. This behaviour can be 
explained by monitoring the changes in the capacitor that 
represents the coupling between two cavities and how the 
voltage across this capacitor influences the voltage in the 
cavity as the neighbouring cavity is discharging. With 
reference to the modified three-capacitor equivalent circuit 
model of the double cavity test setup, the following occurs 
during the sequence of PD events: 

a) Before any of the two cavities discharge, the electric 
fields inside the two cavities are equal. 

b) Due to statistical time-lag differences of seed electron 
availability in the cavities one cavity discharges first. Let 
be this be cavity 1. 
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c) As the cavity discharges in the model, this is represented 
by the closing of the switch S1. 

d) Cref charge up thereby establishing Vins across the cavity 
1. 

e) The resultant voltage in undischarged cavity 2 becomes 
the same as that of the series-connected capacitor Cres (1) 
and Ck. In other words, the voltage across the second 
cavity increases by Vres resulting in an increased electric 
field in cavity 2. 

f) When the seed electron becomes available in cavity 2, the 
discharge occurs under a higher electric field than if it was 
a single cavity. The resultant charge magnitude is bigger 
than in a single cavity. Meanwhile cavity 1 extinguishes 
and sequence repeat. 

g)  As the cavities get more closer, Cg increases with 
increased charge and voltage thereby further increasing 
the resultant PD magnitude and this explains the trend in 
Fig. 8.  

VII. CONCLUSION  

Characterization of PD in a single cavity and closely 
coupled double cavities were analysed. The analysis of the 
circuit was done using SIMULINK™. The simulation and 
practical values correlate in that the closer the double cavities 
are, the bigger the discharge. As the distance between the two 
cavities increases, the resultant PD pulse magnitude becomes 
like those of a single cavity. The PD repetitive rate for closely 
coupled cavities is higher being the results of simulation and 
validated through physical measurements. Future work 
includes monitoring the time to failure and PD characteristics 
evolution as a function of time from inception to complete 
failure for closely coupled double cavity defects in 
comparison with single cavities.  
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Abstract— On-site testing of cable systems is performed to 
verify the components' integrity and the installation work's 
quality. Although power cable systems operate at 50 Hz power 
frequency, they are commonly tested using 0.1 Hz Very Low 
Frequency (VLF) during on-site commissioning. In that regard, 
there is a knowledge gap in understanding how electric field 
stress distribution behaviour within Medium Voltage (MV) 
power cable systems varies under these 0.1 Hz VLF test 
conditions. This knowledge gap compromises the reliability of 
power cable accessories tests. Thus, this study aimed to identify 
the extent electric stress distribution is affected by variations in 
test voltage frequency. Finite Element Method (FEM) 
simulation models of an MV Joint were developed and analysed 
to compare 50 Hz power frequency to the 0.1 Hz VLF test 
condition. An equivalent resistance and capacitance (RC) circuit 
model was developed to validate and interpret the obtained 
simulation results within the cable joint. It has been confirmed 
that a change in voltage frequency from 50 Hz to 0.1 Hz causes 
changes in the electric field profile in the accessories. Questions 
arise on the efficacy of VLF tests on shielded power cables in 
comparison with 50 Hz tests.    

Keywords— 0.1 Hz VLF, Electric Field Stress, MV XLPE, 
Power Cable Joint, FEM, Modelling, Permittivity, Conductivity  

I. INTRODUCTION 
Electrical distribution systems form part of the electric 

power grid network and are generally comprised of overhead 
lines and shielded electrical cable systems. Due to space 
limitations and environmental imperatives, shielded electrical 
cable systems are the preferred technology in urban areas [1]. 

The critical components of these cable systems are the 
insulated power cables and cable accessories, which are cable 
joints and cable terminations. Most faults in power cables 
occur in the cable accessories such that the latter is often 
referred to as the weakest link in a power cable system. 
Although some of the problems are attributed to poor 
workmanship, flaws in the stress control design are a possible 
source of reliability problems of power cable accessories.  

It is now standard practice to perform on-site testing of the 
cable system to verify the integrity of components and the 
quality of installation work performed by the installers. Power 
cable systems are predominantly capacitive and are 
commonly tested using 0.1 Hz Very Low Frequency (VLF) 
test voltage waveforms during on-site commissioning. This is 
as VLF testing benefits from a reduced reactive power 
requirement, resulting in the reduced size and weight of the 
test equipment on-site [2] [3]. The effect of this 0.1 Hz VLF 
test frequency on the electric field stress distribution within 
the Medium Voltage (MV) cable and accessories compared to 
the normal operating conditions of 50 Hz power frequency is 
an area that still needs to be understood. 

It is essential to understand this behaviour as, during 
testing, improperly controlled stress can lead to premature 
failure mechanisms such as Partial Discharge (PD) and early 
system failure in the case of high peak stresses, reducing the 
reliability of distribution systems. On the other hand, in the 
case of low stresses during testing, it could be the case that 
cable systems are not stressed sufficiently to detect 
manufacturing and installation defects.  

In that regard, there is a problem with understanding how 
electric field stress distribution behaviour within MV power 
cable systems varies under VLF test conditions versus 
operating conditions. Therefore the contribution of this paper 
is to identify the extent the electric field stress distribution is 
affected by variations in the test voltage frequency within 
power cable joint structures.  

The study’s findings show that the change of test voltage 
frequency from 50 Hz to 0.1 Hz causes corresponding 
changes in the electric field profile in the accessories. The 
changes are such that the stress at 0.1 Hz is less than at 50 Hz. 
Therefore, the implication of testing cable systems at 0.1 Hz 
is that it does not subject the cable accessory to normal 
operating conditions.  

II. FACTORS INFLUENCING ELECTRIC FIELD 
DISTRIBUTION IN MV CABLE JOINTS  

Electrical Field Stress Distribution (EFSD) within MV AC 
cables and accessories depends on the permittivity and 
conductivity of the insulation material, the geometry structure, 
and the applied voltage [4], among other factors.  

Electric field distribution in AC cables and accessories 
highly depends on the material’s permittivity (εr). For AC 
voltage, at a bound of two adjacent materials of different 
permittivities (ε1 & ε2), the electric field strength lines (E1 & 
E2) experience refraction as governed by the relationship 
ε1E1 = ε2E2. The stress will be more significant in the lower 
permittivity material [5].  

On the other hand, the electrical field distribution under 
DC conditions is mainly governed by the material’s electrical 
conductivity (σ). Electrical conductivity strongly depends on 
temperature and electric field strength [6], resulting in the 
strong temperature dependence of electric field within DC 
cable systems. The above relationships are confirmed by 
Walker & Wolmarans [7] [8]; in the context of using VLF test 
voltage, the electric field distribution shows a dependence on 
both permittivity and conductivity. Thus, both permittivity 
and conductivity variances within the dielectrics of the cable 
accessories impact the electric field distribution. 
Consequently, that which affects permittivity and 
conductivity, in turn, affects the stress distribution, which can 
be the case with the test voltage frequency.  



III. SIMULATION METHODOLOGY 
The procedure in executing this work comprised of Finite 

Element Method (FEM) model development of the MV cable 
joint and simulation was performed to compare the electric 
field behaviour results of 50 Hz power frequency to 0.1 Hz 
test voltage frequency. A simplified equivalent circuit model 
was developed to validate the FEM results and identify the 
general principle for the manifested response. The model 
analysed the voltage response behaviour and corresponding 
electric stress across the cable joint material components.  

A. Model Development  
The simulated cable joint is a heat shrinkable single core 

cross-linked polyethylene (XLPE) straight joint, suited to a 
single core 300 mm2 aluminium conductor, XLPE insulated, 
copper tape screened, PVC sheathed Type B 19/33 kV MV 
power cable compliant with SANS 1339. The components of 
the joint accessory are described in Fig. 1.  

The model geometry was drafted to scale using 
AutoCAD® design software and was imported into the FEM 
simulation platform COMSOL Multiphysics®. The AC/DC 
module is well suited to perform the electrostatics analysis 
using the Electric Currents (EC) physics interface to perform 
frequency-domain studies. 

B. Simulation Model Material Properties   
The material properties used for the FEM model are 

summarised in Table I. The data was collected from a wide 
range of literature and manufacturer data sheets [10]-[17]. 
Where exact material specifications were not obtainable, 
reasonable approximations were made in line with these past 
studies [18]-[23].  

The data in Table I shows an increase in permittivity in the 
semi-conductive and accessory dielectric materials when the 
frequency is reduced from 50 Hz to 0.1 Hz. This increase is 
due to polarization mechanisms such as dipole effects which 
contribute to dielectric losses at lower frequencies. It is noted 
that the cable XLPE insulation properties are not significantly 
affected by the changes in frequency. The accessory materials 
that make up the joint's layered interfaces are more susceptible 
to changes in frequency. 

C. Simulation Parameters 
The model is simulated with adjusted material properties 

for the respective frequencies at the same voltage 
U0 = 19 kV (RMS)/ 26.87 kV (peak). The material properties 
of the relative permittivity are frequency adjusted and applied 
as defined in columns 4 and 5 of Table I. 

IV. SIMULATION RESULTS: JOINT ACCESSORY STRESS 
PROFILES AT 50 HZ AND 0.1 HZ (VLF) 

The electrical stress magnitude and distribution 
characteristics are essential to understanding the cable system 
interface and failure mechanism behaviour [13]. The stress 
magnitude influence failure mechanisms such as the inception 
of partial discharges. Stress distribution affects the interface 
electrical treeing behaviour. The results of the FEM 
simulation identified a peak electric field of 4.35 kV/mm that 
occurs in the XLPE insulation adjacent to the conductor in the 
cable region for both 50 Hz and 0.1 Hz VLF. Regarding the 
electric field intensity maps of Fig. 2, there is a noticeable 
difference in the field patterns for 50 Hz compared to 0.1 Hz 
VLF. The field map shows a decrease in field stress in the 
cable XLPE insulation and an increase in field stress in the 

joint material components for the 50 Hz condition. The 0.1 Hz 
condition shows a greater magnitude of field stress contained 
within the cable XLPE insulation leading to the connection 
ferrule.  

With reference to Fig. 3, it is noted that the electric field 
stress profile following the edge of the XLPE/Stress Control 
Tube (SCT)/mastic surface is uniform along the shielded co-
axial cable length. There is, however, a spike at the screen cut 
position at 280 mm. The peak electric field at the 50 Hz power 
frequency test condition is 55 % greater than the 0.1 Hz VLF 
electric field peak. The 0.1 Hz VLF waveform along the SCT 
region is reasonably uniform and maintains a magnitude 
similar to that of the screened XLPE/SCT cable region. At the 
central connection ferrule/mastic region, the field drops 
significantly for the 0.1 Hz condition to 0.2 kV/mm, while the 
field at 50 Hz is 160 % greater within this region. Therefore, 
for the same voltage magnitude, the electric field profiles in 
the joint are different for 50 Hz and 0.1 Hz.  

Fig. 4 (a) Position 2 shows the electric field at the screen 
cut position. The 0.1 Hz VLF condition has a reduced peak at 
the XLPE-mastic interface compared to the 50 Hz condition. 
Also noticeable is the greater electric field strength in the 
mastic, SCT, and joint insulation regions for the 50 Hz 
waveform. Fig. 4 (b) shows the field profile at Position 3, 
located at the overlap of the joint on the cable insulation. The 
electric field within the XLPE region at 0.1 Hz VLF is 27 % 

Fig. 1. Joint Accessory Picture & Cross Section Schematic, Heat-Shrink 
Single Core Straight Joint [9] 

 
 

 
 Fig. 2. Joint Electric Field Intensity Map at 50 Hz Frequency (left) 
and 0.1 Hz VLF (right) with the conductor at U0 = 26.87 kV 

 
 



greater than that of the 50 Hz conditions. However, the peak 
electric field magnitude within the joint insulation is 230 % 
greater in the 50 Hz power frequency condition. Fig. 4 (c) 
shows the field at Position 4 at the centre of the joint, where it 
is noted once more that the electric field in the mastic, SCT, 
and joint insulation regions is more significant for the 50 Hz 
waveform than the 0.1 Hz condition. 

To summarise the results from the FEM simulations, the 
change of voltage frequency from 50 Hz to 0.1 Hz causes 
changes in the electric field profile in the accessories. These 
notable differences in behaviour are apparent and are likely 
due to the increased layered interfaces in the form of stress 
control and dielectric material used in the joint design. In 
order to stress to the same level at the joint's critical parts, the 
VLF's applied voltage magnitude must be increased. This 
increased stress level on VLF is required to reach breakdown 
conditions equivalent to the 50 Hz power frequency test 
condition [24]. This concept relates well with the literature in 
which, from experience described in work done by CIGRE 
[25], testing breakdown at VLF conditions typically occurs at 
1 to 4 times higher voltage than 50 Hz. The cause of the 
differences in the electric stress profile at 50 Hz compared to 
0.1 Hz can be explained in terms of the equivalent circuit 
model of the joint, as presented in the next section.  

TABLE I: MATERIAL PROPERTIES USED WITHIN FEM JOINT MODEL [10] - [23] 

Component Material Permittivity  
εr @ 50 Hz 

Permittivity  
εr @ 0.1 Hz 

Conductivity 
σ [S/m] 

Air Air 1 1 1.0 × 10−14 
Cable Conductor Aluminium EC1350 1 1 3.57 × 107 
Conductor Screen XLPE with Carbon Black 5 × 103 + 𝑖𝑖3 × 108 2 × 105 + 𝑖𝑖1 × 1010 <1 
Cable Insulation XLPE 2.3 + 𝑖𝑖1 × 10−3 2.3 + 𝑖𝑖1 × 10−2 1.0 × 10−15 

Core Screen XLPE with Carbon Black 1 × 105 + 𝑖𝑖1 × 109 1 × 107 + 𝑖𝑖5 × 1010 <1 
Cable Metallic Screen Copper 1 1 5.80 × 107 

Cable Outer Jacket PVC 6 6 7.58 × 10−12 
Connection Ferrule Aluminium Alloy, Tin Plated 1 1 2.95 × 107 

Stress Control Tube (SCT) Cross Linked Polyolefin 25 30 1.0 × 10−9 
Stress Control Mastic Polyolefin with chemical additives 25 30 1.0 × 10−9 

Heat-shrink Insulation Tube Cross Linked Polyolefin 5.5 + 𝑖𝑖0.13 10 + 𝑖𝑖1.5 1.0 × 10−14 
Dual wall Ins. Tube Cross Linked Polyolefin 3 + 𝑖𝑖0.13 10 + 𝑖𝑖1.5 1.0 × 10−14 

Dual wall Ins. Tube Screen XLPO with Carbon Black 1 × 105 + 𝑖𝑖1 × 109 1 × 107 + 𝑖𝑖5 × 1010 <1 
Outer Jacket Heat-shrink Sleeve  Cross Linked Polyolefin < 5 + 𝑖𝑖0.13 10 + 𝑖𝑖1.5 1.0 × 10−13 

 

  
Fig. 3. Electric Field longitudinally along the XLPE/SCT/mastic 
surface for 50 Hz vs 0.1 Hz with the conductor at U0 = 26.87 kV 

 
(a)  Electric Field at Position 2 

 
(b)  Electric Field at Position 3 

 
(c)  Electric Field at Position 4 

Fig. 4. Electric Field at Positions 2 - 4  radially outward from conductor 
centre for 50 Hz vs 0.1 Hz Conditions with the conductor at U0 = 26.87 kV 



V. FREQUENCY-DEPENDENT EQUIVALENT RESISTANCE 
& CAPACITANCE (RC) CIRCUIT MODEL OF THE MV JOINT 

The model proposed in this section is developed to analyse 
the theoretical behaviour expected within the elemental 
components of the screened cable joint. The model is 
developed to validate the results obtained from the FEM 
simulation by assessing the behaviour of the equivalent model 
at 50 Hz and 0.1 Hz. 

A. Electric Field Distribution Theory 
At DC voltage, electric field distribution within dielectrics 

is determined primarily by the conduction current Jc, given in 
(1) [26]: 

 𝐽𝐽𝑐𝑐 =  𝜎𝜎 ∙ 𝐸𝐸 (1) 

Where σ is the electric conductivity and E is the electric 
field. This conduction field is time-invariant; thus, DC electric 
fields are classified as stationary or steady-state stress. Power 
frequency and very low frequency AC voltage electric fields 
may be classified as quasi-stationary/quasi-static fields as 
these vary slowly with time. The components of conduction 
current Jc and displacement (polarization) current Jd influence 
the resultant electric field distribution [26]. Jd is given in (2): 

 𝐽𝐽𝑑𝑑 =  𝑑𝑑𝑑𝑑/𝑑𝑑𝑡𝑡 (2) 

A simplified equivalent circuit model may be 
approximated by combining the capacitance and resistance, as 
illustrated in Fig. 5, to cater to Jd and Jc [26]. Multiple 
equivalent circuits may be combined for systems made up of 
numerous dielectric layers (such as in a cable joint) in the form 
of Maxwell’s Two-layer model, with a series connection of 
the parallel equivalent circuits.  

The bulk/leakage resistance R0 and geometric capacitance 
C0 parameters of the cable joint dielectrics are calculated using 
(3) & (4) for simple screened coaxial constructions [27]:   

 𝑅𝑅0 =  
ln (𝑏𝑏𝑎𝑎)

2𝜋𝜋𝜋𝜋𝜋𝜋
 (3) 

 𝐶𝐶0 =  2𝜋𝜋𝜀𝜀0𝜀𝜀𝑟𝑟𝜋𝜋
ln (𝑏𝑏𝑎𝑎)

 (4) 

Where σ is conductivity, εr is the relative permittivity, ε0 is 
the permittivity of free space, l is the length, and a and b are 
the inner and outer radii of the dielectric.  

B. Equivalent RC Circuit Model of the MV Cable Joint 
Accessory Implementation in MATLAB® Simulink 
The cable joint circuit model is presented in Fig. 6. The 

RC circuit components were calculated using (3) & (4). 
Table II presents data for conditions considered at 50 Hz 
power frequency and 0.1 Hz VLF. This data is used to 
configure the MATLAB® Simulink models. 

The MATLAB® Simulink model for the MV cable joint 
equivalent circuit is presented in Fig. 7. Source Vs is an AC 
voltage supply configured to match the FEM supply source of 
26.87 kV at 50 Hz power frequency condition and 26.87 kV 
at 0.1 Hz frequency for the VLF condition.  

C. Modelling Results 
The voltage response over the dielectrics of the cable and 

joint accessory is presented in Fig. 8 for 50 Hz power 
frequency compared to the voltage response at 0.1 Hz VLF 
test voltage frequency. Voltage sensors V1 to V5 are placed 
across each dielectric as set up in the Simulink model, shown 
in Fig. 7. Voltage V1 is measured across the conductor screen, 
V2 across the XLPE Insulation, V3 across the stress control 
tube, V4 across the dual wall insulation tube, and V5 across 
the insulation tube screen. 

The peak voltage differential V1 across the conductor 
screen dielectric is 17.8 μV for 50 Hz and has decreased by 
99.8 % to 40.2 nV for the 0.1 Hz condition. A similar response 
occurred with the peak voltage differential V5 across the 
insulation tube screen dielectric decreasing from 7.4 μV at 
50 Hz to 16.7 nV at 0.1 Hz. The potential differences across 
these semiconductor components are much smaller than the 
supply voltage of 26.87 kV and may be considered negligible.   

 The insulation materials had the most significant 
influence, with a dominant impact measured across V2 for the 
XLPE insulation, as indicated by Fig. 8 (a). A peak voltage 
differential of 20.7 kV was experienced at 50 Hz. This 
increased to 23.4 kV at 0.1 Hz VLF, an increase of 13 %. The 
graphs in Fig. 8 (b) show the stress control tube measured an 
84 % decrease from 557.9 V to 87.2 V across V3, and from 
Fig. 8 (c), V4 also experienced a reduction of 38 % from 
5.59 kV to 3.47 kV at 0.1 Hz test frequency.  

 
Fig. 5. Displacement & Conduction Field Equivalent Network Model 
[26] 

 
 

 

 
Fig. 6. Circuit Model of Cable Joint Accessory region 

TABLE II: CABLE JOINT ACCESSORY RC CIRCUIT ELEMENTS 

Component @ 50 Hz @ 0,1 Hz 
Cisc [F/m] 3.81 × 10−6 1.53 × 10−4 
Risc [Ω/m] 1.16 × 10−2 1.16 × 10−2 
Cins [F/m] 2.36 × 10−10 2.36 × 10−10 
Rins [Ω/m] 8.64 × 1013 8.64 × 1013 
Csct [F/m] 8.68 × 10−9 1.04 × 10−8 
Rsct [Ω/m] 2.55 × 107 2.55 × 107 
Cdwt [F/m] 8.76 × 10−10 1.59 × 10−9 
Rdwt [Ω/m] 5.56 × 1012 5.56 × 1012 
Ctsc [F/m] 1.84 × 10−4 1.84 × 10−2 
Rtsc [Ω/m] 4.81 × 10−3 4.81 × 10−3 

 
 

 



D. Voltage Profile across Accessory Layers Using the RC 
Circuit Model 
The electric potential was plotted for each dielectric 

component in the accessory using the data drawn from the 
equivalent circuit implemented in MATLAB® Simulink, 
shown in Fig. 9. This was compared to the electric potential 
plot obtained from the COMSOL Multiphysics® FEM model, 
shown in Fig. 10. There is good agreement in the behaviour of 
the two models, which compare the potential across the 
dielectrics for 50 Hz frequency versus 0.1 Hz test voltage 
frequency. Comparing the electrical potential over the XLPE 
insulation region, there is a more significant potential 
difference for the 0.1 Hz condition, which corresponds to a 
greater electric field within this region. In the joint insulation 
tube region, a more significant potential difference is observed 
for the 50 Hz condition, resulting in a greater electric field. 
The difference in the graphs can be attributed to the greater 
accuracy of the FEM simulation solution.  

VI. RESULTS AND DISCUSSION 
The results show notable differences in the magnitude of 

electric potential and electric field stress for the varied 
frequency conditions within the MV cable joint model. As was 
presented in the FEM study, these differences in behaviour are 
very apparent and are likely due to the increased layered 
interfaces in the form of stress control and dielectric material 
used in the design of the cable joint. 

The XLPE insulation, SCT, and dual wall insulation tube 
materials are similar in magnitude of permittivity and hence 
capacitance, as well as in having high levels of resistivity, as 
presented in Table II. For this reason, the model responds with 
a shared effect over these three components.  

Within this multi-dielectric arrangement, it is observed 
that field displacement takes place, whereby the lower 
permittivity dielectrics experience a higher electric field 
compared to the higher permittivity dielectrics [26]. This 
corresponds well with the RC behaviour model, as the 
capacitance is more significant for higher permittivity 
materials, such as the stress control tube and the dual wall 
insulation tube. The capacitance is smaller for lower 

permittivity materials, such as XLPE insulation. Thus, the 
smaller capacitance leads to a greater reactance that results in 
a more significant volt drop over the region, which results in 
more significant electric field stress over this component 
section. 

When investigating the frequency effects on the accessory 
model in Fig. 8, it was found that the potential difference 
measured across V2 in the XLPE insulation region increased 
by 13 % when the test frequency was changed from 50 Hz to 
0.1 Hz. Accordingly, there was an 84 % decrease in potential 
difference measured across V3 in the stress control tube and a 
38 % decrease across the dual wall insulation tube measured 
by V4. This behaviour can be attributed to the changes in 
permittivity of the dual wall insulation tube and stress control 
tube that were found to increase in magnitude under the 
influence of the reduced test voltage frequency. This resulted 
in increased capacitance components and hence a reduced 
reactance contribution. The XLPE insulation capacitance was 
unchanged, resulting in the same reactance contribution. 
Additionally, the reactance of all components was increased 
proportionally with the reduction in frequency. Thus, with this 
increase in impedance over the XLPE region, a more 
significant voltage drop occurs. 

 
Fig. 7. MV Cable Joint Accessory modelled in MATLAB® Simulink 

 
(a) V2 across the XLPE Insulation 

 
(b)  V3 Stress Control Tube 

 
(c) V4 Insulation Tube 

Fig. 8. Voltage response of dielectric components under test conditions 
of 50 Hz versus 0.1 Hz VLF, voltage across a) the XLPE insulation 
layer, b) the stress control tube, and c) the joint insulation tube layer 



VII.  CONCLUSION 
From this study, it can be concluded that electric stress 

within the accessory materials decreases with test voltage 
frequency. The behaviour is attributed to the changes in 
permittivity and conductivity of the accessory components as 
a function of frequency. At the same time, the electric stress 
within the cable insulation region is burdened with an 
equivalent increase in field stress, as the permittivity remains 
constant under these operating conditions. Thus it is justified 
that, in practice, a scaling factor is used when testing cable 
systems at VLF test voltage. The question still stands, 
however, whether upscaling the voltage will perfectly match 
the stress profiles at the two test voltage frequencies.  
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Fig. 9. Simulink Model results for Electric Potential calculated at 
Dielectric Components of the Joint model simulated for 50 Hz power 
frequency and 0.1 Hz VLF Conditions 

 
Fig. 10. COMSOL Multiphysics® Model - Electric Potential at 
Position 1 radially outward from conductor centre for 50 Hz and 0.1 Hz 
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Abstract— This paper evaluates the country-wide location 

accuracy of the South African lightning detection network 

(SALDN)between 2007 and 2019. The authors used the 

suggested method by Zhu et al to evaluate the South African 

Lightning Detection Network through a set of lightning events 

for a period of 12 years. For the towers used, the SALDN 

location accuracy median location error decreased from 304.14 

m to 236.80 m after the 2010 upgrade and it decreased from 

236.80 m to 158.11 m after the 2015 upgrade. 

Keywords— Density-bar, Elevated-density area, Location 

accuracy, SALDN  

I. INTRODUCTION  

The South African Weather Services installed a Lightning 
Detection Network (LDN) in 2005 across the country and it 
became operational in 2006. Originally the LDN had 19 
sensors to detect lightning strokes, throughout the years there 
have been upgrades on the LDN leading to 26 sensors as of 
2021 [1]. The upgrades on the LDN include adding more 
sensors to the network, rearrangement of sensors, and 
updating the sensor software. These upgrades affect the 
location accuracy of the SALDN and were investigated in this 
paper.  

This paper aims to evaluate the location accuracy of the 
SALDN for the period 2007 and 2019. The approach used for 
this evaluation is based on the algorithm suggested by Zhu et 
al. [2]. The fundamental theoretical assumption that underpins 
this algorithm is provided in the background, and further 
detailed in the method section.  

II. BACKGROUND 

South Africa has the high number of cases of injuries and 
deaths related to lightning, therefore an LDN is important for 
implementing lightning protection [3]. Another application of 
the LDN is to check regions with a high lightning density, thus 
ensuring that human activities are limited or avoided in that 
region.  

A. Assumptions 

• All the lightning events in the SALDN data are 

cloud-to-ground events.  

• The method by Zhu et al finds an elevated-density 

area around the towers and the lightning events on 

the elevated-density area are assumed to be events 

terminated on the tower. 

III. LITERATURE REVIEW 

The SALDN uses Magnetic Direction Finding and Time 
of Arrival sensors which are incorporated in a method known 
as the Improved Accuracy from Combined Technology 
(IMPACT). When lightning strikes, electromagnetic radiation 
is generated, and the Magnetic Detection Finding sensors 
detect the electromagnetic radiation produced. While the Time 
of Arrival method compares the difference in time of arrival 
of the reported lightning events from individual sensors [4]. 

Sensors in the SALDN report lightning events with errors 
due to sensor calibration, electromagnetic signal propagation 
loss factor, placement of sensors, and inconsistent topography 
[2], [4],  this leads to different errors in different regions. 
Therefore, the performance of the LDN is assessed by 
confirming if reported lightning events are correctly located. 

Studies done by Hunt et al. [5] evaluate the performance 
of the network using high-speed camera photographic images 
relating to time stamped on the images to the SALDN data, 
this method is known as Time Correlating method [5], [6]. 
From this method, the location accuracy was determined by 
calculating the median distance of the location of the SALDN-
reported lightning event and the location of the area which was 
struck by lightning. This study was only done in Johannesburg 
for the two towers Brixton Tower and Hillbrow tower. 

Another existing solution for evaluating the LDN 
comprises the use of median confidence ellipses of the 
reported strokes. This method checks whether the location of 
the reported stroke is within the region of its reported 
confidence ellipse [5], [7]. The confidence ellipse is described 
as the region where there is a high chance of lightning 
occurrence. 

The SALDN has a median location error of 500 m across 
the country [6]. According to [5], [6], the location accuracy of 
the SALDN improves as the upgrades are performed on the 
LDN. 

IV. METHOD 

To evaluate the country-wide location accuracy of the 
SALDN, the steps below are followed. 

A. Identify a sufficient number of tall structures in each 

province in South Africa. 

It is known that tall structures attract lightning because 
they create a short path for lighting to travel from the clouds 
to the ground by initiating Cloud to Ground lightning 
discharges which may be upward or downward strikes. 

mailto:2041512@students.wits.ac.za%20T
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Fig. 1.   Algorithm used to identify the elevated-density area [2].

 The criteria used to identify tall structures are that they 
must be taller than any other structures within their 2 km radial 
distance and they must have existed between 2007-2019 
period. 

A total number of 33 towers were identified across South 
Africa and most of them are TV and radio towers. Figure 2 
shows the location of the identified tall structures and SALDN 
sensors. The identified towers have heights above ground 
ranging from 140 m to 300 m.  

 

Fig. 2.   Location of SALDN sensors and identified towers in 

South Africa. 

B. Apply the methods of Zhu et al. [2] to SALDN data over 

a range of years to estimate the location accuracy.  

The SALDN data from 2007 to 2009 was divided into 
three periods according to the upgrades done to the SALDN. 
The periods are 2007-2009, 2010-2014, and 2015-2019. 

 The following section describes the algorithm in figure 1 
below. The step 1 is to input the SALDN data within 2 km of 
the tower, this step was done for each identified tower shown 
in figure 2.  

 Figure 3 shows the SALDN lightning events within 2 km 
of the Hillbrow tower during the 2015-2019 period. 

 

Fig. 3.  Lightning events within 2km of the Hillbrow tower (260 

11’ 32’’ S, 280 0’ 24’’E). 

     The second step is to grid the data around the tower into 

cells of 50x50 m2 and count the number of lightning events 

in each cell. To reduce the variations in the number of 

lightning events in each cell, the mean filter values in each 

cell then become the densities in each cell. From the densities 

in each cell, a median value is determined (median cell 

density).  

 
Fig. 4.   Corresponding density plot of the lightning events around 

the Hillbrow tower. 



 Figure 4 shows the density plot of the Hillbrow tower after 
steps 1-4 of the algorithm in figure 1 have been applied. Step 
5, multiply the median cell density by 1.5 to create an initial 
density bar.  

 The density bar is a threshold that filters cells with a high 
lightning density within 2 km of the tower.  

 The density bar is then subtracted from each cell density. 
If their difference is greater than zero, it means that the cells 
are greater than the density bar and are grouped into clusters, 
and if their difference is equal to or less than zero, then there 
is no elevated-density area, and these density cells become a 
non-cluster area [2]. 

 In the step of grouping cells greater than the density bar 
into clusters, two clustering methods were investigated. The 
first method is K-means clustering and the second method is 
Hierarchical clustering.  

K-means clustering 

 K-means cluster is a centroid-based technique that uses a 
looping process. Using the number of clusters known as k, this 
number also determines the required number of centroids. 
Initially, k number of centroids are selected, and objects are 
grouped based on the nearest centroids. Then, within each 
group, the Euclidean distances between the centroids and 
samples are calculated. Then after, new centroids are assigned 
and new groups are formed, the Euclidean distance is 
calculated again. This process repeats until there is the 
convergence of samples and there is no reassigning of clusters. 
K is determined by using the Elbow method which is 
determined by the data set. It is a graph that takes the shape of 
a human elbow, the point where its slope is no longer steep is 
referred to as optimal k [8], [9]. 

Hierarchical clustering 

 Hierarchical clustering is a technique that initially assumes 
individual objects or data sets are clusters, then the closest 
clusters are grouped distance between two clusters. The 
number of clusters is determined by a dendrogram which 
depends on the data set variation. A dendrogram is a 
representation of nested grouping links of different levels [8]. 

 In comparing the two cluster algorithms, the median 
location error they produced for Sentech tower during 2015-
2019 was compared with the median location error of 80.5 m 
obtained after the 2014 upgrade in the SALDN [1], [6]. The 
one with the lowest difference was used for the rest of the 
towers. Table 1 below shows that the K-means clustering 
algorithm has the lowest difference, yet close to 80.5 m, and 
was used. 

Table 1.   Comparison between the clustering algorithms’ 
median location error for Sentech tower. 

 

 The clusters developed from the K-means clustering 
algorithm were checked if they contain cells greater than 25, 
step 10. If not, there is no elevated area in the SALDN data 
around the tower used. If yes, the cluster/s were further 
checked if the cluster containing the maximum density cell has 
cells less than or equal to 250. If no, the density bar was 
increased, and the algorithm is repeated from step 6. If yes, the 
area of the non-cluster area was divided by the area of the 
cluster area, and it was checked if it was greater than five. If 
no, the density bar was increased, and the algorithm was 
repeated from step 6. If yes, the cluster is identified as the 
elevated-density area [2]. Steps 10-13 from the algorithm in 
figure 2 ensure that enough cells are clearly shown, not less 
and not more. 

 Elevated-density area is a group of cells that are greater 
than the density bar and the lightning events on the cells are 
assumed to be terminated on the tower [2]. 

Figure 5 shows the clustering of the cells greater than the 
density bar and greater than 25 but less than 250. The position 
of the tower is at (40,40). The purpose of the density bar is to 
ensure that cells with high density stand out and that cells with 
low density are filtered out [2]. 

The other two clusters away from (40,40) in figure 5 have 
cells greater than the density bar but are less than 25 as a result 
do not qualify to be elevated-density areas. 

 

Fig. 5.   Clusters of the Hillbrow tower using 

k-means. 

Having identified the elevated-density area, the distances 
between the coordinates of the towers, and the coordinates of 
the lightning events from the SALDN data in the elevated-
density area are determined. From the distance values, the 
median of the distance is then the median location error of the 
location accuracy in each tower [2], [6]. 

The arithmetic mean for the median location error location 
accuracy for the towers in each province is determined [2]. To 
find the national location accuracy, the arithmetic median for 
all the provinces is determined. 

The final step is comparing the results with the self-
evaluation of the SALDN median location error performance 
for location accuracy which is 500 m [6]. 

 



V. RESULTS AND ANALYSIS 

 

 
Fig. 6.   Median location error for each tower per period 

 Table 2.   Tower median location error per period. 

Year period 2007-2009 2010-2014 2015-

2019 

Year period 2007-

2009 

2010-

2014 

2015-

2019 

Name of tower 

 

 

Median 

location 

error (m) 

Median 

location 

error (m) 

Median 

location 

error 

(m) 

Name of tower Median 

location 

error 

(m) 

Median 

location 

error 

(m) 

Median 

location 

error 

(m) 

Gauteng Limpopo 

Sentech Tower 180.27 145.71 70.71 Louis Trichardt 1690 1170 955.24 

Hillbrow Tower  320.15 206.15 154.05 Thabazimbi TV mast 223.60 223.60 169.20 

Welverdiend 565.68 419.75 111.80     

Mpumalanga Eastern Cape 

Komati PS 743.30 474.34 206.15 Butterworth TV 

mast 

1620 1460 1610 

Piet Retief TV mast 250.00 200.00 118.80 Mthatha 1270 180.19 169.27 

Mpumalanga TV 

mast 

236.80 180.27 141.42 Matatiele TV mast 280.40 180.27 154.05 

Middleburg TV 

mast 

212.13 150.00 141.42 East London TV 

mast 

No 

elevated-

density 

area 

1400 1480 

Free State Western Cape 

Theunissen TV mast 236.80 180.27 150.00 Beaufort West TV 

mast 

212.13 No 

elevated-

density 

area 

452.76 

Senekal TV mast 206.15 154.06 150.00 Vanrhynsdrop No 

elevated-

density 

area 

No 

elevated-

density 

area 

No 

elevated-

density 

area 

Boesmanskop TV 

mast 

200.00 254.95 217.86 Constantiaberg TV 

mast 

No 

elevated-

density 

area 

No 

elevated-

density 

area 

No 

elevated-

density 

area 

Kroonstad TV mast 304.13 169.19 150.00 Piketberg No 

elevated-

No 

elevated-

No 

elevated-



density 

area 

density 

area 

density 

area 

Northwest Kwa-Zulu Natal 

Hartbeesfontein 403.11 158.11 150.00 Alverstone Radio 

mast 

525.72 507.08 158.11 

Schweizer-Reineke 890.22 412.31 236.80 Port Shepstone TV 

mast 

1590 1360 1350 

Zeerust TV mast 884.59 212.13 180.27 Nongoma TV mast 860.23 447.21 158.11 

Jan Kempdorp 1200 320.15 180.27 Greytown TV mast 284.62 236.80 111.80 

Northern Cape 

Carnarvon TV mast  413.08 235.91 111.80 

Prieska TV mast 1570 1450 1230 

Upington TV mast 413.68 316.22 250.00 

Douglas TV mast  250.00 580.54 180.27 

The data in table 2 shows the median location errors for all 
the identified towers. The median location errors decrease for 
all towers as the periods increase except for the Boesmanskop 
TV mast and the Douglas TV mast in 2010-2014. This may be 
caused by the rearrangement of the sensor locations in 2011 
[1].  

Also, the reason for having no elevated density in 2010-
2014 for the Beaufort West TV mast may be due to the 
arrangement of the sensors in 2011. However, the 
rearrangement of sensors in 2011 worked for the East London 
TV mast as there was an identified elevated density cell in 
2010-2014 as compared to 2007-2009.  

For the following towers Vanrhynsdrop, Constantiaberg 
TV mast, and Piketberg there are no elevated-density cells 
identified for all the periods 2007-2009, 2010-2014, and 2019. 
This means that all the density cells around these towers are 
less than the initial density bar. Another reason may be that 
the upgrades done on the LDN by adding more sensors, 
rearranging the sensors, and upgrading the software of sensors 
did not improve the performance of the SALDN in that region.  

For towers that report higher median location errors 
greater than 500 m, there are fewer lightning events recorded 
around and far apart from the tower during that period. This in 
turn will cause the identified elevated-density area to be far 
away from the tower. The reason for the few recorded 
lightning events that are far from the tower might be that there 
are fewer sensors in that region, that the sensors are far from 
the tower. Most towers identified in the Western Cape region 
had fewer reported strokes for all the seasons within its 2 km 
radial distance. This was not surprising considering that the 
towers are situated in a region having less than one Lightning 
flash per square kilometer per annum as documented [10].    

Figure 6 above shows the median location errors for each 
tower per period. The median location error for all towers was 
estimated as 304.14 m for the 2007-2009 period. During this 
period, the network consisted of 19 sensors. During the 2010- 
2014 period three more sensors were added and the median 
location error for all towers was reduced to 236.80 m. A 
similar observation was seen for the 2015-2019 period with 
the median location error reduced further to 158.11 m, as that 
three more sensors were added to the network again and the 
Vaisala software went for upgrades [9]. On the other hand, 
eight of them indicated a reduced error for both the 2010-2014 
and 2015-2019 seasons [11].  

 

 

Table 3.   Arithmetic mean for median location error for 
each province. 

 

Table 3 shows the arithmetic mean for median location 
error for each province using the identified towers. The 
arithmetic mean for Western Cape is not identified during 
2010-2014 because every tower had no elevated-density area.  

It is also worth noting that there is a bias in the arithmetic 
mean for median location error as the number of towers 
identified in Gauteng and Limpopo is not four as the rest of 
the provinces, this means that the division in the arithmetic 
means of Gauteng is 3 and in Limpopo is 2 instead of 4. 

 

Fig. 7.   Bar graph for arithmetic median location errors. 



From the graphical representation of table 3 shown in 
figure 7 above, the arithmetic means for the median location 
error decrease with the increase in years as more upgrades are 
done on the SALDN, however, for provinces with towers that 
have no identified elevated density areas (Eastern Cape and 
Western Cape) affect the trend seen for other provinces. The 
reason for the low arithmetic mean for median location error 
and high arithmetic mean for median location error in 2007- 
2009 and 2015-2019 respectively for Western Cape is that 
there is only one tower that had an elevated area hence finding 
the mean makes no difference. 

The performance of the SALDN improves as more 
upgrades are done to it (adding more sensors and upgrading 
the sensor software) by having lesser and lesser median 
location errors per upgrade for most provinces. 

 

In this section, the results in table 3 will be compared with 
the SALDN self-evaluation of 500 m. 

The arithmetic mean for median location errors for 
Gauteng, Mpumalanga, Free State, and Western Cape were 
lesser than the self-evaluation in all periods. While Northwest 
had an arithmetic mean for median location error that is lesser 
than the self-evaluation for the 2010-2014 and 2015-2019 
periods. On the other hand, Kwa-Zulu Natal had an arithmetic 
mean for median location error that is lesser than the self-
evaluation for the 2015-2019 periods. 

The rest of the provinces had an arithmetic mean for 
median location error that is greater than the self-evaluation in 
all periods. However, the error decreased as the periods 
increased. 

VI. RECOMMENDATIONS 

The median location error of lightning events around 
Louis Trichardt tower was quite higher, though the area has 
more sensors covering the tower region, it is suggested that 
the terrain loss propagation factors must be corrected. 
However, a time correlation is advised. As for coastal and less 
reported flashes regions, it is recommended that increasing 
intervals for more than four years is passed to the algorithm 
since there are very low flashes per square kilometer per 
annum. 

To reduce the bias in the arithmetic mean for median 
location errors, the number of towers should be the same in 
each province. Adjustments in the algorithm shown in figure 
2 may be made by making the area in step 13 to be greater 
than ten as standard, this affects the density bar by ensuring 
that is high, which in turn will make sure that the elevated-
density area is decreased and cells with a very high density are 
only considered. 

The effect of clusters also impacts the median error 
especially when clusters include elevated density cells which 
are outliers and this was noticed when analyzing the Port 
Shepstone tower for all periods. Hence, large errors were 
reported, and this was observed for both clustering methods. 
The problem with these clusters is that they group objects 
unsupervised. A supervised clustering method in which 
clustered data set based on regions is recommended.  

To make sure that more lightning events are captured, 
more sensors must be added as planned by the South African 

Weather Services to add more sensors, especially on the edge 
[1]. Most provinces had an arithmetic mean for median 
location error that is greater than the self-evaluation, therefore 
the SALDN self-evaluation value of 500 m should be changed 
to be province specific. 

VII. CONCLUSION 

The Zhu et al. [2] algorithm was presented and estimated 
the median location error for identified towers. The median 
location error for identified towers was compared with the 
SALDN self-evaluation error of 500 m. The median location 
error was found to be 304.14 m during 2007-2009, 236.80 m 
during 2010-2014, and 158.11 m during 2015-2019. 
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Abstract—Nanoparticles have been found to improve the 

dielectric properties of insulation fluids. Existing literature has 

shown that the improvement given by these nanoparticles is 

dependent on the different properties of the nanoparticles, 

including the type and the amount of nanoparticles used. This 

work presents a study on the effects of TiO2 nanoparticles on the 

breakdown strength of natural ester oil. A uniform field AC 

breakdown voltage test was used to compare anatase and rutile 

TiO2 polymorphs' effects on a natural ester liquid. The 

nanofluid containing anatase-TiO2 was found to provide the 

highest breakdown voltage for different concentrations. A 

maximum improvement of 85% was obtained with a sample 

containing 0.05 vol% of anatase-TiO2. Rutile-TiO2 had a 61% 

improvement at the same volume concentration. The 

improvement is attributed to the electron-trapping ability of the 

nanoparticles. The possible related electron transfer 

mechanisms are discussed.  

Keywords—Nanofluids, TiO2, anatase, rutile, natural ester, 

AC breakdown voltage 

I. INTRODUCTION  

Transformer oil is an integral part of the electrical 
network. Its health is critical to the efficiency of the entire 
network. Insulation oil provides the dielectric and cooling 
functions of the transformers. Over the years, mineral oil has 
successfully provided this. However, it is prone to explosions 
during fault and high load conditions due to its lower fire 
point. The oil is also harmful to the environment given that it 
has a very low biodegradability rate. Additionally, mineral oil 
has a risk of running out due to the scarcity of petroleum fuel 
on which mineral oil is based [1]–[6]. 

In recent years, many researchers have focused on natural 
ester oils as alternative insulating liquids for large power 
transformers due to better sustainability. Natural ester oils 
have a higher fire point of 300 ˚C, which is double that of 
mineral oil [6]. They are also biodegradable as they are 
vegetable based, and are therefore renewable. 

Although natural ester oil possesses superior properties, its 
application has limitations due to the characteristics of having 
higher viscosity and therefore lower cooling effects, higher 
oxidation rate, and inconsistent breakdown voltage behaviour 
especially at higher temperatures [1], [6].  

Nanoparticles have been employed by researchers to 
address the shortfalls associated with natural esters. The 
integration of nanoparticles in insulation oils forms a 
nanofluid with improved dielectric properties. Rafiq et al. [2], 
and Suhaimi et al. [4], conducted reviews on nanofluids for 

power transformer applications, confirming the improvement 
of the resultant nanofluids' dielectric properties. They also 
concluded that the resultant properties of nanofluids depend 
on the type of particles, size, and percentage loading. Among 
the nanoparticles commonly used in nanofluids are Fe3O4, 
ZnO, Al2O3, SiO2, and TiO2. However, TiO2-based nanofluids 
exhibit better dielectric properties as compared to other 
nanofluids.   In the literature, Olmo et al. [7] modified natural 
ester oil with TiO2 nanoparticles. The breakdown voltage of 
the resultant nanofluid was reported to have improved by 
33%. Muangpratoom [5], compared nanofluids modified with 
TiO2, ZnO, and BaTiO3. It was concluded that at 0.01 vol%, 
TiO2 had the most breakdown voltage improvement. Koutras 
et al. [8], also studied an ester-based nanofluid with TiO2 
nanoparticles and found a 22% improvement in the 
breakdown voltage with the nanofluid containing 0.02% of 
TiO2.  

It is notable from the literature that TiO2 nanoparticles in 
natural ester oil enhance the breakdown strength of the 
resultant nanofluid. However, TiO2 exists in two common 
stable polymorphs, namely, rutile and anatase [9], [10]. The 
phases have different properties and industrial uses. 
According to Stamate et al. [11], the electrical properties of 
anatase and rutile TiO2  differ significantly. Their study on 
TiO2 film suggests that the rutile dielectric constant is higher 
than that of anatase. This indicates that the polymorphs may 
have significantly different effects on the dielectric strength of 
nanofluids. 

Currently, there is limited literature that specifies the phase 
of TiO2 that results in the most improved nanofluid. In this 
regard, this work compares the effects of rutile-TiO2 and 
anatase-TiO2 nanoparticles on the uniform breakdown voltage 
of natural ester oil. The following sections present the 
materials, experimental methods, and the breakdown voltage 
test results.  

II. MATERIALS AND METHODS 

A. Material Characterisation 

 
Midel eN 1204 canola-based ester oil and the SkySpring 

nanomaterials Inc. sourced TiO2 nanoparticles were used in 
the preparation of the nanofluids. Table I and Table II present 
the supplier specifications of the oil and nanoparticles 
respectively. Similar nanoparticles were used to ensure 
optimal comparability. 

 



 

TABLE I: NATURAL ESTER OIL SUPPLIER SPECIFICATIONS 

Midel 1204 Properties 

Property IEC 62770 Limit Actual 

Dielectric Breakdown (kV) ≥ 35 66.3 

Moisture Content ≤ 200 15.09 

Dissipation Factor @90°C ≤ 0.05  0.004 

Density @20°C (g/cm3) ≤ 1.0 0.92 

Viscosity @40°C (mm2/sec) ≤ 50 37 

 

 

TABLE II: TIO2 NANOPARTICLES SUPPLIER SPECIFICATIONS 

TiO2 Nanoparticles Properties 

Property Rutile-TiO2 Anatase-TiO2 

Purity (%) 99.5 99.5 

Average diameter (nm) 10 - 30 10 - 30 

Specific Surface area (m2/g) ~50 > 50 

 

 

The physical properties of the nanoparticles were further 
confirmed with the use of Raman spectroscopy and 
Transmission Electron Microscopy (TEM).  

A pure rutile-TiO2 phase is characterized by four Raman 
shifts at 143±1 cm-1, 235±5 cm-1, 448±2 cm-1, and 609±2 cm-1. 
While pure anatase-TiO2 has a sharp peak at 144±1 cm-1, 
followed by four more at 196±1 cm-1,395±1 cm-1, 518±2 cm-1, 
and 639±1 cm-1 [10]. Fig. 1 shows the standard Raman Spectra 
signatures of the pure nanoparticles’ phases, while Fig. 2 and 
Fig. 3 show the experimented rutile and anatase nanoparticles, 
respectively. Eleven samples of data were taken at different 
spots of a grid spread with each of the nanoparticles. It is 
notable from the figures that the spectra are almost identical 
for all sample iterations of the Raman. This coincides with a 
purity of 99.5% as per specifications. 

 

 

 

 

Fig. 1: Standard Raman Spectra of Phase-Pure TiO2 Polymorphs 

 
Fig. 2: Raman Spectra for Rutile TiO2 

 
Fig. 3: Raman Spectra for Anatase TiO2 

TEM analysis also confirmed the sizes and morphology of 
the nanoparticles. Fig. 4 and Fig. 5 show the TEM images of 
the rutile and anatase TiO2 respectively, confirming the 
particles’ diameter range of 10-30 nm with quasi-spherical 
shapes as per the materials’ specifications in Table I. In 
addition, the rutile sample is more agglomerated compared to 
the anatase TiO2. 

 

 

Fig 4: TEM Image of rutile TiO2 nanoparticles 

 



 

 

Fig 5: TEM image of anatase TiO2 nanoparticles 

B. Nanofluid Synthesis 

Uniform dispersion of nanoparticles is critical for an 
optimal enhancement of the base oil’s properties. To ascertain 
this, a two-step method of synthesis was adopted for the 
preparation of the nanofluids. Three samples of each 
polymorph nanoparticles in different concentrations were 
added to the natural ester to form the nanofluids. The 
composite was stirred with a magnetic stirrer at 60˚C for 30 
minutes, followed by ultrasonication for 1 hour to form a 
homogeneously dispersed nanofluid. Lastly, the samples were 
oven dried for 24 hours to eliminate excess moisture. Fig. 6 
illustrates the synthesis process. 

A total of 6 nanofluid samples were conducted at 
0.01 vol%, 0.03 vol%, and 0.05 vol% for each phase of the 
nanoparticles. The rutile-TiO2 nanofluids will be referred to as 
R1, R2, and R3 for concentrations 0.01%, 0.03%, and 0.05% 
respectively. The anatase-TiO2 nanofluids will be referred to 
as A1, A2, and A3 for concentrations 0.01%, 0.03%, and 
0.05% respectively. 

 

Fig. 6: 2-Step Nanofluid Synthesis Process 

C. Breakdown Voltage Experimental Procedure 

Uniform electric field breakdown tests were conducted 
following the IEC60156 standard. Due to the higher viscosity 
of ester fluids, the rest time before experiments and 
in-between shots was extended to 15 min and 5 min 
respectively to ensure bubbles are depleted in the oil. The test 
cell used comprised of sphere-sphere brass electrodes spaced 
2.5 mm apart. The experimental set-up was as per Fig. 7, 
comprising of a variable AC supply, a Step-up transformer, a 
current limiting resistor, a voltage divider, and the test cell. A 

voltmeter was used to record the breakdown voltages. As per 
the standard, 6 breakdown shots were recorded per sample. 

 
Fig. 7: AC Uniform Breakdown Test Circuit Diagram 

 

III. RESULTS AND DISCUSSION 

Fig. 8 and Fig. 9 present the breakdown results of 
rutile-TiO2 and anatase-TiO2 nanofluids, respectively. 

It is evident from the figures that the use of TiO2 
nanoparticles in both polymorphs yields an improved 
breakdown voltage. The trend increases with the increase in 
nanoparticle concentration. It is notable in both graphs that the 
results of the nanofluids lie well above the distribution of the 
pure ester fluid breakdown voltage. This shows a clear 
enhancement of the breakdown voltage in the nanofluids.  

A. Rutile-TiO2 Nanofluid Breakdown Voltage 

Rutile-TiO2 had the highest average breakdown voltage of 
49.3 kV from sample R3, which is over 60% enhancement 
compared to the 30.6 kV recorded for pure oil. It is however 
notable that sample R2 exhibited the most optimal results 
based on the repeatability of results. A narrow interquartile 
range is observed, indicating less scattering of plots compared 
to those of R1 and R3. 

B. Anatase-TiO2 Nanofluid Breakdown Voltage 

Similar to the rutile-based nanofluid, the anatase-based 
nanofluid exhibited an increase in the breakdown voltage as 
the concentration of anatase-TiO2 nanoparticles was 
increased. 56.6 kV was recorded as the highest average 
breakdown voltage from sample A3. Based on the compact 
distribution of the results, this sample gave the most optimal 
resultant nanofluid. 

 

 

Fig. 8: Effects of rutile-TiO2 loading on the breakdown voltage of an 
ester-based nanofluid 



 

 

Fig. 9: Effects of anatase-TiO2 loading on the breakdown voltage of an 
ester-based nanofluid 

 

C. Rutile vs Anatase TiO2 Breakdown Voltage 

Enhancement 

A further comparison of the influence of the two 
morphologies on natural ester oil gives distinct differences in 
the amount of the resultant breakdown voltage enhancement. 
The anatase polymorph is found to have the most prominent 
effect on the breakdown strength of the oil. In Fig. 10, a clear 
comparison of the percentage improvement of breakdown 
voltage is presented. The two profiles follow a similar trend of 
enhancement, although the anatase-based nanofluids resulted 
in a much higher enhancement, a maximum of 85% 
improvement. However, samples R1 and A1 resulted in the 
same extent of improvement. This indicates that the 
superiority of the anatase polymorph is more evident at higher 
concentrations.  

 

D. Possible Mechanisms 

The results obtained are contrary to the common belief that 
rutile TiO2 has better dielectric properties due to its higher 
thermal stability as compared to anatase [11], [12]. However, 
anatase nanoparticles have been reported to have superior 
effects over rutile in other applications, particularly in 
photocatalysis processes. These are relatable to 
nanodielectrics because of the electron activity attributed to 
the polymorphs’ effects.  

According to most literature, the enhancement of the 
breakdown voltage in nanofluids is attributed to the electron 
scavenger nature of nanoparticles. In a nanofluid, the interface 
between the nanoparticles and the oil forms an electrical 
double layer around the nanoparticles. In this layer are free 
ions on the outer-most diffuse layer, which have the ability to 
attract and trap free electrons. Fig. 11 shows a representation 
of the interface. During breakdown, the nanoparticles tend to 
attract and trap the electrons from the streamer [13]–[15]. This 
phenomenon results in a reduction in the electric field 
strength, and the energy of the streamer. Hence, a much higher 
voltage is required for a complete breakdown.  

In photocatalysis studies, researchers have studied the 
electron trapping of TiO2 polymorphs. It was reported that 
anatase has a larger band gap than rutile. According to the 
electron band theory, semiconductive solid particles have a 
narrow gap between the valency band and conduction band as 
seen in Fig. 12, which electrons may cross given the right 
energy. The conduction band has shallow traps and free 
reactive electrons, while the valency band is occupied by 

deeper trapped electrons which may move to the conduction 
band and reduce the shallow trap holes. Thus, reducing the 
shallow trapping ability. When a smaller band gap exists, 
trapped electrons can easily move to the conduction band, 
causing the conduction band to repel electrons [16]–[18]. It is 
evident from the literature that anatase-TiO2 has a larger 
electron band gap than rutile. The band gap is 3.2 eV and 
3.0 eV for anatase and rutile respectively [17], [18]. This 
entails that, for the same size and concentration of 
nanoparticles, anatase crystals will require higher energy to 
facilitate electron transfer. It follows that the shallow-trap 
mechanism associated with nanofluids may be having a much 
higher effect on anatase nanoparticles, hence the resultant 
breakdown voltage is higher than that of the rutile 
nanoparticles. 

 

 

Fig. 10: Improvement of the Breakdown Voltage of Natural Ester oil based 
on rutile and anatase TiO2 nanoparticles loading 

 

 

Fig. 11: Model of a nanoparticle in insulating fluid 

 

 

Fig 12: TiO2 rutile and anatase solid state band gap 



 

IV. CONCLUSION 

The integration of nanoparticles into ester oil results in a 
nanofluid with enhanced dielectric properties. The use of TiO2 
nanoparticles in natural ester oil has proven to significantly 
improve the breakdown voltage of the resultant nanofluid. 
Both the anatase and rutile TiO2 polymorphs exhibit this 
enhancement. The composite containing 0,05 vol% of 
anatase-TiO2 resulted in the highest improvement at 85% of 
the base fluid’s breakdown voltage. The rutile-TiO2 nanofluid 
also had a maximum improvement at 0.05 vol% of the base 
fluid. The breakdown voltage improved by 61%, which is 
significantly lower than that of anatase-TiO2.  

The improvement of the breakdown voltage is attributed 
to the electron-trapping ability of nanoparticles. The electron 
band theory and the differences in anatase and rutile band gaps 
are likely responsible for the differences in rutile and anatase 
breakdown voltage enhancements.  

The experimental results from this work indicate that the 
anatase polymorph of TiO2 nanoparticles is more prominent 
in providing improved dielectric properties to natural ester oil. 
This is inconsistent with the literature that suggests that 
rutile-TiO2 has better dielectric properties than anatase. 
Rutile-TiO2 is also more stable than anatase, which gives rise 
to an inquisition about the extent of improvement that 
anatase-TiO2 has under different conditions. It is thus, prudent 
to pursue more studies on the effects of the polymorphs on the 
dielectric properties of the nanofluids. 
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Abstract—This paper presents the work and findings of using
machine learning algorithms namely, logistic regression (LR),
random forest (RF), and long short-term memory (LSTM)
network, to nowcast Johannesburg’s cloud-to-ground lightning
events within a 30 km radius of the city center between the period
of 1 November 2021 to 27 February 2022. The investigation
evaluated each model’s ability to nowcast lightning strokes over
the city from recorded historical values of the electric field, air
temperature, dew point, and relative humidity for a forecast hori-
zon of 15 minutes. Performance metrics indicate that the recall
score for the LSTM is the lowest at 53% while that of the RF and
LR are 80% and 93% respectively. The RF and LSTM models
achieved lower recall scores but demonstrated less sensitivity to
making false predictions, while the logistic regression made a
relatively higher number of false positive misclassifications. A
precision score of 41% for the LSTM indicates that the model is
able to predict non-lightning occurrence more precisely than the
LR and RF models which reported precision scores of 9% and
11% respectively. The models’ prediction performance over the
Sentech and Hillbrow towers has also been assessed and analyzed,
and results indicate that a model’s predictive ability is heavily
influenced by cloud-to-cloud lightning.

Index Terms—Recall, Precision, Random Forest, Logistic Re-
gression, LSTM, Cloud-to-ground lightning, cloud-to-cloud light-
ning

I. INTRODUCTION

Lightning may be defined as an uncontrolled, unanticipated,
and rapid release of electrical energy from thunderstorms
when the air reaches dielectric breakdown due to negative
charges in the clouds being attracted to positive charges on
the ground [1]. Lightning is known to cause fatalities and
damage to infrastructure (homes, wind turbines, and power
lines) [2]. In South Africa, it is reported that lightning strikes
cost around R500 million in insurance claims every year
for lightning-related damages [2]. The accurate and reliable
prediction of lightning events all over the country, therefore,
provides a suitable means of mitigating the adverse effects

of lightning by issuing warnings to the general public and
businesses.

For many years, South Africa had no detection or obser-
vation technology for lightning events [3]. This was until
early 2000 when the South African Weather Service (SAWS)
installed and operated a country-wide lightning detection net-
work (SALDN) that had 19 sensors in the year 2005 [3].
The number of sensors has since increased to 25 up to date
in an attempt to improve the accuracy and reliability of the
network [3]. This initiative allowed the weather service to
provide lightning forecast information to the public with a
with 90 % prediction efficiency and 0.5 km location accuracy
[3]. However, despite these developments, large parts of rural
South Africa (and Africa at large) still remain vulnerable
to lightning due to not receiving any lightning forecast and
warnings at a local level. Machine learning-based warning
systems have the advantage of being relatively cheaper to
commission and maintain than country-wide sensors and have
been shown to achieve excellent results in literature [4].

II. PROBLEM DEFINITION

This investigation seeks to make use of commonly available
meteorological parameters such as air temperature, relative
humidity, dew point, and the electric field to develop and
compare three different machine learning models’ ability
to forecast if a cloud-to-ground lightning stroke will occur
within a 30 km radius of Johannesburg city center in the next
15 minutes. The investigation also aims to examine how well
the best-performing model identified during the investigation
can accurately predict lightning events over the two city
towers namely, the Sentech and Hillbrow towers.



Input meteorological data is obtained from the Johannesburg
Lightning Research Laboratory (JLRL) while real lightning
event data is obtained from the South African Lightning
Detection Network (SALDN). The number of strokes that
occur within a single 15 minutes window is not considered;
the focus is instead placed on whether a lightning stroke will
occur or not.

III. LITERATURE REVIEW

A fair amount of research about the use of machine learning
techniques to predict lightning for the South African context
exists in literature with each author exploring the usage of a
different model with different input data to analyze results. S.
Mzila [5] trains a standard deep neural network (developed
from first principles) to predict lightning from meteorological
data provided by SAWS using python and the Keras library
for all nine provinces in South Africa and compares the
results against true SALDN lightning data. The performance
of the standard neural network is further compared against
the performance of a radial basis network for the same data.
Results indicated the developed neural network achieved an
accuracy of 79% on both low-density and high-density areas.

A. La Fata et al. [6] provides the results of using a random
forest classifier to predict cloud-to-ground lightning events
from eighteen geo-environmental parameters (air temperature,
wind speed, rainfall, etc) for 1- hour forecast horizon. It
was found that the model achieved a recall score of 95%,
a precision score of 8%, and an accuracy score of 93%.
N. Makgatho et al. [7] presents the results of comparing
a logistic regression model against a deep neural network
for lightning prediction from meteorological data provided
by SAWS. The deep neural network achieved a ROC- AUC
score of 98% while the logistic regression model achieved a
ROC- AUC score of 87%. Y. Essa et al. [8] investigates four
machine learning algorithms- Auto-Regressive (AR), Auto
Regressive Integrated Moving Average (ARIMA), and the
LSTM model, that use univariate historical lightning-flash
data (from SALDN) to predict the number of cloud-to-ground
lightning flashes in South Africa for three hours ahead.
This paper argues the strength of non-parametric models for
lightning prediction and reports that the AR and ARIMA
models performed similarly with a MAPE of 15312 and
15080 respectively, while the LSTM outperforms both of
these with a MAPE of 3705. This paper is one of the first to
deploy an LSTM model for lightning predictions.

IV. METHODOLOGY

To develop each of the three models listed, the system
flow diagram depicted in Fig. 1 was followed. First, the input
data is pre-processed by filling in missing data and organizing
the date-time stamps of the data in chronological order. The
next step is to model the time series problem as a supervised
learning technique where values of a previous time (t-1) were
to be used to predict the output (lightning event or no lightning

event) at the present time t. Once this is done, statistical anal-
ysis of the data is performed to explore data characteristics,
and input parameter relationships (correlation and probability
density graphs) are conducted to ascertain if the data quality
is sufficient to answer the investigation question as well as
make informed guesses of which parameters are important and
which are not. In addition, feature engineering which involved
taking absolute values of the electric field, normalizing the
values of input parameters, and taking time-lagged versions
of input features (as far back as t- 12 or three hours ago)- by
sliding window technique, and taking a different combination
of independent variables to predict the dependent outcome was
explored.

Fig. 1. Model Construction Flow Diagram

The model construction step involved splitting the input
data into training, validation and testing set such that the
model is tested on input data it has not seen to ensure
reliable results. The data split followed a 65%: 15%: 20%
split ratio respectively for the logistic regression model, while
the random forest and LSTM were spit according to a 70%
training and 30% testing ratio.

A. The Imbalanced Dataset Problem

Most machine learning problems adopt maximizing accu-
racy as the ultimate goal to achieve because the classifier
(model) is expected to operate on data with an equal or normal
distribution [9]. This approach breaks down when training
on an imbalanced dataset. In particular, for many machine
learning algorithms, the assumptions of equal data distribution
are embodied by the placement of a 0.5 threshold on a
continuous output of probabilities [9]. This default threshold
implies that for every probability outcome yprobability pro-
duced by each of the three models, values of probability where
yprobability ≥ 0.5 are considered as lightning stroke occurred,
while probabilities where yprobability < 0.5 are considered as



no stroke occurred. However, this threshold can be manually
manipulated to be anything else between 0 and 1, instead of the
given 0.5 default by a technique known as threshold sweeping.

Statistical analysis of the input data revealed that the data
contained a total of 11 424 entries of which, 98% belonged to
the class where there was no lightning stroke while only 2%
contained lightning stroke cases. This immediately indicates
that the dataset is largely imbalanced and so accuracy cannot
be used as a reliable performance metric due to a phenomenon
known as the accuracy paradox [10]. N. Japkowicz et al.
[9] suggests strategies such as threshold sweeping, change of
performance metrics, cost-sensitive learning, and evaluating
different classification models to resolve this problem. These
methods retain the integrity of the input data without intro-
ducing foreign characteristics and have been explored in this
investigation.

V. LOGISTIC REGRESSION MODEL

Logistic regression is often the go-to parametric classifier
for binary classification problems. This model applies an
activation function known as the sigmoid function to estimate
the probability of an event occurring based on single or multi-
variate data. The model then attempts to fit a line of best fit
determined using a technique known as gradient descent to
determine the intercept and coefficients to model the line. The
logistic regression model’s performance was trained on the
following conditions:

1) Time lagged version of electric field up to 3 hours
ago (with positive and negative values). This model is
labelled as ‘Lagged EField (t-12)’.

2) On all four input parameters (air temperature, relative
humidity, dew point, and electric field). This model is
labelled as ‘All Four Features’.

3) On just the electric field (both positive and negative
values). This model is labelled as ‘EField (+/-)’.

4) On absolute values of the electric field. This model is
labelled as ‘Abs. EField’.

The results presented are after the model’s hyper-parameters
have been tuned so that the model is ‘conscious’ of the
imbalance in the dataset and is capable of heavily penalizing
the model’s incorrect predictions for the minority class more
than it penalizes incorrect predictions for the majority class.
This is known as cost-sensitive learning [11]. The model’s
threshold was also optimized (by threshold sweeping using
the ROC curve) such that a different threshold to the default
value of 0.5 is applied to the results.

A. Results

The recall score represents the model’s ability to detect
positive cases (lightning stroke events), precision refers to
the model’s ability to detect negative cases (no lightning
event), the F-1 score indicates the balance between recall
and precision, while the ROC- AUC score represents the
area under the curve of a ROC curve which is a plot of the
relationship between true predictions and false predictions.
The accuracy scores of each model have also been indicated

but will not be used to critically evaluate the models’
performance. Table I below shows that the logistic regression
model with absolute values of electric field as the single
input feature has the best overall performance with a recall
score of 93% and a ROC- AUC score of 90%, albeit a
lower F-1 (17%) score than 2 other models (‘EField(+/-)’
and ‘All Four Features’ models). The low F-1 score indicates
that this model has a higher prediction power for detecting
lightning events but a reduced ability to detect no lightning
conditions due to a misclassification problem that occurs
when the conditions for a lightning event are present, but no
cloud-to-ground lightning stroke occurs. This misclassification
is a result of what is known as a recall and precision trade-off
where high recall has an associated low precision value [12].
This problem often occurs in imbalanced datasets and is
highlighted by the confusion matrix representations of all
four model variations in table II. The red highlighted cells
indicate misclassifications and the green highlighted cells
represent correct predictions.

TABLE I
PERFORMANCE METRICS EVALUATION OF LOGISTIC REGRESSION

MODEL VARIATIONS

Lagged
EField
(t-12)

All Four
Features

EField
(+/-)

Abs.
EField

Accuracy (%) 90 91.90 94.23 85
Recall (%) 60 73 70 93
Precision (%) 7.8 12 15 9
F-1 Score (%) 14 23 25 17
ROC- AUC (%) 81 83 82 90
Cost- Sensitive No No Yes Yes
Optimal
Threshold 0.013 0.021 0.48 0.35

TABLE II
LOGISTIC REGRESSION VARIATIONS CONFUSION MATRIX PARAMETERS

Lagged
EField
(t-12)

All Four
Features

EField
(+/-)

Abs.
EField

True Positive (TP) 22 22 21 28
False Positive (FP) 200 159 115 298
False Negative (FN) 8 8 9 2
True Negative (TN) 1959 1997 2044 1861

Table II lists the confusion matrix values of true positive
(correctly predicted lightning events), false positive (false
lightning stroke predictions), false negative (actual lightning
strokes not predicted), and true negative (correctly predicted
non-lightning events) for each developed model. This table
indicates that the ‘Abs. EField’ model has the lowest number
of false negative predictions (2), but the highest number of
false positives (298) of all models, indicating that the model
falsely misclassified no lightning events as lightning strokes
298 times. All other three models have comparative values
of true positive and true negative predictions. The recorded
values under each model, are out of 2 189 data entries that
formed part of the testing set. Only 30 entries from this



testing set had cloud-to-ground lightning strokes. Hence the
sum of true positive and false positive predictions sums up to
30 for each model.

It can be seen from Table I that accuracy decreases with
increasing ROC- AUC and recall scores; this further proves
the point that accuracy is not a reliable metric to use when
working with imbalanced data. Table I further demonstrates
that models which had cost-sensitive learning generally
outperformed models that utilized the threshold sweeping
technique as the only approach to fine-tune the models
and improve performance. This table also indicates that the
time-lagged versions of the electric field model ‘(Lagged
EField t- 12’) performed the worst as input features to
predicting lightning events with the model scoring the lowest
recall, precision, F-1, and ROC- AUC scores. This result is
attributed to the fact that lightning is a very fast-forming and
disappearing phenomenon that usually lasts for 0.2- 1 second
[1]. Therefore adding later versions of the electric field to the
model is seen to reduce the model’s performance instead of
improving it because the data granularity of 15 minutes is
too large a window for a lot of physical parameters to change
and not resemble the likelihood of lightning anymore.

The ‘All Four Features’ model demonstrates that the air tem-
perature, relative humidity, and dew point features add little
to no significance to the predictive power of the model as it
performed lower than the uni-variate ‘EField (+/-)’ model. The
‘All Four Features’ model is an extension of the ‘EField (+/-)’
model where temperature, humidity, and dew point parameters
were added as additional features. The ‘Abs. EField’ model
outperforms the model with positive and negative values of
the electric field because the logistic regression model is a
uni-directional model with an inability to learn data patterns in
both a forward and reverse direction. The ‘Abs. EField’ model
will be referred to as the logistic regression model from this
point on as it is the best-performing variation developed.

VI. RANDOM FOREST AND LSTM MODELS

The random forest classifier is a non-parametric
classification model that uses an ensemble of decision
trees that operate on each input feature to decide whether
some input data will produce a lightning stroke or not. This
classifier is powerful to use because it combines the output
of each decision tree (of which there might be hundreds) to
make this decision by aggregating the output of the tress.

The long short-term memory (LSTM) network is a deep
learning algorithm commonly used for natural language pro-
cessing (NLP) tasks and handwriting recognition. This model
has however found application in common classification prob-
lems due to its ability to learn and memorize both long
and short-term dependencies and data patterns that produce
a certain outcome [13]. The LSTM network also has feedback
connections that allow the model to use the previous inputs
in conjunction with input at the present time to determine an

outcome [13]. The results of the random forest and LSTM
models are provided and analyzed below. Both these models
were tested on all four parameters as input features.

A. Results

Table III shows that the random forest outperformed the
LSTM model with higher recall and ROC- AUC scores. The
LSTM however, recorded the highest precision and F- scores
of all models built. Previously analyzed models (including the
random forest) demonstrated high recall scores but low pre-
cision, and subsequently low F-1 scores. The LSTM reported
a significantly higher precision score (almost double that of
the random forest and logistic regression models). Table IV
also shows that this model recorded the lowest numbers of
false positive misclassified predictions than the rest of the
models. The LSTM, however, recorded the highest number
of false negatives- actual lightning cases not detected, than
other models due to there not being a ‘sufficient’ sample size
representation of the minority (lightning stroke) class in the
dataset for the model to adequately learn the data patterns
that produce lightning conditions. ”Most of the existing deep
learning algorithms do not take the data imbalance problem
into consideration. As a result, these algorithms can perform
well on balanced data sets while their performance cannot
be guaranteed on imbalanced data sets” [14]. S. Wang et al.
[14] proposes a custom loss function, mean squared false
error, to introduce the principle of cost-sensitive learning to
imbalanced LSTM classification problems, while D. Devi et
al. [15] proposes a cost sensitive random forest model to
handle data imbalances. However, due to time constraints,
the cost-sensitive LSTM and Random Forest models with the
proposed loss functions could not be implemented in time for
investigation.

TABLE III
PERFORMANCE METRIC SCORES OF LOGISTIC REGRESSION, RANDOM

FOREST AND LSTM

Logistic
Regression

Random
Forest LSTM

Recall(%) 93 80 53
Precision (%) 9 11 41
F-1 Score (%) 17 19 46
ROC- AUC (%) 90 85 76

TABLE IV
CONFUSION MATRIX PARAMETERS OF ALL THREE MODELS

Logistic
Regression

Random
Forest LSTM

True Positive (TP) 28 24 16
False Positive (FP) 298 199 23
False Negative (FN) 2 6 14
True Negative (TN) 1861 1960 2136

VII. JOHANNESBURG LIGHTNING PREDICTION

This section presents the graphical results of how well the
three developed models predict the cloud-to-ground lightning
activity in Johannesburg. Fig. 2 shows the recorded actual



cloud-to-ground lightning events in the city for the period:
03 Feb 2022 - 25 Feb 2022, while Fig. 3 shows each model’s
prediction ability for detecting each recorded stroke in Fig. 2.
It can be seen from the presented figures that the random forest
and logistic regression models have a similar prediction pattern
and both make a higher number of erroneous classifications
(false positives), while the LSTM model makes fewer error
predictions. The LSTM however, can be seen failing to predict
lightning events that actually happened more than the other
two models, as is the case for the third true stroke from the
right in Fig. 2. The LSTM did not successfully predict this
stroke in Fig. 3 and can be seen to remain flat while the
random forest and logistic regression models spike to report
that they were able to successfully detect it. Due to its high
percentage recall of 93%, the logistic regression model is still
recognized as the best-performing model out of the three. This
model will now be used to predict lightning events over the
two inner city towers (Sentech and Hillbrow tower) for the
month of November.

Fig. 2. Johannesburg actual lightning strokes

Fig. 3. Johannesburg lightning stroke prediction

VIII. SENTECH AND HILLBROW TOWER PREDICTIONS

Fig. 4 shows the actual cloud-to-ground lightning strokes
recorded over the towers, with the Sentech tower shown in
blue and the Hillbrow tower shown in orange. Only one stroke
can be seen over each tower for the whole month (November
2021). Fig. 5 shows the corresponding cloud-to-cloud lightning
events over the towers for the same time period. Fig. 6 shows
the prediction probabilities of the logistic regression model for
lightning events over both the Sentech and Hillbrow towers.

As seen from Fig. 4 and Fig. 5, most lightning activity
that occurred over the towers was cloud-to-cloud lightning and
this influenced the logistic regression’s predictions in Fig. 6
to report possible cloud- to ground strokes (as this is what
is being investigated) multiple times when in reality only
one cloud- to ground stroke occurred over each tower but

Fig. 4. Cloud to ground lightning over the towers

Fig. 5. Cloud to cloud lightning over the towers

Fig. 6. Lightning prediction over the towers

at different times. Reference [1] states that only 25% of all
lightning events involve the ground. Therefore, all other types
of lightning activity that occur do not involve the ground and
instead dissipate in the air. The meteorological and physical
parameter conditions that produce the other 75% of lightning
events are however similar to the lightning that makes contact
with the ground. By this reason, it can be inferred that all
other types of lightning activity- such as intra-cloud, cloud-
to-air, and cloud-to-cloud, all bear an influence on the logistic
regression’s predictive performance for the towers. This thus
explains the large number of false spike predictions seen in
Fig. 6.

IX. DISCUSSION

Results indicated that the LSTM deep learning model
achieved the best F-1 and precision scores, but required a
larger data sets to perform comparatively in ROC- AUC and
recall scores to the logistic regression model. This model is
thus considered to have the worst performance among all
three models in terms of predicting lightning occurrences. The
non-parametric random forest model achieved similar results
to the logistic regression model, achieving recall and precision
scores of 80% and 85% respectively; however, it was noticed
that the model required techniques of cost-sensitive learning
to increase its precision and recall scores. This is also true for
the LSTM model whose recall and ROC- AUC scores require
cost-sensitive learning so the model learns to concentrate



attention of learning data dependencies towards predicting
the minority class more than it does the majority class.

An undesired trade-off between recall and precision was
discovered in the models and it is hereby concluded that it is
impossible to increase both these performance metrics at the
same time when tuning the models. It was found that lightning
events such as cloud-to-cloud, intra-cloud, and cloud-to-air
influence machine learning algorithms to make a high number
of false positive predictions for cloud-to-ground lightning.

X. FUTURE RECOMMENDATIONS

To improve the performance of all three models for
every evaluation metric, it is hereby recommended that a
larger dataset to the four month’s worth of data used in this
investigation be used to train and test the models. Ideally, a
dataset set with more than 2 years’ worth of data is deemed
suitable. Having a bigger dataset would allow the models
to have more samples of the minority class to better learn
dependencies and feature relationships that produce lightning.
Oversampling and undersampling dataset pre-processing
techniques should also be explored to reduce the imbalance
of the dataset as recommended by [16]. This will help to
increase the efficiency of cost-sensitive learning techniques
when applied to each model.

Cloud-to-cloud lightning has been proven to be more com-
mon than cloud-to-ground lightning, and this form of lightning
is also said to occur before cloud-to-ground lightning strokes
events by [1]. Due to this, it is further recommended that
cloud-to-cloud lightning should be included during model
construction as an input feature or a third output class so that
it is not entirely ignored as it has been seen that this form
of lighting greatly influences the prediction results of models.
Data granularity of fewer than 15 minutes is recommended so
that meteorological and physical parameters that govern the
occurrence of lightning events, e.g. electric field, are sampled
at higher frequencies as lightning is a fast occurring and
disappearing event. Techniques of multi-step forecasting can
then be explored to provide forecasts at much larger horizon
times to warn the public.

XI. CONCLUSION

All types of lightning discharges in the air owe their exis-
tence to the relationship of complex, dynamic, and measurable
physical parameters in the air. This investigation found that the
electric field is the single most dominant predictive parameter
in forecasting lightning. It is therefore proposed that electric
field values have good potential to accurately predict lightning
and achieve recall and precision scores close to 90% when
cost-sensitive learning approaches are adopted. This paper
concludes that machine learning is indeed a suitable alternative
for lightning prediction.
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Abstract—One of the essential characteristics of kraft paper 

insulating material used in a power transformer is its ability to 

withstand electric field stress without breaking down easily. 

Kraft paper insulation reinforced with nanoparticles produces 

a nanodielectric with improved breakdown strength. However, 

the mechanics that results to increase in breakdown strength are 

seldom mentioned in the literature. In this work, the electrical 

breakdown voltage of a fabricated nanocomposite kraft paper is 

presented. The impact of the nanoparticles on fibre length and 

breakdown voltage was studied. From the results, the 

nanoparticle has no influence on the fibre length. The 

breakdown voltage of the nanocomposite kraft paper improved 

by 15% as compared to the unfilled kraft paper. The 

improvement is associated with charge carriers trapped within 

the interaction zone of the fabricated nanocomposite kraft 

paper.    

Keywords—Transformer, oil-impregnated paper, 

nanocomposite kraft paper, kraft paper, fibre length, 

interaction zone, nanotechnology, nanoparticles, nanofiller 

I. INTRODUCTION  

The electrical field stress induced by lightning and 
switching affects the transformer winding insulation. These 
stresses are referred to as transient overvoltage. They 
contribute to about 10% of transformer failures [1]. 

Meanwhile, the operational reliability of the transmission 
and distribution network is directly affected by the condition 
of the power transformer. In a power transformer, the 
winding insulation is designed based on its capacity to 
withstand the rated electric field stress before breaking down 
[2], [3].  

Oil and kraft paper are the insulation used in the 
transformer [4], [5]. The micro-cell voids of cellulose fibre 
(kraft paper) are filled with the oil during impregnation. 
Before the breakdown of the oil-immersed paper, the oil is 
first stressed beyond its limit and discharge will occur, which 
eventually breakdown the kraft paper. With the continuous 
increase in demand for electricity and voltage levels, it is 
important to design winding insulation that can withstand 
electrical-induced stress and guarantee service reliability [6].  

In this regard, many researchers have in recent times been 
working towards improving the dielectric properties of both 
the oil and kraft paper insulation using nanotechnology [7]. 

Nanoparticles (nanofiller) made from MgO, SiO2, Al2O3, 
ZnO, and TiO2 are used to modify the transformer 
insulations. The electrical, thermal, and mechanical 
properties of the nanocomposite dielectrics were reported to 
have improved [2], [8], [9]. However, this paper is focused 
on presenting the improvement recorded in the breakdown 
strength of a fabricated nanocomposite kraft paper using 
nanoparticles, and understanding the interaction between the 
nanofiller and cellulose fibre which results in the suppression 
of the electric field stress. The significance of nanoparticles 
on the electrical breakdown strength of modified oil-
impregnated paper are rarely discussed in the literature. In 
this present work, rutile-TiO2 nanoparticles were chosen 
because of their superior stability in reaction and thermal 
resilience as compared to other nano-metal oxides [2], [8]. 
The preceding sections present the experimental procedures 
of fabricating the handsheet, a test on the fibre length and the 
breakdown examination of the fabricated nanocomposite 
kraft paper.   

II.  EXPERIMENTAL PROCEDURE 

 
A. Materials  

Rutile-TiO2 NPs (surface modified and unmodified with 
surfactants), Electrical unbleached kraft pulp, filler retention 
aid donated by from Sappi™ Technology Centre (Innovation 
Hub, Pretoria). All chemicals were used as received.  
 
B. Fabrication of the handsheets 

The procedure involved two experiments: the fabrication 
of the control (reference/unfilled kraft paper) sample and the 
fabrication of samples filled with nanoparticles (with rutile-
TiO2 NPs). The procedure of the handsheet-making complied 
with procedures in TAPPI T 205 [10]. The rutile-TiO2 

nanocomposite kraft paper was fabricated following the 
process illustrated in Figure 1. The same procedure was 
followed for the control (reference) sample but without 
adding the nanofillers and retention aid. The fibre length and 
breakdown strength on the handsheet were then studied. 

  



 
 

 
Fig. 1: Fabrication procedure of the kraft paper 

specimens. 
 

C. Fibre length Characterization 

The L&W FT+ tester was used to determine the influence of 
nanoparticles on the fibre length of the fabricated 
nanocomposite kraft paper. Figure 2 shows a graph presenting 
the fibre length of the fabricated handsheets. The Alkyl 
ketene dimer (AKD) and Alkenyl Succinic anhydrite (ASA) 
are the surfactants used to modify the rutile-TiO2 NPs surface 
in different percentage volumes.  

 
 

 

 
Fig. 2: Graphical representation of the fibre length 

constituents in the various specimens. 
 
From the graph of the fibre length distribution, the fibre 

length of all the sampled specimens falls within the fibre 
length class of softwood. The fibre length analysis also shows 
that the nanofiller does not influence the fibre length. 
Unbleached softwood cellulose fibres have a length measured 
between 1.8 to 4 millimetres. These woods are more robust 
and have a longer length compared to hardwood. This makes 
it a preferred raw material for fabricating kraft paper 
insulation for power transformers [11]–[17]. 

III. BREAKDOWN STRENGTH TEST OF THE 

FABRICATED KRAFT PAPER SPECIMENS 

 

To determine the effect of modification on the new 
material, the dielectric breakdown strength of each sample 
paper was studied. Before the breakdown tests were carried 
out, the samples were oil-impregnated. This was done by 

drying the kraft paper at 90 °C for 48 hours. Transformer oil 
(mineral) was added, and the oven temperature was 
controlled at 40 °C for another 24 hours. The breakdown test 
was set up with homemade equipment as in Figure 3 and was 
done in accordance with IEC 60243 standard [18]. Three 
replicates of each sample were tested on seven different spots 

 

 
 

Fig. 3: Breakdown test setup. 

From Figure 4, the breakdown strength of all the fibres 
containing either modified or unmodified rutile-TiO2 NPs 
increased while the control sample had a lower value. The 
highest breakdown strength was 43.4 kV/mm. About 15% 
increase in breakdown strength was recorded as compared to 
the reference sample. It was however notable that the 
specimen that gave the best result was kraft paper filled 
surface-modifed rutile-TiO2 NPs (KP/T-AKD3%).  
 

 
 

Fig. 4: Breakdown voltage of the fabricated kraft paper. 
 
Compared with other literature, kraft paper modified with 

nanoparticles has shown significant improvement in its 
breakdown strength. Liao et al. [19] reinforced kraft paper 
insulation with TiO2 NPs, and the breakdown voltage of the 
modified kraft increased by 21%. Yuan and Ruijin [20] 
modified kraft paper insulation with montmorillonite 
(MMT), and the breakdown voltage of the oil-impregnated 
paper increased by  13% . Tang et al. [21] used Al2O3 NPs to 
modify kraft paper insulation; it was reported that adding 
Al2O3 NPs greatly improved the AC breakdown strength of 
the kraft paper insulation. In a similar effort, Tang et al. [22] 
used SiO2 NPs to modify kraft paper insulation, and from the 
experimental results, the breakdown voltage of the modified 
insulation increased by 14%.  The breakdown voltage of 
modified kraft paper insulation was reported to have 
improved when TiO2-NPs were optimized for power 
transformer application [23]. The next subsection explains 
the chemistry within the nanocomposite kraft paper that 
produce the 15% increase in breakdown strength.  
 



 
 

A. Impact of the nanoparticles on the resultant breakdown 

strength of the fabricated nanocomposite kraft paper 

 
To understand the interaction between the nanofiller 

(rutile-TiO2 NPs) and cellulose fibre which results in the 
suppression of the electric field stress and increases the 
breakdown strength of the composite kraft paper, this section 
describes the fabricated nanocomposite kraft paper in relation 
to the proposed model by Tanaka et al. and Li et al..  

The interactive mechanisms between the rutile-TiO2 NPs 
and the cellulose fibre were view from areas of physics, 
quantum mechanics and electromagnetic principle [24]–[29]. 

Tanaka [27], [29] 2005 proposed a model to explain the 
interaction around the polymer and nanoparticles.  In his 
work, a multi-layered core model for polymer 
nanocomposites interface was presented for electrical 
insulation. His model including the New Potential Barrier 
model of Li et al. [25] could be used to explain the interaction 
that results in improved electrical field withstand of the 
fabricated nanocomposite kraft paper.  

Since the interface (in the nanocomposite kraft paper) is 
the channel that bonds the rutile-TiO2 NPs with the cellulose 
fibre, from Tanaka model, the interface of the fabricated 
nanocomposite kraft paper is made of three layers with the 
first corresponding to the layer that is bonded to both rutile-
TiO2 NPs and cellulose fibre (kraft pulp). This connection is 

facilitated by the unsaturated bond and organic groups 
(surfactants) on the surface of the rutile-TiO2 NPs. The rutile-
TiO2 NPs then connect with the cellulose fibre by hydrogen, 
ionic and covalent bonds. The second layer (transitional 
region) is a region within the model that consists of the 
cellulose chain which bound with the surface of the rutile-
TiO2 NPs and the first layer. Because of the arrangement of 
the cellulose chain and its cohesive energy density (CED), 
large energy is needed to break this bond [6]. The third layer 
(loose layer) interacts with the second layer. This layer 
comprises of various chain structure/shape, chain mobility 
and free crystallinity from cellulose chain (polymer matrix). 
The bonded and transition region (interaction zone) together 
define the electrical field strength of the fabricate 
nanocomposite kraft paper as illustrated in Figure 5.   

Based on the interaction zone, Li et al.  proposed a new 
potential barrier model in 2011. The proposed model 
considered the interaction zone (with in the nanocomposite 
kraft paper) as an independent region and the thickness of the 
transition region to be smaller than the mean free path of the 
carriers. According to the model, charge carriers are trapped 
in the interaction zone when the rutile-TiO2 nanoparticle is in 
scattered dispersion of the fabricated nanocomposite kraft 
paper. This result to a decrease in mobility and density of 
carriers which cause an increase in breakdown strength of the 
fabricated nanocomposite kraft paper by 15%. 

 

 
 

Fig. 5: Interaction zone in nanocomposite kraft paper. 
 

 
In summary, the 15% increase in breakdown strength of 

the nanocomposite kraft paper can be translated into decrease 
in winding insulation failure due to transient overvoltage 
caused by lightning. With this nanocomposite kraft paper, 
smaller power transformer can be deigned to withstand more 
electric field stress. 

 
 

IV  CONCLUSION 
 

This work presents the application of nanoparticles to 
improve the electrical property of nanocomposite kraft paper 
for power transformer application. The reinforcement of the 
nanoparticles (rutile-TiO2 NPs) in kraft pulp to fabricate the 
nanocomposite insulation paper were described in this work. 

The impact of the reinforced rutile-TiO2 NPs on the fibre 
length and the electrical breakdown strength were examined. 
The presence of the rutile-TiO2 NPs does not affect the fibre 
length of the fabricated nanocomposite kraft paper. The 
improvement recorded in the breakdown strength is 
associated with the characteristic mechanism of the bonding 
within the structure of the fabricated nanodielectric and the 
behavior of the interaction zone to the electric field stress. In 
polymer nanocomposite, the resultant dielectric properties 
are influenced by nanoparticles size, percentage loading, 
uniformity of filler distribution, agglomeration as well as 
surfactant used. These parameters need more research 
attention to unravel some ambiguities regarding their impact 
on the final properties of polymer nanocomposite insulation. 

 
 



 
 

ACKNOWLEDGMENT 

The authors thank Sappi™ Technology Centre (Innovation 
Hub, Pretoria) for their invaluable support. The Tertiary 
Education Trust Fund (TETFund) is also greatly 
acknowledged for supporting Mahmood MK in the research 
work. 

REFERENCES 

[1] J. Singh and S. Singh, “Transformer failure analysis: reasons and 
methods,” International Journal of Engineering Research, vol. 4, no. 
15, p. 5, 2016. 

[2] M. K. Mahmood, C. Nyamupangedengu, C. Gomes, and A. Smith, 
“Reducing Hydrophilic Characteristics of Kraft Paper Insulation by 
Reinforcing With Surface Modified Rutile-TiO2 Nanoparticles,” 
IEEE Access, vol. 10, pp. 102237–102246, 2022, doi: 
10.1109/ACCESS.2022.3208596. 

[3] M. Zhang, J. Liu, M. Yin, H. Jia, and J. Lv, “Assessment on Oil-
Paper Insulation Aging of Transformer Based on Dielectric 
Response Model,” Electric Power Components and Systems, vol. 47, 
no. 13, pp. 1145–1155, Aug. 2019, doi: 
10.1080/15325008.2019.1663454. 

[4] V. A. Thiviyanathan, P. J. Ker, Y. S. Leong, F. Abdullah, A. Ismail, 
and Md. Zaini Jamaludin, “Power transformer insulation system: A 
review on the reactions, fault detection, challenges and future 
prospects,” Alexandria Engineering Journal, vol. 61, no. 10, pp. 
7697–7713, Oct. 2022, doi: 10.1016/j.aej.2022.01.026. 

[5] T. A. Prevost and T. V. Oommen, “Cellulose insulation in oil-filled 
power transformers: Part I - history and development,” IEEE 

Electrical Insulation Magazine, vol. 22, no. 1, pp. 28–35, Jan. 2006, 
doi: 10.1109/MEI.2006.1618969. 

[6] S. Li et al., “Short-term breakdown and long-term failure in 
nanodielectrics: a review,” IEEE Trans. Dielect. Electr. Insul., vol. 
17, no. 5, pp. 1523–1535, Oct. 2010, doi: 
10.1109/TDEI.2010.5595554. 

[7] J. E. Contreras, E. A. Rodriguez, and J. Taha-Tijerina, 
“Nanotechnology applications for electrical transformers—A 
review,” Electric Power Systems Research, vol. 143, pp. 573–584, 
Feb. 2017, doi: 10.1016/j.epsr.2016.10.058. 

[8] M. Mahmood, R. Kadzutu-Sithole, N. Moloto, C. 
Nyamupangedengu, and C. Gomes, “Improving thermal stability and 
hydrophobicity of rutile-TiO2 nanoparticles for oil-impregnated 
paper application,” Energies, vol. 14, p. 7964, Nov. 2021, doi: 
10.3390/en14237964. 

[9] M. M. Katun, A. Smith, R. Kadzutu-Sithole, C. Gomes, C. 
Nynamupangedengu, and N. Moloto, “Impact of fibres and 
reinforced nanoparticles on tensile strength of transformer oil-
impregnated paper,” in 2022 30th Southern African Universities 

Power Engineering Conference (SAUPEC), Jan. 2022, pp. 1–6. doi: 
10.1109/SAUPEC55179.2022.9730720. 

[10] “TAPPI T 205:Forming handsheets for physical tests of pulp.” 
Technical Association of the Pulp & Paper Industry, Revision 2012. 

[11] P. Jusner, E. Schwaiger, A. Potthast, and T. Rosenau, “Thermal 
stability of cellulose insulation in electrical power transformers – A 
review,” Carbohydrate Polymers, vol. 252, p. 117196, Jan. 2021, 
doi: 10.1016/j.carbpol.2020.117196. 

[12] N. Španić, I. Plazonić, V. Jambreković, and Ž. Barbarić-Mikočević, 
“Wood and nonwood fibres length as main factor affecting their 
suitabillity as raw materials for papermaking industry,” 2018. 

[13] G. Chinga-Carrasco, A. Miettinen, C. L. Luengo Hendriks, E. 
Kristofer, and M. Kataj, “Structural Characterisation of Kraft Pulp 
Fibres and Their Nanofibrillated Materials for Biodegradable 

Composite Applications,” in Nanocomposites and Polymers with 

Analytical Methods, J. Cuppoletti, Ed. InTech, 2011. 
[14] M. Fiserova, J. Gigac, and J. Balberčák, “Relationship between fibre 

characteristics and tensile strength of hardwood and softwood kraft 
pulps,” Cellulose Chemistry and Technology, vol. 44, pp. 249–253, 
Jul. 2010. 

[15] A. Johansson, “Correlations between fibre properties and paper 
properties,” KTH Royal Institute of Technology, Stockholm, 
Sweden, 2011. 

[16] H. Karlsson, “Strength Properties of Paper produced from Softwood 
Kraft Pulp,” Karlstad University Studies, Karlstad, Sweden, 2010. 

[17] R. P. Kibblewhite and D. Brookes, “Fibre, beating and papermaking 
properties of kraft pulps from New Zealand beech species,” New 

Zealand Journal of Forestry Science, vol. 7 (3), pp. 425–444, 1977. 
[18] “IEC 60243, ‘Electric strength of insulating materials’.”  
[19] R. Liao, C. Lv, L. Yang, Y. Zhang, W. Wu, and C. Tang, “The 

insulation properties of oil-impregnated insulation paper reinforced 
with nano-TiO2,” J. Nanomaterials, vol. 2013, p. 1:1-1:1, Jan. 2013, 
doi: 10.1155/2013/373959. 

[20] Y. Yuan and R. Liao, “A Novel Nanomodified Cellulose Insulation 
Paper for Power Transformer,” Journal of Nanomaterials, vol. 2014, 
pp. 1–6, 2014, doi: 10.1155/2014/510864. 

[21] C. Tang, S. Zhang, J. Xie, and C. Lv, “Molecular simulation and 
experimental analysis of Al2O3-nanoparticle-modified insulation 
paper cellulose,” IEEE Transactions on Dielectrics and Electrical 

Insulation, vol. 24, no. 2, pp. 1018–1026, Apr. 2017, doi: 
10.1109/TDEI.2017.006315. 

[22] C. Tang, X. Li, F. Yin, and J. Hao, “The performance improvement 
of aramid insulation paper by nano-SiO2 modification,” IEEE 

Transactions on Dielectrics and Electrical Insulation, vol. 24, no. 4, 
pp. 2400–2409, 2017, doi: 10.1109/TDEI.2017.006560. 

[23] D. Liu, J. Ye, X. Xu, C. G. Deng, and X. Li, “Optimization of mass 
fraction and particle size of TiO2 additives in application of HVDC 
transformer insulation,” in 2019 IEEE 20th International Conference 
on Dielectric Liquids (ICDL), Jun. 2019, pp. 1–4. doi: 
10.1109/ICDL.2019.8796662. 

[24] I. A. Tsekmes, R. Kochetov, P. H. F. Morshuis, and J. J. Smit, “A 
unified model for the permittivity and thermal conductivity of epoxy 
based composites,” J. Phys. D: Appl. Phys., vol. 47, no. 41, p. 
415502, Sep. 2014, doi: 10.1088/0022-3727/47/41/415502. 

[25] S. Li, G. Yin, S. Bai, and J. Li, “A new potential barrier model in 
epoxy resin nanodielectrics,” IEEE Transactions on Dielectrics and 

Electrical Insulation, vol. 18, no. 5, pp. 1535–1543, Oct. 2011, doi: 
10.1109/TDEI.2011.6032822. 

[26] S. Raetzke and J. Kindersberger, “Role of interphase on the 
resistance to high-voltage arcing, on tracking and erosion of 
silicone/SiO2 nanocomposites,” IEEE Transactions on Dielectrics 

and Electrical Insulation, vol. 17, no. 2, pp. 607–614, Apr. 2010, doi: 
10.1109/TDEI.2010.5448118. 

[27] T. Tanaka, M. Kozako, N. Fuse, and Y. Ohki, “Proposal of a multi-
core model for polymer nanocomposite dielectrics,” IEEE 

Transactions on Dielectrics and Electrical Insulation, vol. 12, no. 4, 
pp. 669–681, Aug. 2005, doi: 10.1109/TDEI.2005.1511092. 

[28] T. Andritsch, R. Kochetov, P. H. F. Morshuis, and J. J. Smit, 
“Proposal of the polymer chain alignment model,” in 2011 Annual 
Report Conference on Electrical Insulation and Dielectric 

Phenomena, Oct. 2011, pp. 624–627. doi: 
10.1109/CEIDP.2011.6232734. 

[29] T. Tanaka, “Dielectric nanocomposites with insulating properties,” 
IEEE Trans. Dielect. Electr. Insul., vol. 12, no. 5, pp. 914–928, Oct. 
2005, doi: 10.1109/TDEI.2005.1522186. 

 
 

 



2023 SAUPEC Conference, Johannesburg, South Africa, January 24-26, 2023 

Analysis of Solar Irradiation Impact on Grid-tied
Photovoltaic Systems' Power Quality Characteristics

Abayomi A. Adebiyi Innocent E. Davidson
Department of Electrical Power Engineering Department of Electrical Power Engineering

Durban University of Technology, South Africa Durban University of Technology, South Africa
abayomia@dut.ac.za innocentD@dut.ac.za

Abstract - The usage of photovoltaic systems in the 
production of electrical energy has increased, either as a way to 
provide electricity in places where there is no grid connection 
(stand-alone systems) or by feeding electricity into the grid (grid-
tied systems). As the price of energy produced from fossil fuels 
rises, solar energy emerges as a feasible alternative source in a 
liberated energy market. However, it continues to have issues 
that must be fixed for it to be universally acknowledged as a 
viable replacement for fossil fuels. It is necessary to solve the 
underlying issue of the quality of the power generated by 
photovoltaic technology. In this study, power quality experiments 
were run with a grid-tied PV system to ascertain how solar 
irradiation variation impacts power quality quantities, results for 
low and average irradiance situations are measured and 
analyzed. The investigation showed that low solar irradiation 
significantly increases current total harmonic distortion, which 
frequently pushes power factor outside of acceptable limit and 
injects reactive power into the grid.

Keywords— PV system, power quality, solar irradiation, and 
harmonics distortion. 

I. INTRODUCTION

The objectives of green and sustainable energy are met by 
photovoltaic (PV) technology, which also offers an alluring
technique of power generation [1]–[4]. Extensive studies are
still being conducted to improve the PV cell efficiency and 
maximize energy output by minimizing power losses and 
better-utilizing incident solar irradiation [5]. PV systems' 
performance and efficient operation depend on several 
variables. One of the most essential components in the 
operation of PV systems is the atmospheric conditions, this 
has a major impact on the effectiveness and reaction of the 
entire system in terms of power quality [6]–[8]. Some of the 
factors that affect the power quality of PV systems include the 
variable power flow caused by solar irradiation variations, 
temperature, and the selection of power electronics equipment. 
To prevent harmonics, inter-harmonics, and voltage variation, 
the PV system must produce a sinusoidal voltage and current 
output. With the high penetration level of PV systems in the 
distribution grid, low solar irradiation could cause undesirable 
distortions in supply quality (current and voltage) and power 
at the point of common coupling possibly exceeding allowable
grid code thresholds. The inverter, a component of a PV 
system that converts DC power to AC, has several 
characteristics that relate to the quality of the electricity it 
generates. The performance and power characteristics of an 
inverter during input and output variations can be influenced 

by its circuit design. Even when inverters adhere to standards, 
a high number of PV inverters on a low-voltage distribution 
system might result in power quality issues [9]. Such 
performance, which is characterized by low power quality, is 
frequently problematic since it limits the proper functionality 
of equipment and results in complex electronic device 
collapse [10-11]. The performance of an 8 kW grid-connected 
PV system's power quality has been studied in this paper. The
test PV installation in Pietermaritzburg, South Africa's 
KwaZulu-Natal province, has 30 fixed-mounted PV panels 
installed at a small complex. This installation has the 
Cadmium telluride (CdTe) solar cell technology used. The PV 
system is connected to the grid and is distributed over three 
phases. The objective of this study is to provide and analyze 
the power quality data gathered from the PV site and to give 
pertinent technical data for the PV industry. For four weeks, 
different power quality quantities were measured for the study 
among which the current harmonics, voltage harmonics, 
power factor, and real and reactive power were measured. The 
current and voltage total harmonic distortion (THD) was also 
monitored. High current total harmonic distortion was found 
during the low solar irradiation scenario after the 
measurement analysis. It has also been discovered that the 
power factor occasionally violates the permissible limit, 
resulting in considerable reactive power being injected into 
the distribution grid.

II. TEST SYSTEM CONFIGURATION

An 8 kW PV system with 30 fixed-mounted PV panels 
has been investigated in this study. The power generated was 
distributed via a three-phase system. The data collection 
system was installed in accordance with IEC 61724 standard. 
For the PV system yield performance, weather parameters 
including global horizontal irradiance (GHI), direct normal 
irradiance (DNI), ambient and panel temperature, and real and 
reactive power generated were measured in real-time every 
five minutes throughout the day. Figure 1 depicts the 
configuration of the grid-connected PV system.

A. Grid-tied PV System Standard
While designing and integrating a PV system into a

distribution grid, certain considerations are to be factored. The 
IEEE standard 2030.11-2021, "IEEE Standard Distributed 
Energy Resources Management Systems (DERMS) 
Functional Specification," provide guidelines on how to 
operate and ensure compatibility of the PV system and 



distribution grids operation. The IEEE Standard 519, which
outlined the requirements for harmonic control and power 
quality enhancement in electrical power systems and 
recommended best practices, was also taken into account 
when installing this grid-connected PV system. It establishes 
the limitations on harmonic voltage and current. This standard 
necessitates the involvement of both utilities and end users 
and set the voltage and current total harmonic distortion 
(THD) limits for the utilities and energy consumer. The THDV
and THDI limits were set to 5% and 3% respectively. 
Likewise, the maximum individual harmonic component for 
voltages below 69 kV is set to 3%  [12]-[14].

Fig.1. The experimental PV system configuration

III. RESULTS AND DISCUSSION

Use At the PV site's point of common coupling, power 
performance indicators have been collected and compared 
with data on solar irradiation recorded from the same location. 
The real and reactive power, voltage, and current for each 
harmonic frequency are the power quality characteristics that 
were measured for a period of four weeks. The power factor 
and total harmonic distortion of the voltage and current have 
also been monitored for the test period. The solar irradiation 
incident on the Pv array was also measured. From the 
measured data, two scenarios of low and average solar 

irradiation have been evaluated and presented in this section. 
Figure 2(a) depicts the sun irradiation data on a typical day in 
August in Pietermaritzburg. The PV system's active power 
output, which is highly reliant on irradiation is presented in
Figure 2(b). It is observed that the intermittent nature of solar 
irradiation impacts the amount of active power the PV system 
injected into the distribution grid. With a high-level 
penetration of the PV system on the distribution grid, the 
system's unpredictable response may cause problems for the 
power utility who would have previously scheduled for peak 
demand load. The reactive power, as depicted in Figure  2(c), 
changes randomly throughout the day. The operation of the 
distribution grid, which is based on the idea of the unity 
power factor, is sustained by the intelligent inverter installed 
to properly controlled the VAR demand. As shown in Figure 
2(d), the power factor values are found to be within the 
standard desirable limit of 0.9 for a significant portion of the 
day, however, the power factor deviates from this limit during 
low solar irradiation periods though the power factor at other 
times of the day dropped below the limit, the reactive power 
demand is lower. 

However, assuming a very high penetration level, 
consistent reactive power variation in PV systems could cause 
capacitor switching as a result, the amplitude and duration of 
voltage transients and oscillations can vary. If a transient's 
amplitude exceeds predetermined thresholds, it may cause
sensitive electronic equipment to malfunction or reduce the 
life span of grid components. Reducing the occurrence of such 
transients is thus ideal and intelligent PV system inverters are 
now designed to regulate the issue of reactive power by 
offering superior compensation based on the requirements of 
the distribution utility and system power factor [15]. It is 
known that the level of voltage harmonics inherent in the grid 
and the instantaneous power supplied by the PV inverter are 
two factors that influence the current harmonic generated by 
the inverter [16]. The total harmonic distortion of the output 
voltage and current of the inverter measured at the PCC 
between the inverter and the grid coupling impedance, are 
shown in Figures 2(e) and 2(f), respectively. Due to its inverse 
relationship with the fundamental current, the current THD 
increased significantly to 42% early in the morning and late in 
the evening, well above the IEEE limit of 5%, during the 
average solar irradiation condition. In contrast, the voltage 
THD remained fairly constant throughout the day ranging 
between 1.5% – 2.4% well within the acceptable limit.

Fig.2(a). The measured average solar irradiation on a typical day



Fig.2(b). Real power measured during average solar irradiation

Fig.2(c). Reactive power measured during average solar irradiation

Fig.2(d). Power factor measured during average solar irradiation

Fig.2(e). Measured voltage THD during average solar irradiation

Fig.2(f). Measured current THD during average solar irradiation

The second scenario investigated how low solar 
irradiation affected the power quality of the PV system. Figure 
3(a) to 3(f) depicts the findings of the power quality 
parameters measured. Low solar irradiation, as shown in 
Figure 3(a), has a significant impact on the output power 
generated by the PV system as shown in Figure 3(b). The 
power factor fluctuated below 1 between 0.6 and 0.9 between 
early morning and late evening when solar irradiation was 
low, which caused a spike in reactive power. Since the current 
THD has an inverse relationship with the fundamental current, 
the current THD increased significantly to 93% early in the 
morning, well above the IEEE limit of 5%, during the low 
solar irradiation condition, however, the calculated total 
demand distortion (TDD), which is the calculated harmonic 
current distortion against the full load demand, remained fairly 
constant. While the voltage THD fluctuated during the day, it 
generally stayed within the permissible range of 1.9% to 2.6%
as depicted in Figure 3(e).

Fig.3(a). Solar irradiation measured on a low irradiation day

Fig.3(b). Real power measured during low solar irradiation



Fig.3(c). Reactive power measured during low solar irradiation

Fig.3(d). Power factor measured during low solar irradiation

Fig.3(e). Measured voltage THD during low solar irradiation

Fig.3(f). Measured current THD during low solar irradiation

Figure 3(e) illustrates the data measured for the voltage 
THD during low solar irradiation, which peaks at 2.6%. it is 
observed that the voltage of the system is not significantly 
affected by low solar irradiation since the p-n junction voltage 
in PV cells is temperature-dependent. In contrast to the 
influence of solar irradiation on voltage THD, this study 
demonstrates that solar irradiation level has a very substantial 
impact on the level of current THD. The current THD 
increases beyond the tolerable limit under low solar 
irradiation.

CONCLUSION

Results from power quality observations made at a grid-
tied PV installation are reported in this study. The operation of 
the grid-tied PV systems has been observed in relation to the 
general impact of solar irradiation using measurements from 
an 8kW PV system. Results for two distinct scenarios, notably 
average and low solar irradiation, have been taken into 
consideration, and the solar irradiation impact on the power 
quality measures has been evaluated. Low solar irradiation has 
been discovered to have a substantial effect on the output 
power quality of the PV system. Future research on harmonic 
distortion should focus on establishing the precise harmonic 
order concerned and implementing effective THD mitigation 
techniques. Similarly, the simulation output results from a 
mathematical model of a suitable PV system utilizing the 
experimental average and low solar irradiation data may be 
compared to the experimental results.
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Abstract— Harmonic components have developed in power 
systems due to the nonlinear properties of the circuit 
components utilized in power electronics-based products and 
their rapid application. Power systems rely on fundamental 
quantities like sinusoidally varying voltage and current, which 
oscillate at a frequency of 50 Hz. The standard restrictions of 
IEEE-519-1992 are utilized as a benchmark in this study. To 
generate the best output, the total harmonic distortion (THD) 
should be decreased below the limit even for certain individual 
harmonic numbers, and reflect the power factor output. Using 
the results of the simulation and projections for each mitigation 
strategy, by using this methodology, the THDI can be reduced 
below the IEEE-519 standard while also providing cost and 
electrical advantages. Analyzed and modelled is the PV system, 
which comprises solar panels, a DC-DC converter, a DC-AC
inverter, and a nonlinear load. This paper discusses the 
fundamentals of filter design and PV system components. It also 
discusses harmonics' causes and effects, as well as ways to the
improvement of power factor (PF), and power quality (PQ) and 
to make sure that our power systems, do protect all the
equipment connected to the PV system. A proposed standalone 
PV system and a Passive LLCL filter were designed to reduce 
current total harmonic distortion (THDI) and voltage total 
harmonic distortion (THDV). The non-linear loads and the 
secondary side of the inverter are separated by an LLCL passive
filtration, and simulation results obtained with 
MATLAB/Simulink software are consistent with the theoretical 
study. The values of THDV and THDI decreased from 90.88% to 
1.967% and 74.24% to 1.95%, respectively.

Keywords— PV System, passive filter, DC–AC converter, 
harmonic mitigation, total harmonic distortion (THD),

I. INTRODUCTION

The South Africa Governments are becoming more 
interested in the value of integrating renewable energy sources 
like wind and solar to evaluate the performance of power 
systems due to the decline in the use of fossil fuels. Solar 
energy, which has recently surpassed all other renewable 
energy sources in popularity, is one of the most intriguing 
modern technologies. By using photovoltaic (PV) modules for 
a stand-alone system, solar energy is directly harnessed from 
the sun. Nonlinear components utilized in electric circuits are 
the primary cause of harmonic generation. By injecting 
harmonic elements into the waveforms, these components 
distort the sinusoidal waveform of the voltage and current 
signals. These harmonic components appear as multiples of 
the primary components by integers [1]. Harmonic currents 
produced by power electronics circuit components 
like transistors, diodes, thyristors, IGBT and MOSFET 
switches, commonly cause harmonic distortion and power 
system quality degradation in electrical power systems [2].
The output current quality of a PV inverter is driven by a 
variety of factors. The amount of solar irradiation is a 

significant component that raises the levels of current THD 
and reactive power. Low irradiance levels, such as at sunrise, 
sunset, and on cloudy days, cause an increase in the of
the output current, but this effect is severely reduced once the 
PV inverter's output active power reaches its nominal value. 
The output signal is distorted harmonically because of the 
power converters that are used to connect PV systems to the 
power load. To establish a distributed renewable energy 
generating system, Any other renewable energy sources can 
be integrated into a solar generation system, linked with the 
grid, or operated independently (a stand-alone system). Home 
lighting and water pumps are examples of medium-power 
applications that use contemporary standalone PV-powered 
medium-power systems [3, 4]. Figure 1 depicts the single-
phase stand-alone photovoltaic system.

Fig. 1. Configuration of a stand-alone  photovoltaic system(single-phase)

This system is made up of a Photovoltaic array that 
produces the necessary dc voltage by connecting several Solar 
cells in parallel and series. A dc-dc boost converter is required 
to produce a controlled higher dc voltage since the voltage 
collected from a Photovoltaic is low and it is preferred to 
achieve a constant voltage from the system. Without the need 
for a transformer, an inverter that connects the Photovoltaic to 
the standalone application can provide an ac output voltage
[5]. Due to its straightforward and convenient control 
mechanism, the traditional pulse width modulated inverter 
(PWM) was frequently employed for small PV systems. PWM 
inverters typically use quick semiconductor switch switching, 
which produces high-frequency noise [6]. Additionally, all 
PWM schemes automatically generate harmonics because of 
the high dv/dt and di/dt semiconductor switching transients. 
When an off-grid non-linear load or a connection to the grid is 
involved, these defects outcome in a distorted inverter 
secondary side, that affects (PQ) power quality. Harmonics in 
the line current and line voltage are often eliminated using 
passive filters. Additionally, such filtration of passive increase
the realiabilty and (PF)Power Factor of the system [7][8].

The principal focus of this research is the design and 
analysis of several passive filter designs for a single-phase 
standalone PV system for medium power applications. LLCL 
filtration topologies are used for the passive filter design [9].
Each passive filter used in this study is evaluated for total 
harmonic distortion (THD), and a comparison is made 
regarding power quality (PQ) perfection/improvement. The
paper is segmented as follows: Section I introduced the study.
In Section II, there is a brief explanation of the modelling
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single-phase PV system. The harmonic analysis of the 
Photovoltaic system, section III. The LLCL designs analysis 
for the standalone PV system is covered in Section IV. Section 
VI completes the assignment after Section V has examined the 
simulation results of an off-grid PV system modelling.

A. PV Array Modeling
The simplest form of a solar cell is designed using a 

current source, a diode, a shunt resistor , and a resistor .

Fig. 2. A PV Cell model

The fundamental PV cell model has been developed. 
There are three inputs, but only two of them are essential for 
determining how the system will function and generating 
more output power [10]. The output voltage for the 
photovoltaic cells is designed using Equation (1) below.

(1)

where e = charged electrons; K = Boltzmann's constant; =
current drawn from a PV cell; = photovoltaic current
dependent on temperature and sun irradiation; = diode's
reverse saturation current and = operating temperature.

The temperature along with sun irradiation affects how 
much power a PV array generates. Using a known temperature 
and known solar irradiation level, a PV array model is created
[11]. The model has been improved and adjusted to take 
temperature and solar radiation fluctuations into account. 
Output voltage and photocurrent of a PV cell change when the 
surrounding temperature varies. Similarly, variations in the
sun's solar irradiation have an impact on the photovoltaic
current and operating temperature of PV cells [11, 12].

B. DC-DC Step-up Boost Converter Modelling
The output voltage from the PV module is modified using 

a step-up boost converter according to the application. A boost 
converter in step-up mode is shown in Figure 4. It is made up 
of a controlled switch S, a diode D, a boost inductor L, a filter
capacitor C, and a load resistance R. The boost converter's 
output voltage is given by Equation. (2)

(2)

where: D is the duty cycle of the converter switch.

An inductor value is selected to ensure continuous current 
flow through the inductor. Current ripple I is often engineered 
to be 5% of a current output , whereas the voltage ripple V
is frequently chosen to be 3% of the output voltage [13,
14].

Fig. 3. DC-DC boost converter design

Using Equations (3) and (4), the values of Capacitor C and 
then Inductor L was selected.

(3)

(4)

Where is the dc/dc converter switch's switching
frequency. The switches are controlled by pulse width 
modulation technology, and the DC link voltage produced by 
the dc-dc converter is transformed into an AC output by a 
single-phase bridge inverter circuit [15]. The inverter output 
is linked to the load.

C. DC–AC inverter
DC electricity produced by renewable energy sources

(RES) like solar power plants needs to be converted into AC 
electricity [16]. A key part in satisfying this requirement is 
played by inverters, which stand out for having qualities such 
as dependability, economy, simplicity, and efficiency [17].
Inverters are also used in wind power facilities for power 
conversion. DC/AC converter (inverters) are widely used 
along with many advantages, their major disadvantages are
that they produce undesired harmonics. The electricity 
produced by these harmonics is unfavourable. Due to their 
resemblance to the system frequency, the low-order 
harmonics which are produced by the inverter are dangerous 
to the PV system. These harmonics might have large 
amplitude levels in comparison to the system's fundamental 
component. In RES, these system harmonics have an effect 
that greatly reduces system efficiency [16].

II. HARMONICS

The current and voltage distortions known as harmonics 
are caused by the system's nonlinear loads. Harmonic 
distortions are a major challenge in circuits with power 
electronics components as well as other electrical loads with 
non-linear characteristics. Harmonics is one of the most 
significant problems with RESs. Harmonic distortions are 
worse when control circuits are used with power electronics
[18]. IEEE standard 519-2014/1992 states that a low voltage 
system must undergo a harmonic analysis if the THD at the 
point of common connection (PCC) is greater than 8% [19].

TABLE I. CURRENT LIMITATIONS ON DISTRIBUTION SYSTEMS'
DISTORTION (IEEE519-1992)

Current limitations (IEEE519-1992)

h<11 11<h<1
7 17<h<23 23<h<3

5 H>35 %TD
D

<20 4.0 2.0 1.5 0.6 0.3 5.0

20-50 7.0 3.5 2.5 1.0 0.5 8.0



Current limitations (IEEE519-1992)

50-
100 10.0 4.5 4.0 1.5 0.7 12.0

100-
1000 12.0 5.5 5.0 2.0 1.0 15.0

1000
> 15 7.0 6.0 2.5 1.4 20.0

69<

h<
11 11<h<17 17<h<23 23<h<35 H> 35 %T

DD

<20 2.0 1.0 0.75 0.3 0.15 2.5

20-50 3.5 1.75 1.25 0.5 0.25 4.0

50-100 5.0 2.25 2.0 0.75 0.35 6.0

100-
1000 6.0 2.75 2.5 1.0 0.5 7.5

1000> 7.5 3.5 3.0 1.25 0.7 10.
0

h<
11 11<h<17 17<h<23 23<h<35 H> 35 %T

DD

<50 2.0 1.0 0.25 0.3 0.15 2.5

50> 3.0 1.5 1.15 0.5 0.22 4.0

According to the IEEE 519-1992 standard, nonlinear loads 
are those that happen in electric grid users or off-grid systems 
when main source measurements of harmonic currents are 
present (Recommended Practices and Requirements for 
Harmonic Control in Electric Power Systems) [20]. Limits for 
triple harmonic emissions from single-phase equipment have 
been established under the IEC 1000 3-2 standard (Limits for 
Harmonic Current Emissions). These standards are not 
difficult to meet in many applications, and the most cost-
effective options are currently being developed. Three 
categories of IEEE and international harmonic standards can 
be thought of:

Measuring harmonics: IEC 1000-4-7
Consumer/System boundaries: IEEE 519-1992, IEC
1000-2-2, IEC 1000-3-6.
Equipment boundaries: IEC 1000-3-2 (up to 16), IEC
1000-3-4 (16-75 A).

The two standards, IEC 1000-3-2 and 1000-3-4, are 
thought to have the biggest influence on power electronics 
design since they place explicit restrictions on certain 
harmonic content. Additionally, IEEE 519 places restrictions 
on a few unique harmonics to reduce the harmonics at the 
common junction. IEEE 519-1992 is the most frequently 
mentioned harmonic standard. IEEE 519 aimed to define 
reasonable harmonic targets for nonlinear load electrical 
systems. It analyzes and outlines fairly constant harmonic 
restrictions for both consumers and electrical companies or 
electrical systems [21, 22].

When the short-circuit power is largely due to voltage 
distortion high-amplitude harmonic currents are an inevitable
effect of non-sinusoidal currents. While voltage harmonics are 
useless in these circumstances, current harmonics seriously 
impair communication links. The restrictions on harmonic 
voltage and current are laid forth in the IEEE 519 Standard. 
This standard's goal is to stop harmonic currents from 
negatively impacting other consumers and the power grid by 
travelling backwards. Table 1 the traditional distribution 
system distortion of the current limitations (IEEE-519- 1992)
[23]. The short-circuit rate (SCR = IKD/IL), to which the 

maximum short-circuit current IKD and the average of the 
maximum monthly demand load current IL currents are 
applied, determines the specific constraints in this table. 25 per
cent of the limits on odd harmonics are placed on even 
harmonics [24]. The ratio of THD is created by subtracting the 
fundamental component's effectiveness derived from the 
harmonic effective voltage or current values. The thermal 
phenomenon associated with all the harmonics is referred to 
as total harmonic distortion. It is the most crucial factor
considered when figuring out how high the harmonic 
components should be in relation to the fundamental 
component. This applies to both voltage and current. For 
voltage, total harmonic distortion is expressed as

(5)

= (6)

Sinusoidal waveform distortions in voltage and current 
can be produced by non-linear loads, even ones with low 
power. Just a few of the negative effects of harmonic 
components on the PV system off-grid are increased element 
losses. Increased voltage drops in off-grid PV systems, 
fluctuating voltage levels, erroneous measurements produced 
with measuring devices, and issues with control circuits are 
some of the issues that might affect the operation of a power
system. These harmonic waveforms are represented in Figure 
4 below.

Fig. 4. The harmonic components in a single-phase PV system

The green waveform in Figure 4 indicates the first 
harmonic (fundamental) in the single phase system, Blue 
indicate the third harmonics waveform, and yellow indicates
the fifth harmonic waveform. The red-coloured waveform 
indicates the non-sinusoidal waveform.

III. LLCL PASSIVE FILTER DESIGN AND ANALYSIS

The passive filters improve the quality of the power in 
Photovoltaic stand-alone structures. Over the past ten years, 
the LLCL filter was already extensively used in a range of 
renewable energy applications due to the significant global 
increase of renewable energy sources (RESs). Power 
electronic components such as thyristors, diodes, MOSFETs, 
and IGBTs generate harmonic currents that cause critical 
power quality issues in PV systems [25, 26]. When the THD 
is at its peak during low solar irradiation, a PV system operator 
may be obliged to use larger, more costly filters or even 



disconnect the PV system from the grid to avoid paying the 
utility operator's significant THD penalty. By using these 
nonlinear components, the system's harmonic performance is 
increased. Moreover, the most important harmonic sources in 
an off-grid power system are rectifiers, inverters, and DC/DC 
converters. This issue manifests itself near the resonance 
frequency [27]. Harmonic levels by altering the current or 
voltage at one or more frequencies. Designs are generally 
created to maximize the effectiveness of harmonic 
components. The use of filters is motivated by both technical 
and economic factors. Its goal is to reduce the economic and 
technological costs associated with the damaging effects of 
harmonics on filters.

The LLCL Passive filters are circuits composed of 
capacitors , inductors , inductors , and inductors 
that are installed between the loads and the solar converter. As 
a result, they are intended to reduce harmonic components that 
exist outside of the fundamental frequency. In comparison to 
an active filter, a passive LLCL filter has many benefits, 
including guaranteed stability, zero power consumption, and 
low cost, with a traditional design. The primary voltage of a 
DC-AC converter is shown in Figure 5.

Fig. 5. The primary voltage of a DC-AC CONVERTER

Figure 5 is the output DC voltage of the step-up boost 
converter which becomes the primary voltage of the DC-AC 
converter. where the input voltage of the step-up boost 
converter comes from the PV array output DC voltage.
Equation 1 defines the information regarding the parameters
and how the voltage step-up boost is configured from the PV 
array inverter. The parameters are as follows: 5 parallel 
strings, series connected modules per string 9.5, maximum 
power 213.15 W, 50 cells per module (Ncell), open circuit 
voltage VOC = 36.3 V, shot circuit current ISC = 7.35 A,
temperature coefficient of VOC = -0.36099 (%/0C) and IOC
0.102, solar irradiation = 1000 W/m2 and PV cell temperatures
25 0C. Model parameters: IL = 7.8516 A, IO = 2.925 A,
Diode ideality factor 1.1773, Rsh = 400.71 Ω, RS = 0.3941 Ω, 
The LLCL filter's schematic diagram as designed is depicted 
in Figure 6.

Fig. 6. LLCL filter schematic illustration [9]

For standalone PV systems, a passive LLCL harmonic 
filter should be properly designed. When designing a passive 
LLCL filter, one must take into account the solar system's 
regulated total harmonic distortion, the amount of reactive 

power (RP) required in the system, the volume of THD
produced from outside sources, and non-linear loads within 
the system. The LLCL filter is located between the secondary 
side of the inverter and the non-linear load. The filter makes
sure that the system is protected from harmonic distortions
[28]. The impedance considers changing for effective 
harmonics, as well as the filtration's working values, can all be 
considered (frequency, temperature, voltage). The 
fundamental frequency on the filters or band-pass, also known 
as the reactive power (RP), determines its value. The amount 
of basic reactive power supplied by the capacitors is the same
[29]. The harmonic current and voltage rise to exceptionally 
high levels if the resonance event occurs in or close to one of 
these harmonic components. As a result, changing the filter 
alters the frequency of resonance. It is a useful method for 
improving the quality of power generated to an inductive RLC
load by an off-grid PV system. An inductance on the
inverter output, an inductance is linked with an AC load,
and a capacitor comprising a passive LLCL filtration
circuit. Equation (7) defines the transfer-function, for the
LLCL filter.

(7)

IV. MODELLING AND RESULT

A full wave bridge rectifier with RL load connected to a 
standalone PV system with a passive filter is proposed and 
simulated using Matlab/Simulink as shown in figure 8 in this 
paper. The simulation is performed as a series AC reactor with 
a tuned filter to the fifth harmonics and a high pass filter to 
compensate for higher-order harmonics.

Fig. 7. A stand-alone PV system without an LLCL filter

The analyses investigated the compliance of the 
standalone PV system to the IEEE standard limit for current 
total harmonic distortion (THDI) and voltage total harmonic 
distortion (THDV) and mitigate the poor THDV to less than 5%
from the unfiltered current and voltage THD of 74.24% and 
90.88% respectively to mitigate the negative impact of the 
high-order harmonics on the entire PV system.

A. Equations of LLCL Filter
The LLCL filter's frequency response should be selected 

from the range described in Equation (8). Whenever this 
range is selected, within the off-grid solar system, there is no 
resonance.

(8)

Where is the load frequency, is the switching
frequency and is the resonance frequency



The resonance frequency of the LLCL filter is defined in 
Equation (9)

(9)

We could perhaps mitigate more harmonics by increasing 
but This lowers the efficiency of the entire filter system by

increasing the reactive power and increasing the current 
demand for . Equation (10) defines the reactive power
absorbed by the capacitor.

(10)

Under which Qc denotes the reactive power consumed 
with the capacitor. remains the effective phase voltage
value. is the rate of reactive power accumulation. It is usually 
chosen as shown below.

(11)

By looking at reactive power consumed within the system
the conditions rated for filtration are considered and used to 
calculate the value for the LLCL filter (11). The 
valuation for the LLCL filter is determined by Equation (12).

(12)

(13)

(14)

In this Equation (13), is the ratio factor of the inductor.
For medium and low-power devices, the coefficient is set to 
be bigger than 1. Where is the amount of ripple current, that
is rated <5% of the current, and Vin is the DC voltage or output 
of the DC TO DC boost to the DC to AC converter (inverter).

(a)

(b)
Fig. 8. (a) the output current waveform of the PV system without a filter,
(b) the output waveform of voltage without a filter

B. Designed PV System with an LLCL Filter

Fig. 9. A stand-alone Photovoltaic with LLCL filtration

TABLE II. LLCL FILTER PARAMETERS

Parameter of Passive LLCL 
Filter

Principles
components sizing

L1 883.9 mH
Lf 590 uH
Cf 169.8 uF
L2 17618 mH

(a)

(b)
Fig. 10. (a) current waveform with LLCL filter on a PV system. (b) voltage 
waveform with LLCL filter

V. RESULTS AND  DISCUSSION

The entire standalone system may be affected by higher-
order harmonics. These effects reduce the efficiency of the 
power system and other equipment. Off-grid PV systems have 
both odd and even harmonics. The amount of radiation present 
affects THD values. At lower radiation levels, the THD value 
has been observed to increase. According to the 
simulation results, odd harmonics components make up more 
harmonics than even harmonics. correspondingly
demonstrates, the THDI and THDV value has decreased 



towards 1.95%, and 1.961% respectively. In Figure 10 the 
results show a shootout on waveform which could damage the 
equipment connected to the system. With the IEEE standard 
to reduce harmonic components. Figure 12 shows the effect of 
the LLCL filter, where harmonic components are reduced into 
significant values and with such total harmonic distortion 
mitigation, it means improved power quality, Power Factor,
and protection of equipment within the system.

VI. CONCLUSION

This paper compares the filter designs on the current 
THDi, THDv stand-alone PV system with and without the 
passive LLCL filter. The outcome of the MATLAB 
simulation demonstrates that the passive LLCL filter 
successfully lower voltage and current total harmonic 
distortions. THDv and THDi values were reduced from 
90.88% to 1.967% and 74.24% to 1.95%, respectively. The 
analyzed results conclude that the proposed passive filter 
design for a stand-alone PV system improves power quality, 
and power factor and protects the system. In the future, the 
LLCL filter can be compared with other passive filters and 
active filters to analyze total harmonic distortion within the 
stand-alone PV system.
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 Abstract – Since the photovoltaic (PV) system output power is 
dependent on solar irradiation and operating temperature, the 
maximum power point tracking (MPPT) algorithm is required to 
track the maximum power point (MPP) of the PV system 
regardless of climatic conditions. The perturbation and 
observation (P&O) algorithm is the conventional solution for the 
MPPT controller, but it has oscillation issues around the MPP 
operating point; enhancing the MPP tracked by this algorithm has 
been a major focus for academics. This paper presents the design 
and modelling of a Type-1 and Type-2 Fuzzy Logic Controller 
(FLC) for tracking the maximum power point of a PV system in 
Matlab/Simulink for a 150 W PV system. A comparative analysis 
of the P&O,  Type-1 and Type-2 Fuzzy Logic Controllers was 
conducted under steady and varied solar irradiation conditions. 
The simulation results demonstrated the superiority of the Type-2 
FLC algorithm in terms of power loss reduction and minimization 
of oscillations at the maximum power point. 
 

Index Terms - Photovoltaic (PV) system, MPPT controller, Fuzzy 
Logic Controller, Power loss reduction. 
 

I.  INTRODUCTION 

The world's energy demands are rapidly increasing, 
resulting in excessive fossil fuel usage, which has had 
significant environmental implications such as global warming 
and the depletion of the ozone layer. Diversification of energy 
supplies is critical for mitigating the adverse effects of fossil 
fuel energy technologies, which threaten global ecological 
sustainability. Also, rising fuel prices and increasing fossil 
resource scarcity may have significant economic and political 
consequences for countries that depend on fossil fuels for 
energy generation. As a result, increasing energy efficiency and 
installing optimal renewable energy sources are critical for 
long-term development [1-2]. Different studies have shown that 
renewable energy technologies are cost-competitive compared 
with conventional power generation [3-5]. As a result, some 
countries have implemented new energy policies to stimulate 
investment in alternative energy sources such as solar PV 
systems, wind, biomass, and small-scale hydropower. The solar 
PV system is one of the most important renewable energy 
sources, and its market share is expected to expand in the future. 
According to the International Renewable Energy Agency 
(IRENA) research, solar PV systems and wind power will make 
up a significant portion of electrical output by 2050 with 14.5 
terawatts of installed capacity. Renewables are estimated to 
have a combined power output capacity of approximately 20 
terawatts [6]. The challenge with PV systems is the uncertainty 
of how much solar irradiation they will receive as weather 
conditions changes suddenly, causing the peak solar irradiation 
availability to differ from peak electricity demand. MPPT, a 

technique for effective energy tracking, is required for efficient 
load power delivery and energy storage to provide a continuous 
power output [7]. Figure 1 illustrates the application of solar PV 
systems as both stand-alone and grid-connected systems. A 
grid-connected PV system has been considered for this study. 

 
Fig. 1 Applications of PV Systems [8] 

 
In the research of solar PV systems, two methodologies are 

possible: experimental and numerical simulation. This study 
engages the numerical simulation to determine an efficient 
MPPT algorithm suitable for a grid-tied PV system to extract 
the maximum power from the PV array. Likewise, provide an 
optimized MPPT algorithm with low power losses and quick 
maximum power point tracking during changing environmental 
operating conditions. 
 

A DC-DC boost converter was designed for the PV system 
to implement the different MPPT control to compare the 
performance indices of MPPT algorithms which include the 
convergence rate and computational complexity. Apart from 
the conventional Perturbation and Observation (P&O), 
Incremental Conductance (IC), and Hill Climbing MPPT 
methods, several new MPPT methodologies have been 
developed in recent years. However, artificial intelligence-
based MPPTs such as Artificial Neural Networks (ANN) and 
Fuzzy Logic Control (FLC) for PV systems are becoming more 
popular to circumvent the limitations of conventional MPPT 
algorithms. Fuzzy Logic Control (FLC) is one of the artificial 
intelligence techniques used widely to improve the results of 
conventional methods of MPPT. The FLC works basically in 
three main stages, i.e., fuzzification, rule base inference system, 
and defuzzification. In fuzzification, the input is converted from 
crispy numeral value to linguistic variable based on the degree 
of membership assigned. Then, the rule-based inference is used 
to find out the output of the fuzzy logic controller. The 
Mamdani, Sugeno, and Tsukamoto method of the FLC 
inference system has been studied [9]. The Mamdani inference 
system was utilized to convert the precision output per the rule 



base [10-11]. Defuzzification is the process of converting 
output linguistic variables into numerical values. The paper is 
organized as follows: a brief overview of the considered PV
model, description of the proposed MPPT method, a detailed 
analysis of the MPPT technique, the results discussion, and 
conclusions.

II. DESIGN AND MODELLING OF A PHOTOVOLTAIC SYSTEM

A. Moddelling of PV Cell
A PV panel is expressed analytically by its current against

voltage (I-V) characteristics obtained by arranging the solar 
cells in series and parallel. However, due to the PV cell 
operational characteristic, the current against the voltage curve 
is nonlinear. Therefore, a single diode model representation of 
solar cells has been considered for this study analysis among 
the different analytical models of the PV system that have been 
proposed in the literature [13-14]. The dependence of the model 
on solar irradiation and temperature conditions is vividly 
presented in equations (1) to (3). Considering the PV panels' 
series and parallel connections, the PV array power curve 
derived from the mathematical model in equations (1) to (3) is 
depicted in Fig. 2. 

(1)

(2)

(3)

The typical power against voltage (P-V) curve of the PV
array during uniform solar irradiation includes a single peak, as 
presented in Fig. 2.

Fig. 2    PV panel P–V characteristic under (a) uniform solar irradiation and 
(b) shading condition [13].

When a portion of a PV panel is partially shaded, the current 
flowing through the unshaded cells decreases, resulting in hot-
spot heating that causes the shaded cell crack [13]. Therefore, 
an external bypass diode is connected to allow the current from 
the unshaded cells to flow to the shaded cells, preventing the 
hot-spot phenomenon that damages PV cells. A similar 
approach is used at the PV array level. Despite the mitigation 
of the partial shading by the bypass diode, the power generated 
by the PV system reduces due to two factors: the amplitude and 

position of the global MPP shift when the shading condition 
varies, and the P–V curve has several peaks. PV array's P–V
characteristic during uniform and partial shaded operating 
conditions depicted in Fig. 2 emphasize these two factors. The 
MPPT implementations presented in the following sections are 
designed to extract the maximum power from the PV array 
during rapid and repeated shade condition variations. Table I
shows the electrical specification of the 150 W Microtek PV
panel (MTK150W/12V) used. 

TABLE I
ELECTRICAL PARAMETER OF THE PV PANEL MTK150W/12V

Parameter Value
Panel Watts 150 Watt
Voltage at Maximum Power (VMPP) [V] 17.72
Current at Maximum Power (IMPP) [A] 8.47
Open Circuit Voltage (VOC) [V] 22.47
Short Circuit Current (ISC) [A] 8.90
Module Efficiency (%) 14.91%

B. DC-DC Boost Converter
The DC-DC converter is generally utilized in regulated

switch-mode DC power supplies. The input of this converter is 
an unregulated DC voltage obtained from the PV array, and it 
fluctuates due to variations of solar irradiation and temperature. 
The average DC output voltage is controlled for this converter 
to obtain the desired value, notwithstanding the input voltage 
variation. Output voltage regulation in the DC-DC converter is 
achieved by consistent adjustment of the amount of energy 
absorbed from the source and injected into the load, controlled 
by the relative durations of the absorption and injection 
intervals. The converter operates in two different modes 
depending upon its energy storage capacity and the relative 
length of the switching period. These two modes are the 
discontinues conduction mode (DCM) and continuous 
conduction mode (CCM). The input-output voltage relationship 
for a DC-DC boost converter in continuous conduction mode 
can be calculated using the averaging principle presented in 
Equation (4).

(4)

A graphical representation of the boost converter is 
presented in Fig. 3. Only four external components are required 
for the DC-DC boost converter: an inductor, an electronic 
switch, a diode, and an output capacitor. The detail of the boost 
converter topology and operation has been discussed in [14,15].

Fig. 3 Circuit diagram of a DC-DC Boost Converter 



III. MPPT CONTROL ALGORITHMS

A. Perturbation and Observation (P&O) based MPPT
It is one of the simplest MPPT algorithms to implement and

only requires a voltage and current sensor to calculate the power 
and compare it to the previous cycle power. The algorithm's 
method of operation is presented in Fig. 4. This conventional 
MPPT technique depends on the change in the PV-generated 
power as the voltage changes. As ∆P/∆V > 0, the conventional 
controller shifts the PV voltage in the same direction. 
Otherwise, the MPPT controller reverses the voltage step 
variation in the direction of the MPP. Therefore, the amplitude 
of involved oscillations around the MPP relies on the applied 
voltage step size.

Fig. 4 P&O MPPT algorithm flowchart

B. Fuzzy Logic Control based MPPT
Fuzzy logic control is a technique for designing nonlinear

controllers using heuristic data. The block diagram of a fuzzy 
logic controller is presented in Fig. 5.

Fig. 5 The fuzzy logic controller structure

The FLC designed for this study has two input variables 
(error, E, )and change in error, ΔE, and one output control 
signal, ΔD). The input and output at sampling time, k, are 
computed as follows:

(5)

(6)

(7)

Where: P(k) and V(k) are the PV panel output power and 
voltage at the sampling k. D(k) is the change in the duty ratio, 

which is used as the control output of FLC to compute the actual 
duty ratio D(k) of the DC-DC boost converter at sampling k. 
E(k) denotes the slope of the P-V curve. As a result, the sign of 
E(k) indicates the location of the operational point at sample k 
on the PV panel's power against voltage (P-V) curve, either to 
the left or to the right of MPP, while the input E(k) defines the 
movement direction of this point. Fig. 6 presents the 
MATLAB/Simulink simulation model of FLC. The three main 
components of the FLC are fuzzification, fuzzy inference
system, and defuzzification.

Fig. 6 Model of Fuzzy Logic Controller.

1) Fuzzification
As illustrated in Fig. 5, the two inputs (E(k) and ΔE(k)) are

normalized using scaling factors (SE) and (SΔE) and then 
transformed to the degree of fuzzy variables using linguistic 
sets. The membership grades of the input and output variables 
utilized in this investigation are shown in Figures 7 to 9, with 
five fuzzy subsets for each membership function: Negative 
Medium (NM), Negative Small (NS), Zero (Z), Positive Small 
(PS), and Positive Medium (PM) (PM). 

Fig. 7 Membership functions for input variable (E)

Fig. 8 Membership functions for input variable (∆E)



Fig. 9 Functions for output variable (D)

2) Fuzzy Rules and Interference System
The inference system uses the fuzzy IF-THEN rules to the

fuzzy inputs and produces the aggregated fuzzy output. Table 
II presents the twenty-five fuzzy IF-THEN rules considered in 
this study to generate the suitable control signal (D). The MPP's 
operating point position determines the rules. For example, the 
duty ratio (D) is altered if the operating point shifts away from 
the MPP or converges toward the MPP. This means that if the 
operating point is distant on the left of the MPP and the change 
in the P-V slope is zero, then the duty ratio is decreased mainly 
to attain the MPP.

TABLE II
FLC RULE BASE

∆E

E
NM NS Z PS PM

NM PS PM NM NM NS

NS PS PS NS NS NS

Z Z Z Z Z Z

PS NS NS PS PS PS

PM NS NM PM PM PS

3) Defuzzification
Defuzzification is a process of interpreting the fuzzy set

resulting from the base rule inference system and converting 
them to a single output value to track the ΔV. This process may 
be performed by any one of several defuzzification methods. 
This study used the center of gravity (CoG) method generally 
computed with Equation (8) to control the DC-DC boost 
converter.

(8)

4) Type-1 Fuzzy Logic Control based MPPT
The Type-1 Fuzzy Logic Control (T1-FLC) examines the

output PV power at each sample (time-k) and determines the 
change in power relative to voltage ( / ). If this value is
greater than zero, the controller alters the duty cycle for 
switching the DC-DC boost converter to increase the voltage 
until the power is maximum or the value ( / ) = 0. If this
value is less than zero, the controller changes the duty cycle for 
switching the boost converter to decrease the voltage until 
maximum power is obtained [16-17].

5) Type-2 Fuzzy Logic Control based MPPT
Type-2 Fuzzy Logic Control (T2-FLC), a better alternative

to type-1 FLC that functions effectively with modeling 
uncertainty, has been considered to track the PV system MPPT.
Figure 9 depicts the structure of a type-2 FLC. It's related to the 
type-1 FLC, except that at least one of the rule base's fuzzy sets 
is type-2. As a result, the inference system's output is type-2
sets, which require a type reducer to convert to type-1 sets 
before defuzzification is performed. A typical interval Type-2
FLC consists of two membership functions – primary and 
secondary. The primary membership grade of a type-2 FLC is 
a normal fuzzy set in [0, 1], while the secondary membership is 
a crisp number in [0, 1] [20]. The secondary membership 
function and range of uncertainty are decided by the third 
dimension of type-2 fuzzy sets and footprint-of-uncertainty 
(FOU), respectively. These type-2 FLC features extend an 
additional degree of freedom to handle various uncertainties,
such as highly uncertain PV systems, to boost their operational 
efficiency during grid interaction.

Fig. 10 Type-2 Fuzzy Logic Controller structure

IV. SIMULATION RESULTS AND DISCUSSION

The grid-tied PV system modelled in MATLAB/Simulink 
implements three maximum power point tracking methods 
(P&O, Type-1 FLC, and Type-2 FLC algorithms) for a 
comparative analysis of the dynamic performance of the three 
optimized MPP. In addition, two scenarios of constant and 
variable operating atmospheric conditions have been simulated 
for the PV system. Firstly, the simulation was performed at 
Standard Test Condition (STC). For the STC scenario (1000 
W/m2 solar irradiance and 250C temperature), the three MPPT 
controllers' performance was analyzed. Figure 11 presents the 
results obtained for the power delivered to the load with a 
simulation time of 10 seconds. It is observed that the Type-2
FLC extract a maximum power of 149.68 Watt with a good 
steadiness time of 0.75 seconds.

Fig. 11 MPPT performance comparison at Standard Test Condition



Figure 12 depict the different duty cycle of tested MPPT 
algorithms. The result shows that the P&O controller has large 
oscillations between 0.1 and 0.57, while the Type-1 FLC and 
Type-2 FLC stabilized at 0.67 and 0.78 for the duty cycle, 
respectively.

Fig. 12 Comparison of the duty cycle control at STC

During variable operating atmospheric conditions,
intermittent cloud movement causes the PV array's output 
power to fluctuate drastically. As a result, the three maximum 
power point tracking algorithms were tested under different 
solar irradiation levels to verify the dynamic performance of the 
MPPT controllers. Fig. 13 presents the variable solar irradiation
rising from 200 W/m2 to 1000 W/m2, assuming the PV system 
temperature is constant at 250C.

Fig. 13 Varied solar irradiation from 200 W/m2 to 1000 W/m2

There are five periods of operation (2 seconds each), 
corresponding to the solar irradiation values of 200 W/m2, 400 
W/m2, 600 W/m2, 800 W/m2, and 1000 W/m2, respectively. The 
controller regulates the converter duty cycle during each period 
to track the maximum power consistent with the solar 
irradiation. Figures 14, 15, and 16 depict the power generated 
by the PV system using the three different tracking algorithms 
at varied atmospheric conditions. 

Fig. 14 Output power based on a P&O MPPT algorithm

Tables II to IV presents the results of the PV system 
mathematical model, which used variable solar irradiation and 
a 25°C operating temperature. The simulated PV system results 
indicate that all the MPPT algorithms tracked the electrical 
specification of the PV panel presented in Table 1 at G = 1000 
W/m2 and T = 25 °C, with the Type-2 FLC producing the best 
result.

TABLE II
RESULTS OF THE PV SYSTEM WITH P&O MPPT ALGORITHM

Parameter 200
W/m2

400
W/m2

600
W/m2

800
W/m2

1000
W/m2

Voltage (VMPP) V 4.84 8.69 12.53 14.90 17.69
Current (IMPP) A 5.53 6.57 6.81 7.85 8.26
MPP (W) 26.77 57.09 85.33 116.97 146.12

Fig. 15 Output power based on a Type-1 FLC MPPT algorithm

TABLE III
RESULTS OF THE PV SYSTEM WITH TYPE-1 FLC MPPT ALGORITHM

Parameter 200
W/m2

400
W/m2

600
W/m2

800
W/m2

1000
W/m2

Voltage (VMPP) V 5.39 10.71 12.67 14.93 17.67
Current (IMPP) A 5.19 5.48 6.98 7.87 8.32
MPP (W) 27.97 58.69 88.43 117.50 147.01

Fig. 16 Output power based on a Type-2 FLC MPPT algorithm

TABLE IV
RESULTS OF THE PV SYSTEM WITH TYPE-2 FLC MPPT ALGORITHM

Parameter 200
W/m2

400
W/m2

600
W/m2

800
W/m2

1000
W/m2

Voltage (VMPP) V 4.63 8.61 11.38 14.32 17.70
Current (IMPP) A 6.47 6.91 7.86 8.34 8.45
MPP (W) 29.96 59.50 89.46 119.43 149.56

It is evident from the results presented in Figures. 14, 15,
and 16 that the Type-2 FLC-based MPPT algorithm has a better 
transient response. It tracked the MPP with fast response 
compared to the other MPPT algorithms; thus, the power losses 
due to the MPP tracking process are reduced at the different 
solar irradiation levels. For each simulation interval, the P&O 
MPPT algorithm resulted in average power losses of 3.19 W, 
2.41 W, 4.13 W, 2.46 W, and 3.44 W for the five different solar 



irradiation operating levels. The losses were computed using 
power obtained with the Type-2 FLC algorithm as a reference.

V. CONCLUSION

A comparative analysis of the dynamic performance of three 
different MPPT algorithms was conducted in this study based 
on steady and transient operating conditions of PV systems. The 
simulation results obtained verify the capacity of the Type-2
FLC MPPT algorithm in tracking the PV system generated 
power at the maximum point than the P&O and Type-1 FLC 
MPPT techniques. Under standard test conditions, the Type-2
FLC MPPT algorithm outperforms the P&O and Type-1 FLC 
MPPT algorithms in steady-state responsiveness and 
oscillation. During the solar irradiation variations condition, the 
three algorithms presented a good performance and extracted 
the maximum power according to the electrical specification of 
the PV panel. However, the P&O control algorithm had 
oscillations due to the sudden changes in irradiation. The 
performance of the MPPT algorithms is arranged from best to 
worst as follows: Type-2 FLC, Type-1 FLC, and P&O.
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Abstract— In recent years, there has been growing interest in a 

transition to green energy, particularly Photovoltaic systems. 

This interest has been and will continue to create a need for 

accurate Photovoltaic system design, installation and 

maintenance. A panel generation factor (PGF) is critical in 

calculating the energy output of photovoltaic panels. An 

inaccurate panel generation factor may lead to an under-design 

or over-design of a photovoltaic system. This may lead to failure 

to meet energy capacity requirements, premature failure of 

system components and over-expenditure on the capital of a 

photovoltaic system installation. PGF is dependent on the 

climate of the area. The climate of Witbank in South Africa is 

classified as warm and temperate. In this study, an analytical 

method was used to determine the PGF of the Witbank area to 

be 3.46. In order to validate the analytical value, an experiment 

was conducted using 200 Wp and 15 Wp panels. The 

experimental value obtained was 3.61, which gives a deviation of 

4.2% compared to the analytical value.  

 

Keywords— Panel generation factor, PGF, Photovoltaic, solar 

design. 

I. INTRODUCTION  

Over the years, there has been growing activism and concerns 

about global warming that is caused by air, land and water 

pollution. This pollution is especially exacerbated by heavy 

industrial sectors such as coal-fired power generation and 

every other industry that plays a role in carbon emissions. The 

UN climate change conference of 2021 in Glasgow are a 

typical example of mounting pressure on global governments 

to reduce their carbon footprint on the earth [1].  

There has been a growing interest in renewable energy in 

recent years. The most interest has been in Solar, Bioenergy, 

Wind and Hydro energy. Solar energy has been the preferred 

source of renewable energy over all these others due to the 

fact that it is not exhaustible; it is the cleanest and currently 

is far more available than it can be utilized [2]. According to 

[2]solar energy demand has been increasing over the years 

due to the modular nature of PV panels. The main 

disadvantage of this renewable energy is the initial start-

up/installation cost. The costs have decreased significantly 

recently due to increased demand and subsequent large-scale 

production. 

One of the critical factors in designing an efficient PV system 

is assessing the solar energy in the location where the system 

will operate. This is crucial as it will affect the sizing of the 

PV panels. A panel generation factor of an area can be 

described as a climate-based factor/constant that determines 

the maximum output energy of a solar PV panel for a 

particular region or location of a specific climate. The factor 

is dependent on the climate of the area.  

The insolation or irradiation value that directly affects the 

calculation of the panel generation factor may be obtained 

from meteorological institutions [2].  

A panel generation factor is critical in calculating the energy 

output of photovoltaic panels. Therefore, it is crucial in 

accurately designing photovoltaic systems [2] [3]. Accurate 

design of a PV system will ensure that the system functions 

at its optimal design capacity and will further ensure the 

system's longevity, resulting in a good return on investment 

sooner. When the panel generation factor is not accurately 

known, the calculations to design the required energy output 

will be inaccurate. This may result in the over-design or 

under-design of the system. This may create a false 

perception that the PV panels cannot produce the rated energy 

output per the manufacturer’s specifications. Over-design 

would result in unnecessary capital being spent on the PV 

system. It would take longer to realize a return on investment. 

Under-design would result in an insufficient power supply 

and subsequent rework, which would cost more capital 

investment. 

PGF can be determined experimentally or through 

meteorological data [3]. In [3] PGFs for climate class 1 

(tropical coastal climate with many days of clear skies and 

few cloudy), climate class 2 (tropical coastal climate with 

most days partly cloudy), climate class 3 (Cloudy periods of 

five to seven days occur regularly) and climate class 4 

(cloudy periods of ten or more days occur regularly) were 

recommended to be 3.86, 3.43, 3.0 and 2.57, respectively 

recommended as guidelines. Jessica et al. [4], experimentally 

obtained a PGF of 3.625 for the Apo area of the federal capital 

territory in Niger, a tropical country classified as having a 

typical tropical climate. 

The panel generation factor for the Witbank area is currently 

unknown with precision. It has not yet been experimentally 

determined and published in reputable academic literature for 

practical use in designing PV solar systems for the Witbank 

area. It can be estimated from online solar databases such as 

the Global Solar Atlas [5]. It provides a map-based summary 

of the global natural solar resources. The absence of a 

credible experimentally-determined panel generation factor 

for the Witbank area affects designers and installers of PV 

systems, clients or end-users of PV systems and businesses 

that sell PV panels to be installed in the Witbank area. The 

problem is mostly observed when PV systems have to be 

designed and installed to the required output as per the 

client’s requirements. This research work presents an 

mailto:bje@webmail.co.za
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analytical and experimental determination of the panel 

generation factor for the eMalalheni (Witbank) area.  
 

II. DETERMINATION OF PANEL GENERATION FACTOR 

The panel generation factor (PGF) is the maximum energy 
per day that 1 Wp panel can produce. PGF is used for fast 
approximate and simplified sizing of off-grid solar-PV arrays. 
It is a varying factor depending on the climate or global 
geographical location of the site. Every climate has a different 
PGF. The sunnier the climate, the larger the factor. In tropical 
coastal climates, a 35Wp panel can produce average daily 
energy of 120Wh/day; hence a 1Wp panel would produce 
3.43Wh/day (120/35 Wh/day), which is the PGF for that 
climate. So to get how many Wh/day a panel can produce, just 
multiply PGF by peak-watt (Wp) rating of the panel [3].  

 PGF can be determined analytically or experimentally. This 
section covers the application of both methods used for the 
determination of PGF for the eMalahleni (Witbank) area.  

 

A. Analytical determination of eMalahleni PGF 

PGF can be analytically determined using equation (1) [4]: 

𝑃𝐺𝐹 =  
�̅�𝑇𝑓𝑃𝑉

�̅�𝑇,𝑆𝑇𝐶
      (1) 

where 

 �̅�𝑇 is the solar radiation incident on the panel (kWh/m2 per 
day) 

𝑓𝑃𝑉 is the correction factor of PV 

�̅�𝑇,𝑆𝑇𝐶  is the incident radiation at standard test condition           

(1 kW/m2 ).  

The correction factor 𝑓𝑃𝑉 is calculated using the equation 

𝑓𝑃𝑉 = 𝑓1 × 𝑓2 × 𝑓3 × 𝑓4 × 𝑓5    (2) 

Where 

 𝑓1 is the correction factor for loss due to temperature above 
25°C (15%) 

𝑓2 is correction factor sunlight not striking the panel directly 
(5%) 

𝑓3  is the correction factor for PV system not operating at 
maximum power point (10%) 

𝑓4 is the correction factor for dust/dirt on the panel (5%) 

𝑓5 is the correction factor due to the ageing of the PV panel 
(10%) 

Hence 𝑓𝑃𝑉 = 0.85 × 0.95 × 0.9 × 0.95 × 0.9 = 0.6214  

From the Global Solar Atlas shown in figure (1), the 
horizontal irradiance for the Witbank area used as a case study 
is 2029.7 kWh/m2 per year, which equals 5.56 kWh/m2 per 
day. Substituting these values in equation 1, the PGF = 5.56 x 
0.6214 = 3.46 

 

Fig. 1. Solar map report for Witbank (monthly) from Solargis solar map [5] 

 

B. Experimental determination of eMalahleni PGF  

This section covers the setup used to determine the panel 

generation factor of the Witbank area experimentally.  

Figure 2 shows the block diagram of the experiment. Figure 

3 the PV system experimental setup, which consists of: 

 A white wooden board (1000mm x 800mm) on 

which the components were mounted 

 200 W monocrystalline PV panel and 15 W 

monocrystalline PV panel,  

 A 12/24V MPPT charge controller by Epever,  

 Charge controller Software by Epever 

 An RS-232 data logger with communication cables 

by Epever, 

 Data logger software by Epever 

 A 12V 100Ah rechargeable deep cycle battery,  

 A 1000 W inverter and  

 A DC load consisting of a 150W variable resistor 

and a 10W DC LED light.  

Figure 4 shows the angle measuring tools used to set up the 

tilt angle for the 200 W and 15 W panels shown in figure 5. 

 

 

 

 
Fig. 2. Block diagram of experimental PV system [6].  

 

 

 



 

Fig. 3. The experimental setup  

 
Fig. 4. 200 W panel tilted at an angle with respect to Witbank latitude of 

26°  

 
Fig. 5. 200 W and 15 W panels tilted at an angle with respect to Witbank 

latitude of 26°  

The main aim of the experiment for the panel generation 

factor was to use a PV panel of a particular rating to capture 

as much solar radiation as possible from morning until late 

afternoon and record the current and voltage readings of the 

PV panel. The data collected over some time would be used 

to compare the average energy produced by the PV panel and 

the peak Watt rating of the PV panel to determine the panel 

generation factor of Witbank. 

In the initial stages of the experiment, a 200W PV panel and 

a variable resistor were utilized to capture solar radiation 

throughout the day. A 15W PV panel was used to verify the 

results obtained through the 200W PV panel. The voltage and 

current readings were measured at 15-minute intervals using 

a Fluke digital multimeter. The need for a charge controller 

soon became necessary as it provided the advantage of a 

built-in voltage measurement, current calculation of power 

and data logging. This eliminated the need for manual 

measurements with a multimeter and manual logging of data. 

The charge controller required a 12V or 24V rechargeable 

battery for it to switch on. This is why a battery was added to 

the system. The PV panels were tilted at the latitude angle of 

26° (GPS co-ordinates of the experiment 25.8843°S, 

29.2321°E on Mandela Street, Witbank, Mpumalanga, South 

Africa). This is the angle at which most of the average solar 

radiation per day is captured. 

Six experiments were carried out. On 11/12/2021 from 09h30 

to 16h30 the first experiment was conducted on a 15 Wp and 

a 200Wp PV panel. It was a sunny day with clear a sky. 

Measurements of voltage and current were taken at 15 minute 

intervals for both panels. These 15 minute averages were used 

to calculate the energy. The table for the measurement in 

December is shown Table 1 and 2. The 15Wp panel yielded 

50.69 Wh and the 200Wp PV panel yielded energy of 782.37 

Wh. The experiments continued on the other dates as shown 

in the tables 3 and 4. 

 
Table 1 – Current and Voltage measurement from 15 Wp PV panel 

 
Table 2 - Current and Voltage measurements from 200 Wp panel 

 

 

 



The six experiments conducted using a 15Wp PV panel 

yielded an average energy generation of 46.63Wh generated 

by the 15Wp PV panel. Therefore from [3] and [7], the Panel 

Generation Factor can be calculated as: 46.63 Wh / 15Wp = 

3.11 PGF. 

The six experiments were also conducted using a 200 Wp PV 

panel, which yielded an average energy generation of 722.17 

Wh generated, as shown in table 4. The PGF was calculated 

as: 722.17 Wh / 200Wp = 3.61 PGF for Witbank. 

 

Table 3 –  Energy generation of  15Wp PV panel 

15W PV Panel Weekly Measurements 

Date  

Total Energy (Wh) 15 

min average 

Saturday, December 11, 

2021 50.69 

Saturday, March 5, 2022 55.5 

Saturday, April 2, 2022 56.5 

Saturday, April 23, 2022 41.7 

Saturday, April 30, 2022 33.6 

Saturday, May 14, 2022 42.27 

Total Energy  280.26 

Average Energy 46.71 

15W panel generation 

factor calculation 3.114 

 

 
Table 4 –  Energy generation of  200 Wp PV panel 

200W PV Panel Weekly Measurements 

Date  

Total Energy (Wh) 15 

min average 

Saturday, December 11, 

2021 782.37 

Saturday, March 5, 2022 858.4 

Saturday, April 2, 2022 873.87 

Saturday, April 23, 2022 644.96 

Saturday, April 30, 2022 519.68 

Saturday, May 14, 2022 653.776 

Total Energy 4333.056 

Average Energy 722.176 

200W panel generation 

factor calculation 3.61088 

 

The difference in PGF between the 15 Wp and 200 Wp panels 

is suspected to be due to the difference in the construction 

quality of the two PV panels. Each panel was from a different 

manufacturer. Another 200 Wp PV panel (from the same 

manufacturer as the 200 Wp test panel) gave similar 

performance results of PGF of 3.61.  

Comparing the analytical and experimental PGF, the 

percentage deviation of the experimental from the analytical 

is 4.2% (i.e. (3.61-3.46)/3.46 x 100). The most probable cause 

is that apart from one experiment conducted in December, the 

rest started in March (early autumn) until May (late autumn). 

The experiments missed out on the year's warmest months 

(October – February) and therefore failed to capture the high 

solar radiation.  

In South Africa, the summer season is between December and 

the end of February; the autumn season is between March and 

the end of May, and the spring season is between September 

and end of November [8].  

According to its manual, PV Watts makes several 

assumptions about the type and configuration of the system it 

attempts to model for a particular area. Errors may be as high 

as 10% for annual energy generation and 30% for monthly 

values. These are errors based on long-term historical data.  

In a particular year, actual PV system performance may 

deviate by as much as 0% on monthly values [9].  

According to [10], Solargis has been improving the accuracy 

of its high-resolution solar maps for South Africa, Lesotho 

and Swaziland. This improvement was done by taking ground 

solar measurements at 14 high-standard solar-measuring 

stations and adapting the Solaris solar model with this data. 

The ground measurements were sourced by Eskom, SASOL, 

GeoSUN Africa, SAURAN, STERG and Ripasso Energy. 

The authors report that uncertainty for Direct Normal 

Irradiance was reduced from the 8% - 9.5% range to the 5%-

6% range. The reduction in uncertainty for Global Horizontal 

Irradiation was from the 3%-4% range to the 3% - 3.5% 

range. 

It is recommended that sampling or experimentation be done 

for the months covering the four seasons of the year to have 

a clearer picture of the year’s average solar radiation and, 

therefore, a more accurate PGF for Witbank. Permanent 

installation on a roof would be the best approach to recording 

all the solar data for a year. 

 

 

III. CONCLUSION  

For the accurate design of an off-grid PV system, a panel 

generation factor is critical in calculating the energy output 

of the photovoltaic panels. Knowing PGF, which is climate 

based will aid in avoiding the over or under-design of V 

systems.  

Witbank in South Africa has a temperate highland tropical 

climate with dry winters. This study presents an analytical 

and experimental determination of the panel generation factor 

for the Witbank area. The PGF of Witbank was 

experimentally determined as 3.61 and was validated 

analytically with a percentage deviation of 4.2%.   
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Abstract— The transition from non–renewable energy sources to 
green (renewable) energy sources result in challenges that lead to the 
occurrence of energy gaps at several epochs. Energy gaps occur when 
the power output from renewable energy sources is insufficient to 
meet the load demand of retiring non–renewable energy sources. This 
results in undesirable load-shedding events. The presented research 
addresses this challenge by proposing new renewable energy sources 
that have not received sufficient consideration. Two energy sources 
have been motivated by advances in communication and computing 
networks in the aspects of underwater data centers and stratosphere-
based data centers. The research presents an architecture and 
mechanism enabling these communication nodes to enable electricity 
contribution to the grid. Performance evaluation shows that the use 
of the proposed mechanism reduces the energy gap by at least 1.97% 
and at most 36.6% on average.  
 

Keywords – Cloud Data Centers, Multi-disciplinary Perspective, 

Renewable Energy, Future Grid 

 

I.  INTRODUCTION 

The increasing population coupled with a rising digital 
appetite profile makes it important to design more computing 
platforms to host the content being accessed by subscribers. 
The design, launch, and use of more computing platforms result 
in the increased consumption of electrical energy [1–2]. The 
projected increase in energy consumption has been recognized 
to constitute a constraint on the operation of computing 
platforms in the future [3–4]. In addition, there is an increasing 
consideration on the use of renewable energy in data center 
systems [6–7]. The use of renewable energy is also receiving 
consideration within a broader context [8–10]. This has arisen 
due to the need to reduce the environmental degradation 
associated with the use of existing fossil fuels for energy 
generation [11]. Currently, there is an increasing drive to 
transition to the full use of renewable energy sources [12–13].  

The execution of this transition requires harnessing all (or 
a significant number) renewable energy sources. This is 
important to prevent or limit the occurrence of energy shortfalls 
which may lead to load-shedding. This has been observed in 
cases of executing a transition to the full use of renewable 
energy sources [14–16]. The occurrence of this limitation can 
be addressed by making use of more renewable energy sources. 
Currently, the renewable energy sources being considered are: 
(1) Solar, (2) Wind (offshore), (3) Wind (onshore) ,and (4) 
Wave (tidal) [17–18].  

However, there are other forms of renewable energy 
sources that have arisen due to technological advances. For 
example, the emergence of underwater computing systems and 
platforms provides another channel to utilize renewable ocean 
energy sources. The discussion in [19] notes that Microsoft 
Natick (an underwater data center) utilizes electricity from the 
grid. However, the feasibility of utilizing electricity arising 
from the underwater data center (such as one arising from 
Microsoft Natick) has not been considered. In addition, there is 
a limited use of aerial wind energy. However, it is important to 
consider the design of systems that harness aerial wind energy.  

The use of renewable energy sources that are previously 
harnessed on a significant scale is important. This is deemed 
necessary to ensure that renewable energy sources can meet the 

power demand currently being served by existing non-
renewable use contexts.  

The main contribution of this paper is the presentation of an 
intelligent system that enables renewable energy sources to 
meet their full potential. The full potential in this context is the 
use of only renewable energy sources to meet the emerging 
electricity demand. In the considered context, green energy i.e., 
renewable energy sources alone are used. The use of only green 
energy sources enables a full transition to the use of renewable 
energy sources. The research being presented recognizes that 
the realization of the intended transition can lead to the 
occurrence of energy gaps (epochs where there is load-
shedding). The energy gaps arise when the power supply from 
renewable energy power sources falls short of the load being 
driven by non–renewable energy sources. The research also 
describes the architecture of the intelligent system.  

In the presented research, underwater renewable energy 
sources are accessible via the deployment of underwater data 
center systems. This puts underwater data center systems in a 
position where they can enable the transfer of renewable energy 
from the submarine environment to the terrestrial grid. 
However, the suitability of underwater data center systems 
(UDCSs) as a power node instead of the roles of a 
communications node or computing node is yet to receive 
significant research attention. This is being done in this paper 
to increase the contribution of underwater renewable energy 
sources to the renewable energy sources that contribute to the 
grid via the incorporation of blue renewable energy sources. 
The research presents an intelligent architecture enabling the 
integration of UDCSs. UDCSs have received consideration to 
function only as communication and computing nodes. They 
have not received consideration as power nodes in renewable 
energy systems.   

The rest of the research is organized as follows. Section II 
discusses background work. Section III describes the problem 
being addressed. Section IV presents the proposed architecture. 
Section V formulates the performance model. Section VI 
presents the results of performance evaluation and benefits of 
the proposed intelligent architecture. Section VII concludes the 
presented research.  

 
II. EXISTING AND BACKGROUND WORK 

Advances in realizing efficient computing platforms have 
enabled the realization of computing platforms that utilize free 
cooling. These computing platforms are in the non–terrestrial 
environment such as the underwater environment [19, 20–21], 
stratosphere [22–23] and outer space [24]. These computing 
platforms are in regions with abundant supply of renewable 
energy sources. The discussion in [20] proposes an underwater 
smart grid towards realizing the provisioning of electrical 
power to underwater data centers (UDCs). The discussion in 
[20] advances [19] because the underwater data center system 
uses wave and tidal energy in [20] instead of increasing the load 
on the grid as occurring in [19]. The discussion in [21] 
describes the adoption of the initiative of underwater 
computing platforms by other entities. In this case, it is seen 
that the focus is mainly on identifying free cooling benefits 
instead of discussing the provisioning of power to the grid.  
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The existing consideration of UDCs focuses on their role 
solely as computing platforms. In this context, the UDC 
comprises hundreds of servers that require energy for 
operation. The UDC incorporates an onboard power subsystem 
that enables the functioning of servers in executing data 
storage, processing, and algorithm execution. In a UDC, the 
servers can experience underutilization or maximum usage. 
During the occurrence of underutilization, some servers in the 
UDC are not being utilized giving rise to excess energy. The 
use of the resulting excess energy in meeting power demands 
in external systems have not been sufficiently considered in 
research literature.  

In [22], Microsoft considers the notion that the data center 
can also be a battery that can make energy contributions to the 
grid. This consideration has largely focused on the use of 
batteries that are associated with the future grid. This new 
perspective raises the notions that data centers can be 
considered as active entities in power networks as well as 
communication systems. However, a mechanism enabling this 
transition without impairing server functionality has not been 
sufficiently considered.  In addition, the discussion in [22] 
presenting this innovation from Microsoft has not considered 
the data center location.   

Another non–terrestrial environment suitable for hosting 
data centers is the stratosphere. The stratosphere presents a cold 
environment that is suitable for hosting future data centers. The 
stratosphere-based data center can intercept solar radiation in 
the stratosphere. The context of [23] and [24] is that 
stratosphere-based data centers are powered using solar energy. 
The use of stratosphere-based data centers has not considered 
the stratosphere from the perspective of being an excellent solar 
radiation collection location.  

The siting of data centers in space as seen in [25] is deemed 
necessary to reduce the latency for executing data transfer in 
space-based internet of things related applications and 
networks. However, the realization of energy transfer from 
space-based data centers is challenging. This is because of the 
challenges of achieving high efficiency wireless power transfer 
due to the large distance.  The use of a transmission line is also 
challenging as satellites in the low earth orbit are mobile. 
Furthermore, the high altitude of the geostationary orbit and 
potential collision with low earth orbiting satellites makes the 
use of a power line challenging.  

The discussion in this aspect has noted that the emergence 
of non–terrestrial data center systems has led to a case where 
renewable energy sources are being used in previously 
unconsidered contexts and locations. However, the use of 
renewable energy sources in these contexts has only been 
considered within the scope of powering non–terrestrial 
computing platforms. Their role in enabling the realization of 
transitioning to a green energy future has not been considered.  
 

III. PROBLEM DESCRIPTION 

The scenario being considered comprises a scenario 
making use of non–renewable energy sources (NRESs) and 
renewable energy sources (RESs). Let �� and �� denote the set 
of NRESs and RESs, respectively.  

 
�� = ����, ���, … , ���	                                                                 (1) 
�� = ����, ���, … , ���	                                                                 (2) 

 
 Let the power capacity of the ��� non–renewable energy 

source (NRES) at the epoch �� , �� � �, � = ���, … , ��	 be 

denoted as ������, ���, ��� � ��. In addition, the power 
capacity of the ��� renewable energy source (RES) at the epoch 
�� , is denoted as ������, ���, ��� � ��. The desired transition to 
use renewable energy occurs seamlessly when: 

 

� � ������, ���  ≤  � � ������, ���                            (3)
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    The case in (3) is one in which the power capacity associated 
with RESs exceeds or is equal to that of the NRESs in the 
duration comprise the considered epochs. In the case where 
RESs capacity exceeds NRESs capacity, this is beneficial as 
additional load can be supported. The scenario in (3) arises 
when a significant number of power plants that utilize NRESs 
are de-commissioned. This arises due to the need to limit 
carbon emissions and realize environmental protection. 
However, there is a transition challenge in the scenario: 

� � ������, ���  >  � � ������, ���                            (4)
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    In (4), the NRES capacity exceeds the RESs capacity. 
Hence, a full transition to RES results in energy gaps or load 
shedding epochs. In this case, a solution is needed to address 
the resulting load-shedding. This is the role of the propose 
mechanism.  
    The non–occurrence and occurrence of energy gaps as 
implied are shown in Figure 1 and Figure 2, respectively.   
 
 
 
 
 
 
 
 
Top: Figure 1–Power supply in the desired case showing non–
occurrence of energy gaps. Bottom: Figure 2–Power supply 
showing the occurrence of energy gaps.  
 

IV. PROPOSED SOLUTION 

The proposed solution opines that the use of previously 
unconsidered RESs enables the realization of a scenario 
described in (3).  
   The rest of the discussion in this section is divided into two 
aspects. The first aspect describes how UDCs can serve as a 
bridge to provide electricity to the grid. The second aspect 
focuses on how the stratosphere data center can be used in a 
role to provide electricity to the grid.  
 

A. Role of Underwater Data Centers 
UDCs present a system that provides an interface between 

terrestrial entities (cloud computing organization) and the 
ocean environment. In this interface, the terrestrial entity is not 
strictly limited to the identity of a cloud computing 
organization. Rather, the terrestrial entity can be generic. 
   The existing consideration of UDCs focuses only on their 
role as computing platforms and communication nodes. The 
discussion in the presented research considers that UDCs can  
act as nodes in power systems. This arises when UDCs donate 
excess power arising from long term server underutilization to 
a generic entity.   
     In this case, the generic entity is a terrestrial entity. The 
terrestrial entity is an energy utility organization operating a 
smart grid system. In the consideration here, the terrestrial 
entity is hybrid. It functions as a cloud computing organization 
and as an energy utility. As an energy utility, the power 
subsystem (with its storage) aboard the UDC donates its excess 
energy to the terrestrial grid. Excess energy arises when the 
servers experience long term underutilization.  

Energy Supply Epoch Energy Gap Epoch 



    The UDC comprises the computing payload and the power 
payload. The power payload comprises wave and tidal 
generators that access marine renewable energy sources and 
generate electricity. The generated electricity is primarily used 
to ensure continuity in UDC operation when desired.  
    The proposed power payload is contributed by an 
organization seeking to derive marine renewable energy driven 
electricity. This organization also provides a connection to the 
grid. The cloud computing organization provides the UDC 
computing payload, provides intelligent mechanism and 
software for power payload monitoring and management. The 
proposed hybrid consideration is presented in Figure 1.  
     In Figure 1, the UDC power payload hosts multiple mini–
marine tidal generators. The cloud computing organization in 
Figure 1 hosts the UDC’s computing payload and its related 
power management entities. The power organization hosts 
entities related to the power payload and power payload to grid 
connection.  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 Figure 1: UDC Integration into the conventional grid.  
 

B. Role of Stratosphere Based Data Centers 
     The stratosphere is a near space region with higher 
magnitude of incident solar radiation than obtainable on the 
earth’s surface. This is due to the reduction of light intensity 
with increasing separation distance from a given light source 
(in this context, the source is the sun). In addition, the 
stratosphere has less obstacles that absorb sunlight in 
comparison to the earth’s surface i.e., the terrestrial context. 
This makes the stratosphere a feasible and an attractive region 
for intercepting solar radiation. In this case, the attractiveness 
of the stratosphere has driven the use of electricity derived from 
solar energy in high altitude platforms. Data centers located in 
the stratosphere are unable to utilize the full capacity of the 
accessible solar energy derivable from the solar radiation being 
intercepted. In addition, the consideration of stratosphere-
based data centers in the capacity of contributing to RES usage 
has not received sufficient research consideration.  
    However, tapping solar radiation from the stratosphere 
presents a new dimension that differs from the sole use of solar 
radiation intercepted only in the terrestrial plane. From a wave 
analytics perspective, the use of only solar radiation intercepted 
at the terrestrial plane limits the usefulness of solar radiation 
that is utilized in the generation of energy to the use of solar 
radiation with wave relations only occurring at the terrestrial 
plane. The inclusion of the stratosphere enables the inclusion 
of radiation wave dynamics occurring at the level of the 
stratosphere as well for electricity generation.  
   The use of the stratosphere in this case can be realized via the 
use of the proposed hybrid stratosphere-based data center 

(HSDC). The HSDC increases the utilization of the 
stratosphere as an atmospheric region. The HSDC has three 
sub–entities. These are: (1) Computing sub–entity (CSE), (2) 
Data and Management sub–entity (DMSE), and (3) Power sub–
entity (PSE). The CSE comprises servers and the associated 
cooling gear. It executes the functions of data storage, 
algorithm execution and data communications. The PSE hosts 
the solar to electrical energy conversion payload. It provides 
power to the CSE’s payload. The CSE and the PSE can be 
owned by a cloud computing organization. Alternatively, the 
CSE and PSE can be owned by the cloud computing 
organization and power utility organization, respectively. The 
DMSE hosts mechanisms enabling power management and 
supply of electrical power to the CSE or external power 
networks.  
   Solar energy arising from the proposed HSDC is received in 
an exclusive region. In this region, the derived electricity is 
transmitted to a terrestrial power utility solution. The 
transmission is realized via an inter–connecting cable. The 
inter–connecting cable passes through unmanned aerial 
vehicles (UAVs) deployed at varying altitudes.  
   The relations between the CSE, DMSE and PSE in the HSDC 
showing the role of UAVs is shown in Figure 2. The scenario 
in Figure 2 shows bi–directional communications between the 
terrestrial power station and the PSE. In this case, there are two 
UAVs i.e., UAV 1 and UAV 2. The mobility of UAV 1 and 
UAV 2 enables the cable to avoid aerial obstacles. In this case, 
the cable path is in an aerial location that is not used by 
commercial aviation applications. The use of a cable has been 
motivated by the use and feasibility of a space elevator [26].  In 
the proposed solution and in Figure 2, the use of a cable hosted 
within a space elevator system is feasible due to the low mass 
and weight of a cable in comparison to space bound payloads.  
  Advances that have been made as regards the realization of a 
space elevator are useful in the realization of a cable from the 
stratosphere to the terrestrial power utility. Furthermore, an 
increasing demand for electricity access given an increasing 
global population necessitates tapping this renewable energy 
source. The cable being used in this case is not exposed to a 
significant radiation that necessitates hardening or the 
execution of cable resistant procedures. Hence, existing cables 
that are used in high voltage power systems can be utilized. An 
estimate using the information in [27] shows that such a cabling 
can be realized at an amount of up to $6.0m.  
   In addition, Figure 2 shows how the DMSE enables the 
exchange of control related information between the CSE and 
the PSE. Furthermore, the CSE has a line directly connected to 
the PSE that enables CSE operation. Figure 2 shows that the 
terrestrial power station also receives the electrical power 
derived from the UDC and the associated tidal wave generators 
in the underwater environment. The terrestrial power station 
(TPS) receives the electrical power output arising from the 
HSDC and the UDC (alongside its associated components). 
The received power serves as an input to the grid. The grid also 
receives inputs from existing RESs. An integration of 
renewable power sources of the proposed solar energy (from 
stratosphere-based data centers) and renewable energy (from 
UDC is shown in Figure 3.  
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Figure 2: Relations between entities associated with the HSDC 
being used to access renewable solar energy.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. PERFORMANCE FORMULATION 

The performance metric of interest is the energy gap arising 
before and after the use of the proposed architecture. The 
energy gap is formulated considering the existing RESs and 
proposed RESs (UDC associated system and HSDC). In the 
performance formulation, the existing RESs are: (1) Terrestrial 
Solar, (2) Onshore wind, and (3) Offshore wind. In formulating 
the energy gap, the set of existing and utilized RESs is distinct 
from the set of possible RESs that can be utilized which is given 
as α�. Let the set of existing and utilized RESs be denoted α$: 
 
�$ = ��$�, �$�, … , �$%	                                                                  (5) 
 
The energy gap before and after the incorporation of the 
proposed mechanism are denoted Ϛ� and Ϛ�, respectively. In 
this case, the energy gap is the differential between the  existing 
and utilized energy sources and proposed RESs. A difference 
in this case implies that RESs have a significant power output.  

Ϛ� =  ��((�, )) * ((+, ))�
�

� �
                                 (6) 

((�, )) = � �1��1�, �)�-��1�, �)�                    (7)
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� �
  

((+, )) = � �1��3+, �)�
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/ �
-��3+, �)�, �3+ � �$        (8) 

In the case where the proposed approach is incorporated, the 
energy gap is the differential between utilized energy sources 

and all renewable energy sources (existing and proposed 
renewable energy sources).   
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      (�(�, )) =  ������, ���-����, ���                               (10) 
   (�(�, )) =  ������, ���-����, ���                                 (11) 
 ($(+, )) =  ����$/ , ���-��$/ , ���                                   (12) 

 
-�4, ��� � �0,1	, 4 � ����, ���, �$/	 denotes the activity status of 
the power source entity 4. An active power source and inactive 
power source contributes and does not contribute electricity to 
the grid, respectively. The power source entity 4 is inactive and 
active at the epoch �� when -�4, ��� = 0 and -�4, ��� = 1, 
respectively.   
 

VI. PERFORMANCE EVALUATION 
 
The performance evaluation is done and presented in this 
section. The energy gap is investigated considering the use of 
NRESs from existing multiple sources i.e., diesel, hydropower 
and nuclear. The existing RESs being considered are terrestrial 
solar, onshore wind and offshore wind. The newly introduced 
RESs are underwater wave energy and stratosphere based solar 
energy. The performance parameters are presented in Table 1.  
The simulation results for the existing case and proposed case 
are presented in Figure 4 and Figure 5, respectively.  
     In this case, the use of the proposed energy sources reduces 
the energy gap by an average of 1.93%. In this case, the 
performance benefit is small because of the high amount of 
energy realized from coal, nuclear and diesel NRESs. Hence, 
the contributions from RESs (existing and proposed) are small 
in comparison in the existing and proposed mechanisms.  In the 
simulation, the existing case is described by (7). This does not 
consider the role of the UDC or stratosphere-based data centers 
as being capable of making contributions to the grid.  
     The proposed case is formulated in (10). In this case, the 
role of the UDC or stratosphere-based data centers in making 
contributions to the grid is considered.  
   The performance benefit is also investigated for a scenario 
where the power output from the NRESs (coal, nuclear and 
diesel) are significantly reduced. Such a case models a scenario 
where the use of RESs is being gradually incorporated with 
increasing contribution. In this case, the simulation parameters 
are presented in Table 2. Simulation results for the existing case 
and proposed case are in Figure 6 and Figure 7, respectively.  
   The inclusion of the proposed energy sources results in a 
reduction of the energy gap. A reduction of the energy gap is 
beneficial as it implies that RESs meet the load demand 
previously satisfied by RESs being retired from use. Analysis 
shows that the energy gap is reduced by 36.6% on average.  
 
Table1: Simulation Parameters for high-RES contribution 

Parameter Value 

Minimum power from coal  2.67 MW 

Maximum power from coal [28] 544.8 MW 

Mean power realized from coal  243 MW 

Minimum power from nuclear 8.21 MW 

Maximum power from nuclear [29] 268.1 MW 

Mean power from nuclear 158.6 MW 

Minimum power from diesel plant 1.97 MW 

Maximum power from diesel plant [30] 239.2 MW 

Mean power from diesel plant 118 MW 

Grid from UDC  
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Figure 3: Integration of renewable energy sources from the 
solar and underwater subcomponent into the power station.  



Minimum power from coal  2.67 MW 

Maximum power from coal [28] 544.8 MW 

Mean power realized from coal  243 MW 

Minimum power from nuclear 8.21 MW 

Maximum power from nuclear [29] 268.1 MW 

Mean power from nuclear 158.6 MW 

Minimum power from diesel plant 1.97 MW 

Maximum power from diesel plant [30] 239.2 MW 

Mean power from diesel plant 118 MW 

Maximum power from terrestrial solar [31] 2.4 MW 

Minimum power from terrestrial solar 0.02 MW 

Mean power realized from terrestrial solar 0.98 MW 

Maximum power from onshore wind [32] 2.3 MW 

Minimum power realized from onshore 
wind 

0.005 MW 

Mean power realized from onshore wind 1.12 MW 

Maximum power from offshore wind [33] 14.4 MW 

Minimum power from offshore wind 0.034 MW 

Mean power realized from offshore wind 7.88 MW 

Maximum power realized from underwater  7.4 MW 

Minimum power realized from underwater 0.2 MW 

Mean power realized from underwater 3.87 MW 

Maximum power realized from 
stratosphere 

7.5 MW 

Minimum power realized from stratosphere 0.005 MW 
Mean power realized from stratosphere 3.45 MW 

 

Table 2: Simulation Parameters for low-RES contribution 

Parameter  Value  
Minimum power realized from coal  1.95 MW 
Maximum power realized from coal 50.1 MW 
Mean power realized from coal  26.4 MW 
Minimum power realized from nuclear 0.097 MW 
Maximum power realized from nuclear 28.3 MW 
Mean power realized from nuclear 15.9 MW 
Minimum power realized from diesel plant 1.46 MW 
Maximum power realized from diesel plant 249.8 MW 
Mean power realized from diesel plant 127.9 MW 
Maximum power from terrestrial solar 2.48 MW 
Minimum power from terrestrial solar 0.22 MW 
Mean power realized from terrestrial solar 1.42 MW 
Maximum power realized from onshore 
wind  

2.49 MW 

Minimum power realized from onshore 
wind 

0.09 MW 

Mean power realized from onshore wind 1.49 MW 
Maximum power realized from offshore 
wind 

14.1 MW 

Minimum power realized from offshore 
wind 

0.44 MW 

Mean power realized from offshore wind 6.72 MW 
Maximum power realized from underwater  7.2 MW 
Minimum power realized from underwater 0.4 MW 
Mean power realized from underwater 4.04 MW 
Maximum power realized from stratosphere 7.5 MW 
Minimum power realized from stratosphere 0.11 MW 
Mean power realized from stratosphere 3.91 MW 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Energy Gap in the existing case considering high 
NRESs contribution. 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Energy Gap in the proposed case considering high 
NRESs contribution.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Energy Gap in existing case considering reduced 
contribution of RESs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Energy Gap considering reduced RES contribution.  
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VII. CONCLUSION 

The discussion in the paper addresses the challenge of the 
occurrence of energy gap that occurs while transitioning to the 
full use and adoption of renewable energy sources. The non–
inclusion of a significant number of renewable energy sources 
is identified to be capable of resulting in the occurrence of 
energy gaps leading to the occurrences of load shedding. The 
presented research proposes the use and integration of 
underwater tidal energy and stratosphere derived solar energy 
into the grid. The integration of underwater tidal energy is 
recognized to benefit from advances in communication and 
computing networks that has led to the design and use of 
underwater data centers. In addition, the new solar source being 
recognized is from the stratosphere. This option is also arising 
due to the advances as regards stratosphere-based data centers 
and their role in communications and computing networks. 
Future work will focus on the techno-economic analysis of the 
design of a cable that enables the transmission of solar energy 
from the stratosphere to a terrestrial power station. This is 
deemed necessary to consider the perspective of a power utility 
organization.    
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 Abstract – This research paper is to look at integrated 

optimum reliability WEF renewable technology into the Eskom 

Distribution grid, in the ECOU. Republic of South Africa has the 

abundant of the coal assets valued at 53 billion tonnes in which 

current production equates to 200 years of coal reserve of supply 

left. Currently the country is moving away from fossil such as 

coal energy source to more environmentally friendly energy 

source which is renewable technology which have far low carbon 

emission compared to current coal source. The energy crisis in the 

country has seen more renewable energy (WEF) integrated to the 

Eskom utility network grid to address energy crisis or 

loadshedding, hence therefore research question are these WEF 

integrated renewable technology optimum and reliable in the 

utility distribution network grid in the ECOU. 
 

 Keywords – Renewable Energy (WEF), Load Forecast, 

Loadshedding/Energy Crisis, Pollution/Carbon Emissions, Cost v 

Sustainability (Just Transition). 

 

I.  INTRODUCTION 

Republic of South Africa has been an enormous increase in 

demand for electricity energy most after fall of apartheid ere 

and as result of rapid industrial development, rapid 

immigration growth around urban areas and massive rural 

electrification led to severe energy crisis today. South Africa 

has been facing energy crisis or loadshedding which affect 

country economy and the country has also facing serious 

climate change effects hence therefore as a country renewable 

energy is a fundamental necessity and access to the right 

renewable energy services provides opportunities to reduce 

carbon emissions and play role in the current 15 years 

loadshedding energy crisis [1]. Defining loadshedding for 

ordinary citizen to understand we can say that “loadshedding is 

planned schedule process whereby the electricity demand or 

power consumption has exceeded its installed supply capacity 

which leads or results to the power utility implementing power 

supply cuts or blackouts to reserve the total national power 

supply blackout [2]. From all sectors such as mining, 

automobile, restaurants, financial banking centres, large/small 

factories to tourism sector (guesthouse, hotel, lodge etc.), 

hospitals and were many citizens ended up having long power 

outages [3]. Electricity or power supply it has not just change 

our lives, but it has become part of our daily lives and now is 

the main backbone of our everyday modern world, daily life, 

and economy [4]. Coal traditionally dominates the energy 

supply sector in the Republic South Africa. Eskom produces 

77% of the South Africa’s electricity maily from the coal 

power stations. South Africa is gifted with the coal reserved, 

with resever coal for nearly 200 years. The coal is still 

projected to provide its segment of the total electricity 

generation flea market for years to come. There are 5 large 

main users of coal energy source which are RSA, USA, India, 

Japan and China which combine makeup 82% of total global 

usage of coal [5]. This vast rapid development in severely 

damaging coal energy usage is compared with fairly small 

impact from renewable sources. The renewable energy 

technology is intensely linked with numerous features of 

sustainable development but traditionally procedures have not 

chosen renewable energy technologies led to a propagation of 

private and public sector capital for more lucrative deals, 

seriously polluting energy generation technologies [6]. 

 

Republic South African government then realised that 

environment shift is a serious peril to Republic South Africa 

(RSA) as country and a main problem to continued 

impoverishment decline and alleviation throughout its various 

scopes. That created a huge concerned that consequently to 

demands for a change over in approach to bring about the 

concern of environment changes a main importance in the 

country. Having this awareness, the Republic of South Africa 

(RSA) is commencement to proactively connect its intentions 

with environment change main concern within a sustainable 

improvement structure of renewable energy as alternative 

power supply [7]. The remnant fuels such as liquid fuels 

(crude oil), uranium, coal, biomass and gas these remain the 

main central role in the socio-economic growth in the Republic 

of South Africa (RSA), although concurrently delivering the 

needed infrastructural economic which end up the country 

becoming an attractive host for foreign investments in the 

energy sector [8]. The Republic of South African government 

also recognised lasting goal to develop an energy industry that 

will power a completely non-subsidised replacement to fossil 



 

fuels. The strategic methodology has been concretised out of 

considerable fiscal sustenance for renewable energy study and 

growth [9]. In recently year wind energy facility generation are 

currently more and more prevalent option of technology for 

new capacity adding up in power systems global. Various 

considerations have added to this trend such as environmental 

concerns and a constant increase in fossil fuel prices are 

central to these factors [10]. The wind energy facility (WEF) 

technology has demonstrated to be one of the greatest effective 

cheapest alternative obtainable source of renewable energy 

presenting comparatively with orthodox fossil energy source 

[11].  

 

II.  WIND ENERGY FACILITY IN SOUTH AFRICA 

Wind Energy Facility (WEF), or wind farms as at occasionally 

named, are groups of wind devices utilised to generate 

electricity via natural wind. Most of WEF are privatedly own 

and their operation by businesspeople who then persuade 

utility such Eskom and Municipality to buy electricity 

produced on the WEF for those utilities to sell it to public 

citizens. These WEF are also known as Independent Power 

Producers (IPPs) [12]. These Wind Energy Facilities (WEFs) 

are the product of the wind air which is moving. The wind 

energy facility is a unrestricted renewable energy source, and it 

is the world’s fastest developing electricity resource [13]. 

Around the globe most utility and electricity developers use 

wind turbine to catch the wind energy. This wind turbine 

catches wind through rotor blades that wind flows through the 

rotor blades then cause rotation of rotor blades and spin main 

shaft powering a rotor inside a generator and result to 

production of electricity please see Figure 1. 

 

 
 

Fig. 1 Main components of a typical modern high-power WEF turbine [14]. 

 

The operation of this WEF the generated electricity moves into 

the cables that are connect to the turbine, then moves 

downstream the turbine tower and collectively combine after 

that with the wind energy facility (WEF) from the other wind 

turbines before entering local electricity network or the 

national grid such as Eskom grid in the case of South Africa 

which provide power to South Africans [13]. WEF may 

comprise of numerous wind turbines and cover a stretched area 

of hundreds of square kilometres. They can be offshore or 

onshore WEF and in RSA main is the land were they normal 

get to be installed or established may be used for agriculture or 

other purposes. WEF and Solar from the Sun, are a 

unrestricted free renewable energy sources that are traditional 

from natural source and will forever generate electricity. The 

energy which is obtained from the wind energy facilities 

normally rely on the natural wind velocity. The higher the 

velocity wind, the great the energy that can be produced to 

generate electricity on a substantial amount. Nevertheless, this 

necessitates substantial areas of territory to connect sufficient 

wind turbines or generators, which might results to noise and 

that affect environment.  The Republic of South Africa has 

reasonable wind capability, particularly adjacent to the coastal 

areas of Eastern Cape (EC) and Western Cape (WC), see 

Figure 2 below: 

 

 
Fig. 2 Best WEF resource quality areas in South Africa [19]. 

 

The Republic of South Africa has an extraordinary echolon of 

Renewable Energy probabilities and aligned with the state or 

government pledge to changeover to a low-slung carbon 

emission of 17 800MW by 2030 which is the government 

target for now and that’s according to the IRP 2010. The 

newly generated energy power to be produced are expected to 

to be from mainly renewable energy suppliers as per Figure 2. 

According to IRP 2010 the plan was by end October 2016, 

2800MW was meant to be secured from 53 Independent 

Power Producers (IPPs) which most have been complete and 

some final stage of completion. Most of IPPs from Bid 

Window one (BW1) and BW2 which were expensive contracts 

most of these are complete and are delivering power to the 



 

Eskom grid. Bid Window three (BW3), this one most are final 

stage of completion but varying on the different project’s 

building phase [15]. The Republic of South Africa’s reliance 

on hydrocarbons power station, mostly coal, has made the 

(RSA) as the country, the world’s 13th largest CO² producer 

[16]. The preservation of the current existing coal power 

stations fleet has remained problematic, and energy available 

factors (EAF) capacity went down currently to nearly 50% in 

2022. The foremost to frequent electricity deficiencies, which 

may possibly be alleviated by quick implementation of 

renewable energy, particularly wind energy facilities (WEF). 

As of 2021 South Africa is rank number one in Africa and 

Middle East region in terms of wind energy renewable 

technology installation with 2 956MW which is 0.4% of 

globally and 46.1% in Africa and Middle East region in terms 

of wind energy facilities [17]. South Africa has excellent wind 

resources, which are yet to be fully utilised. The rapid growth 

of the renewables energy expansions in the RSA has grow into 

a requirement, as renewable energy which is alleged to be the 

lonely energy supplier of new energy power that can be 

implemented rapidly sufficient to help South Africa’s 

electricity shortages crisis [18]. The Republic of South 

Africa’s new WEF renewable energy power programme is the 

rapid or quickest increasing progamme of the new energy 

alternative in the world for the past seven (7) years. This has 

enticed roughly about $15 billion of venture capital into wind 

and solar renewable energy projects encompassing a 

constellation of new Independent Power Producers (IPPs) 

provide finance backing by overseas venture capital or 

investers. The Republic of South Africa (RSA) is currently 

poignant in the direction of a sizeable wind energy industry 

with a local connected capacity in additional of 6,000 MW by 

2021, if not more quickly, and an earmarked one of as a 

minimum 37,000 MW by 2050 if the draft IRP is made policy 

[20]. 

 

III.  LOAD FORECAST AND DEMAND SUPPLY 

The effective and economic investment of the electrical power 

distribution structure is a network planner’s responsibility. To 

do this, the network planner has to look forward to how much 

power should be distributed also where and when it will be 

required. The fundamental to supply development is a well 

planned and coordinated medium-to-long span load forecast. 

This gives the future estimate forecast demand electrical in 

terms of the location, magnitude and temporal (time) features. 

The planners ought to continuously be looking forward as 

conceivable in an effort to integrate the planning of generation, 

transmission, sub-transmission, distribution, 

embedded/distributed generation and demand side options, to 

ensure that the development of grid networks and the usage of 

resources are optimum. “The intention of supply development 

is to offer a systematic and efficient extension of apparatus and 

amenities to meet the functionality's future potential electricity 

requirement with an appropriate echolon of reliability.” 

 

In recent years as mentioned earlier there has been an 

enormous upsurge in need for energy in the Republic of South 

Africa in recent years as a result of rapid industrial 

development, rapid immigration growth around urban areas 

and massive rural electrification led to severe energy crisis 

today. South Africa is gifted with coal and relies heavily on 

coal to meet its energy needs. The RSA utility (Eskom) at 

present generates just over 90% of the country’s requered and 

consequently of this it has monopolised distribution as the 

primary generator and distributor. The Eskom is accountable 

for expanding and preserving the country’s generation power 

power stations, the transmission lines and distribution line. 

Eskom also connect to interconnections with the Southern 

African Energy Power grid network. The RSA, national 

demand load forecast at System peak is delivered on all three 

scenarios, and from there onwards the Provincial and Main 

Transmission Substation (MTS) forecasts is delivered on only 

the recommended forecast scenario to equilibrium the topmost 

conjecture forecast with that of each generates and tranmit 

throught transmission and distribution lines to (MTS) [21]. 

The Eskom load demand evaluated through tramission and 

distribution low scenario which are founded on expectations 

that there will be a prolonged subdued growth rate in the RSA 

as country. Most of the industries sector had not have large 

rapid growth due to global current crisises. Then there is local 

negative view in line with the slege economic growth due to 

persisting loadshedding, the reduce status to junk status The 

figure 3 below shows scenarios presumes association with a 

low general local economic growth average of nearly 0.5%, 

lower than the projected GDP of 1%. A summary of these 3 

scenarios is showed in Figure 3: 

 

 
Fig. 3: Transmission Forecast Scenario’s for TDP period 2019-2028 [21].  

 

There where a number of generations plans in place to bring 

equilibrium in the supply and demand imbalance South Africa 

which is currently experiencing. Ingula, Kusile and Medupi 

coal fire-stations were all planned to be completely in service 

or commissioned by 2022 but unfortunately Kusile still under 

construction some unit/s. Additionally, there is commitment 

program from the RSA government to complete connect as 

much as they can of (IPPs) to the national electricity grid 

network as part of the implementation of the Integrated 

Resource Plan (IRP) 2010-2030 to ease up current energy 



 

crisis. The Transmission High forecast assumes return of 

industries which would have a significant effect in specifically 

Northern Cape Province with the mining of Fe-Mg and Iron 

Ore, mining of coal in Limpopo Province, as well as increased 

industrial and export activities in the Eastern Cape. The 

Eastern Cape region as province has a substantial amount of 

renewable capacity especially in wind technology which assists 

in the supply even at time of system peak. The Eastern Cape 

has two main manufacturing city centre, East London and Port 

Elizabeth, with fairly technologically advanced manufacturing 

companies such as Volkwagen (VW), Isuzu, Mercedes Benz 

just naming few automobile manufactures. A new harbour has 

been built at Coega, just north of Port Elizabeth, which is 

linked to an Industrial Development Zone (Coega IDZ) to 

attract new investment. The figure 4 below clearly indicates 

which of the sectors has the greatest influence on the economy 

of the province, next to that in the upper right half of the figure 

is a correlation between the load and the GVA growth in the 

region. An R2 value close to 1 shows good correlation. The 

Eastern Cape had a province peak load demand of 1,532 MW 

in 2016 and the load demand at the TOSP was 1462 MW. The 

province peak load demand is predictable to grow or expand to 

around 2 136 MW by 2028 with a TOSP contribution of 2 136 

MW. 

 

 
Fig. 4: Economic Summary for Eastern Cape 2019-2028 [21]. 

 

 

Fig. 5: Virtual History Systsem]. 

MV90 data is system were customer usage or customer load 

records that are measured using devices apparatus for the 

intention of charging or billing them. We have added statistical 

meters to MV90, using the same system, for the load forecast 

purposes. The only data in the structural system which 

correlates to KVAr and KW. SCADA used primarily to 

evaluate monitoring of load apparatus and control the network 

through optimisation. Information system data in the system 

includes everything that is measured such as follow: (current, 

power, frequency, tap change postion, voltage, oil temperature, 

breaker status, protection status etc. The SCADA data and 

MV90 data follow very different paths. The previous SCADA 

system used was a system called 8501. The problem with 8501 

was that the software could only run-on hardware that was out 

of warrantee. The components were also difficult to source 

when they fail. 

 

 
Fig. 6: M90 v SCADA]. 

 

In summary load forecasting is the first task to be performed 

before commencing with the planning of new networks to 

supply future demand. By performing a geo-based load 

forecast based on socio economic principals the forecaster 

gains insight into the factors which ultimately drives the load 

behaviour. Using domain specialists improves the assumptions 

which the forecast is based on and adds credibility to the 

forecast which makes it more defendable. 

 

IV.  LOADSHEDDING CRISIS WITH INTEGRADED WEF 

Republic of South Africa since 2006 it has experience 

loadshedding till today. Electricity is the major and main key 

drivers for the country economic development growth and 

economic stability.  This fact that the newest technology of the 

twentieth (20th) century is electricality or power supply which 

has completely changed our world profoundly for the better 

since the discovery of it. Electricity or power supply it has not 

just change our lives, but it has become part of our daily lives 

and now is the main backbone of our everyday modern world, 

daily life, and economy. Electricity is number one from all 

household essential services such as wated and sewerage 

because without electricity all other household services such as 

water need electricity, sewerage need electricity because both 



 

utilising pumps to pump such service to relevant site such as 

water station pump and sewerage stations [22]. With no doubt 

or contradicting electricity remain the most significant 

20th Century evented or discovered modern technology.  It has 

changed our lives and the whole global community 

overwhelmingly since the discovery till to date and change our 

livelihood completely.  Electricity remains the backbone of 

nearly most if not all the global community as the modern 

industrial technology to imporve country’s economy and 

livelihood of its citizens.  

 

The impact of loadshedding to millions of South African 

citizens, businesses, industrial sectors such financial sector like 

banks and ATMs, Mining, agriculture like milk, vegetable and 

fruit farmers to count just few sectors; and it has negative 

impact to millions of households where it has damaged their 

appliances, their frigerated medication and food. The Republic 

of South Africa (RSA) still remain with high rate of Human 

Immunodeficiency Virus (HIV) and Tuberculosis (TB) which 

most of these medications need refrigeration which get affect 

by loadshedding is implemented [23]. South African utility 

(Eskom) stated that it implements loadshedding to avoid total 

national blackouts which can devasted the country and they 

state that the loadshedding stages implementation development 

is based on the risk and consumption electricity demands to 

ensure that loadshedding is applied in a fair equitable manner 

that does not disadvantage certain areas; and to ensure fifteen 

percent (15%) reserve margins [24]. The utility (Eskom) 

consignments the country by a further 1 000MW of 

loadshedding. Eskom has 1 to 8 loadshedding stages and 

depends on Eskom role out of loadshedding but in the 

jurisdiction of municipality then municipality will have their 

own loadshedding approach but will be influence by Eskom 

loadshedding as example villages, townships and suburbs are 

pretentious by all Eskom stages differs on a range of factors. 

This includes time of day the loadshedding when it is 

acknowledged by Eskom or by municipality jurisdiction [25]. 

Reality according to Eskom if there do not implement these 

loadshedding stages then utility network grid will suffer 

catastrophic failure. As said fortunately we have not yet 

experience stage 7 or 8 loadshedding as the country this will 

be catastrophic not only to the economy. It will plunge the 

country into dangerous chaos which will affect critical 

institution such as Hospitals, airports, harbours, retail industry, 

agriculture, mines, and critical infrastructure will struggle to 

function and to back to normality [26]. 

 

Recently the country experience worst week loadshedding 

stage 6 for a number of consecutive days which was the second 

time South Africa experiencing loadshedding stage 6, first 

time South Africa’s worst loadshedding was in December 

2019 and last just for just a day [27]. In summary, the impact 

of loadshedding not only Eskom customers but whole country 

including the rand verse US dollar due to this loadshedding in 

July 2022 so rand getting weaker against the US dollar that’s 

according to Johannesburg Stock Exchange (JSE). According 

to different economist the economic impact of loadshedding is 

estimated around R1.5 billion to R4 billion per day depending 

what loadshedding stage the country is experiencing. As 

already been indicated that this situation it has been existence 

now for fifteen (15) years and unfortunately unabated. 

 

 

 

V.  INTEGRATED WEF RENEWABLE ENERGY 

As we already indicated in our literature review that the 

Republic of South Africa is projected to have a high level of 

Renewal Energy potential commitment programs which are 

aligned with the government commitment to just transition to a 

low carbon economy, 17 800MW of the 2030 target according 

to the IRP 2010. The newly produced energy power to be 

created as expected from mainly WEF and Solar renewable 

energy sources, with 5 000 MW to be in operational since 

2019 and further 2 000MW (i.e., combined 7 000MW) 

operational by 2024 [27]. IPPs BW1, BW2, BW3 and BW4 

are completed and surely connected to the network grid then 

BW5, and BW6 mostly pending [28]. Eastern Cape province 

has been alluded in the table below account for about 

1441MW in different status which in operations, in 

construction and some in planning stages which actual mean 

(approval planning and financing) have been complete. 

Eastern Cape as province is the leading South Africa with 

Wind Energy Facilities. Eastern Cape province has excellent 

wind resources, which are yet to be fully utilised.  

 

TABLE I: Generation capacity WEF Technology installed, in 

construction and in planning in the ECOU Eskom network 

grid. 

 
Technology Mega Watts 

(MW) 

REIPP

P 

Onshor

e 

Status 

Droper Wind Farm 97MW 1 Yes In Operation 

Cookhouse Wind Farm 135MW 1 Yes  In Operation 

MetroWind Van Stadens Wind 
Farm 

27MW 1 Yes  In Operation 

Jeffrey Bay Wind Farm 138MW 1 Yes  In Operation 

Red Cap Kouga Wind Farm – 
Oyster Bay 

80MW 1 Yes  In Operation 

Chaba Wind Farm 20.6MW 2 Yes  In Operation 

Grassridge Wind Farm 59.8MW 2 Yes  In Operation 

TOTAL 557.MW    

Amakhala Emoyeni (Phase1) 134MW 2 Yes  In 
Construction 

Waainek Wind Farm 23.4MW 2 Yes  In 
Construction 

Tsitsikama Community Wind 
Farm 

94.8MW 2 Yes  In 
Construction 

Nojoli Wind Farm 87MW 3 Yes  In 
Construction 

Red Cap – Gibson Bay 111MW 3 Yes  In 
Construction 

TOTAL 450.6MW    

Nxuba Wind Farm 140MW 4 Yes In Planning 

Golden Valley Wind Farm 120MW 4 Yes In Planning 

Wesley – Ciskei Wind Farm 33MW 4 Yes In Planning 

Oyster Bay Wind Farm 140MW 4 Yes In Planning 



 

Technology Mega Watts 

(MW) 

REIPP

P 

Onshor

e 

Status 

TOTAL 433MW    

FINAL TOTAL 1 441MW    

 

Global Wind Energy Council (GWEC) 2017 report the 

Republic of South Africa is rank number one and projected 

number one in Africa and Middle East region in terms of wind 

energy renewable technology installation with 2 094 MW 

which is 0.4% of global and 46.1% in Africa and Middle East 

region in terms of wind energy facilities. Therefore, this means 

Eastern Cape province with 557.4MW wind power already in 

operation or commissioned it account for 26.62% of wind 

energy facilities which mean a quarter of installed WEF in 

South Africa [29]. 

 

VI.  RECOMMENDATION, CONCLUSION AND FUTURE RESEARCH 

Republic of South Africa since 2006 it has experience energy 

crisis or loadshedding till today. Electricity is and will remain 

the one of the key main drivers for economic development and 

growth and with country economic stability. The Republic of 

South Africa (RSA) has high level of potential in the WEF and 

Solar renewable energy technology look at RSA government 

commitment to just transition to a low carbon, with a target of 

17 800 MW in 2030. But review of IRP needs to be done to 

include Nuclear Power station which also clean energy and 

have base load. Future research can include whole country and 

solar system as another potential renewable energy in South 

Africa. 
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Abstract—Renewable energy resources (RES) are gaining 

popularity worldwide. As a result, renewable energy sources 

(RES) are now considered an alternative source of electric 

power generation in many communities. Furthermore, using 

renewable energy sources reduces pollution caused by coal and 

the release of carbon into the atmosphere by power plants. 

This article focuses on the economic feasibility of renewable 

energy resources since it is one of the obstacles in building and 

executing effective and efficient power generation with RES. 

An optimizer function of HOMER Pro software was employed 

in this study to develop a cost-effective power-generating RES 

configuration. The system uses an IEEE 14-Bus load demand 

of 259 MW supplied by five generators tested the design system 

in an IEEE 14-Bus test system with a total load demand of 259 

MW supplied by five generators. The loads were classified as 

critical or non-critical. Three case studies were considered: 1. a 

case in which all five generators supplied the loads, 2. a case in 

which one generator was replaced by solar PV with the same 

generating capacity, and 3. a case in which two generators 

were replaced by both solar PV and wind turbine respectively. 

The decrease in net present cost (NPC), Levelized cost (COE), 

and operating cost (OC) demonstrate the efficacy of the 

proposed system topologies with various forms of RES. 

 

Keywords—Economic feasibility study, sensitivity analysis, 
Renewable energy resources, solar PV, wind turbine, batteries, 

converters, cost optimization, grid-connected and islanded mode. 

I. INTRODUCTION 

Due to global warming, population growth, and 
industrialization, resulting in increased power demand, 
renewable energy resources (RES) have attracted much 
attention worldwide. As a result, renewable energy resources 
are now being evaluated as an alternative source of 
electricity generation in several communities. With the 
crucial function of electric energy (electricity) in our modern 
rural and urban environments, electricity has contributed 
significantly and substantially to social, economic, and 
environmental growth [1].  

Over the years, renewable energy investment has grown 
in popularity, significantly increasing billions of dollars in 
many industrialized nations such as Japan, the United States 
of America, and China, with African countries not far 
behind. South Africa is one of the African countries that has 
accepted and invested heavily in a renewable energy mix. 
The mixed energy consumption situation in South Africa in 
2020 is depicted in Fig. 1. Many research projects are still in 
the works by academics to create more energy from existing 
resources to fulfill societal demand and to determine which 

one is more cost-effective and does not contribute to climate 
change or have any negative impact.  

With a desperate need for more energy generation 
capacity in South Africa due to the epileptic generation 
capacity of electricity that the country is currently 
experiencing, which leads to frequent load-shedding in the 
country. The South African government has concluded a deal 
of three projects and 420 MW of wind power in the 
Renewable Energy Independent Power Producer 
Procurement Programme (REIPPPP). The projects will offer 
onshore wind energy technologies and will be able to sell 
power to ESKOM (a South African Utility company) for 20 
years. 

Integrating renewable energy sources (IRES) has been 
widely employed for clean/consistent energy supply and cost 
reduction in energy consumption tariffs. Furthermore, IRES 
contribute significantly to social amenities and rural 
development since many rural regions, particularly in Africa, 
suffer from insufficient electricity supply [2], [3]. 

Due to the inevitable causal link between electric energy 
and social and economic growth and carbon emission 
reduction, the government and several commercial 
parastatals are concentrating increasing attention on 
integrating renewable energy for a continuous and 
uninterrupted supply of electric power [4]. Thus, renewable 
energy (RE) participates in various factors that provide an 
economical, efficient, and long-term source of energy in the 
environment. Furthermore, using renewable energy reduces 
pollution caused by coal and the release of carbon into the 
atmosphere by power plants. Solar Home Systems (SHSs) 
provide abundant RES in remote areas. However, the real 
downside of SHSs is that the power generated by SHSs, 
combined with their short supply duration, prevents 
customers from realizing the rewards of modern electricity 
[5]. 

 

mailto:1emmanuelidowu18@gmail.com
mailto:2KrishnamurthyS@cput.ac.za


Fig. 1. Sum of Primary Energy consumption in South 
Africa, 2020 [6]. 

This research provides an efficient economic feasibility 
assessment to address the problem of power deficiency and 
cost, one of the primary problems that hybrid renewable 
energy designers confront. The approach known as Loss of 
Power Supply Probability was developed to address the issue 
of power shortfall and expense (LPSP). The LPSP technique, 
which is the ratio of all unmet loads to total electric load 
demand, is a worldwide used statistic to quantify the stability 
of HRES on an annual basis. The proposed solution was 
implemented in HOMER Pro software utilizing the HOMER 
cost optimization function. 

II. RESEARCH METHODOLOGY 

A. Proposed system mathematical formulation 

      In this study, the research approach covers three 

scenarios of sensitivity optimization on fuel costs. Under 

each scenario, we have three options based on system 

configuration and fuel cost sensitivity analysis. Fig. 2 and 3 

below depicts the proposed system architecture and method 

used under consideration. 

 

Diesel Gen.

Wind 

Turbine

Converter

Battery

Solar PV

Critical Load

Non-critical Load

AC Bus DC Bus

 
Fig. 2. Proposed system architecture 

 

     The chosen system design is optimized for sensitivity 

analysis depending on the three fuel costs. Furthermore, 

each sensitivity optimization scenario is further subdivided 

into three options, each consisting of a mix of energy-

generating sources with different fuel costs. Equations (1)–

(3) are the proposed equations for the sensitivity 

optimization for scenario 1 for each option. 

 

𝑆𝑂𝐶1−𝑜𝑝𝑡𝑖𝑜𝑛1 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝐺𝐸𝑁4 +

                              𝐺𝐸𝑁5     @ 0.5 ($/𝐿)                    (1) 

 

𝑆𝑂𝐶1−𝑜𝑝𝑡𝑖𝑜𝑛2 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝐺𝐸𝑁4 +

                            𝐺𝐸𝑁5     @ 1.0 ($/𝐿)                     (2) 

 

𝑆𝑂𝐶1−𝑜𝑝𝑡𝑖𝑜𝑛3 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝐺𝐸𝑁4 +

                           𝐺𝐸𝑁5     @ 1.5 ($/𝐿)                       (3) 

 

SOC: Sensitivity Optimization Case 

 

      In scenario 2, one of the five generators has been 

replaced with solar PV and a storage system of the same 

capacity (battery). The solar PV and battery are the system's 

backup in the event of a false outage or the need for repair 

on any of the generators. Different fuel costs are often 

utilized to do sensitivity analysis on the specified system. 

Each sensitivity optimization scenario is further subdivided 

into three options, each consisting of mixed energy 

resources with different fuel costs. Equations (4)–(6) are the 

proposed equations for the sensitivity optimization 

examined in this scenario for each option. 

 

𝑆𝑂𝐶2−𝑜𝑝𝑡𝑖𝑜𝑛1 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝐺𝐸𝑁4 +

                                     𝑃𝑉5 + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦    @ 0.5 ($/𝐿)         (4) 

 

𝑆𝑂𝐶2−𝑜𝑝𝑡𝑖𝑜𝑛2 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝐺𝐸𝑁4 +

                                     𝑃𝑉5 + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦    @ 1.0 ($/𝐿)         (5) 

 

𝑆𝑂𝐶2−𝑜𝑝𝑡𝑖𝑜𝑛3 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝐺𝐸𝑁4 +

                                   𝑃𝑉5  + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦   @ 1.5 ($/𝐿)         (6) 

 

      In scenario 3, two generators were replaced with a wind 

turbine system and solar PV, integrating two renewable 

energy resources (PV and wind) into the system design. 

Both fuel prices and wind speed are employed in this 

scenario to do sensitivity optimization analysis on the 

system. Furthermore, each instance of sensitivity 

optimization analysis is separated into three options. 

Equations (7)–(9) are the recommended equations for 

optimizing system sensitivity in this scenario. 

 

𝑆𝑂𝐶3−𝑜𝑝𝑡𝑖𝑜𝑛1 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝑊𝑇4 +

                                  𝑃𝑉5 + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦    @ 0.5 ($/𝐿)           (7) 

 

𝑆𝑂𝐶3−𝑜𝑝𝑡𝑖𝑜𝑛2 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝑊𝑇4 +

                               𝑃𝑉5 + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦    @ 1.0 ($/𝐿)           (8) 

 

𝑆𝑂𝐶3−𝑜𝑝𝑡𝑖𝑜𝑛3 = 𝐺𝐸𝑁1 + 𝐺𝐸𝑁2 + 𝐺𝐸𝑁3 + 𝑊𝑇4 +

                              𝑃𝑉5 + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦    @ 1.5 ($/𝐿)           (9) 

 

B. Cost optimization function 

     In HOMER, all system architectures are rated based on 

their Net Present Cost (NPC), which is the fundamental 

metric for determining system optimization and computing 

the system's Cost of Energy (COE). The NPC in HOMER is 

equal to the sum of all component costs, including sales and 

purchasing power to and from the grid (P-grid), salvage 

value (SV), and air pollution fines. Therefore, the total NPC 

may be calculated mathematically as [9]: 
         

           𝑇𝑁𝑃𝐶 = 𝐶𝐶 + 𝑅𝐶 + 𝑂&𝑀 + 𝑆𝑉 + 𝑃𝑔𝑟𝑖𝑑           (10) 

 

Where,  

CC, RC, and O&M are the capital, replacement, operation, 

and maintenance costs. 

 

Because the fundamental goal of optimization is to 

decrease and maintain acceptable levels of system 

dependability. As a result, reducing COE and maintaining 

system dependability at an appropriate level is critical. COE 

may therefore be determined analytically using (11) [10]: 
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Fig. 3: Diagrammatic representation of the proposed method 

 

 

               𝐶𝑂𝐸 (𝑘𝑊ℎ) =
𝑇𝑁𝑃𝐶∗𝐶𝑅𝐹

𝑃𝑑
                            (11) 

Where,  

𝐶𝑅𝐹   and 𝑃𝑑  are the capital recovery factor and the electric 
load demand, respectively. The capital recovery factor's 
principal role is to transform the present value into the same 
yearly cash flows, and it can be stated as (12) [11]:  

 

                         𝐶𝑅𝐹 =
𝑛(1+𝑛)𝑦

𝑛(1+𝑛)𝑦−1
                             (12) 

 

Where, 

 𝑛, 𝑦 are the interest rate and project lifespan in years. 
Power deficit is one of the primary issues of hybrid 

renewable energy source (HRES) design. It often happens 
when the total energy supply is insufficient to satisfy the 
total energy demand. The strategy known as Loss of Power 
Supply Probability can help alleviate the power shortage 
problem (LPSP). The LPSP technique, which is the ratio of 
all unmet loads to total electric load demand, is a worldwide 
used statistic to quantify the stability of HRES on an annual 
basis. LPSP may be expressed mathematically as (13) [12]: 

 

                      𝐿𝑃𝑆𝑃 =
∑ 𝑃𝑢𝑛𝑚𝑒𝑡(𝑡)𝑇

1

𝑃𝑑
                            (13) 

 

Where,  

 𝑃𝑢𝑛𝑚𝑒𝑡(𝑡)  is the unmet load in an hour (h) and can be 

expressed as (14): 

 

 𝑃𝑢𝑛𝑚𝑒𝑡(𝑡) = {
0 𝐸𝑙(𝑡) < 𝐸𝑡𝑜𝑡(𝑡)

𝐸𝑙(𝑡) − 𝐸𝑡𝑜𝑡(𝑡) 𝐸𝑙(𝑡) > 𝐸𝑡𝑜𝑡(𝑡)
         (14) 

 
Where, 

 𝐸𝑙  and 𝐸𝑡𝑜𝑡  are the load demand and total available power 
generated at time t. 

The two states of LPSP are either zero (0) or one (1). The 
zero (0) state means no unmet load available (𝑃𝑢𝑛𝑚𝑒𝑡(𝑡) =
0), while the one (1) state indicates that there exists an unmet 
load during the period of simulation ( 𝑃𝑢𝑛𝑚𝑒𝑡(𝑡) > 0 ). 
Furthermore, for a given hybrid renewable energy system, 
HOMER reduces both 𝑇𝑁𝑃𝐶  and LPSP [13].  

                   𝑃𝑡𝑜𝑡 ≤ (𝑃𝑃𝑉 + 𝑃𝑊𝑇 + 𝑃𝑔𝑟𝑖𝑑)                     (15) 

 

                            (𝑅𝐹 =
𝑃𝑟

𝑃𝑑
) > 80%                           (16) 

 

III. SIMULATION RESULTS AND DISCUSSION 

   The recommended system is optimized utilizing a total 

energy demand of 259 MW from an IEEE 14-bus test 

system powered by five (5) generators. The loads in this 

investigation were classified into two categories: non-

critical and critical loads. The loads were split in half to 

avoid a total blackout in the event of an unanticipated event 

and to make scheduling easier. 

     The proposed system uses an annual discount rate of 8%, 

an inflation rate of 2%, a project duration of 25 years, and a 

capacity shortfall fraction of 0%. HOMER synthesizes 

hourly solar radiation over twelve months using Graham's 

technique. Graham's technique is used in data production to 

generate hourly variability and spontaneous correlation. Fig. 

4 depicts the proposed system's daily load profile. It can be 

seen that there is an early morning (between the hours of 

06:00 am) and evening rise (between the hours of 5:00 pm 

to 9:00 pm) in electricity use. This is expected as people 

generally wake up early to prepare for work and come back 

in the evening to prepare supper, possibly take showers, and 

watch television.  

      Fig. 5 depicts the daily solar irradiation profile. The 

monthly average solar radiation values ranged from 2.850 to 

8.180 kWh/m2/day, with an annual average of 5.43 

kWh/m2/day. It can also be seen from the GHI (Global 

Horizontal Irradiation) profile that the solar radiations are 

very high at the beginning and the end of the year and very 

low at the middle of the year. Therefore, May until August 



represented the months of the rainy season, and there are 

likely to be more cloudy days during these months. Finally, 

fig. 6 shows the monthly average wind speed profile. Here 

the reference wind speed is measured at the reference 

height.  

 

 

Fig. 4. Daily hourly load profile 

 

 

Fig. 5. Monthly solar irradiation and clearness index for a 
year 

 

Fig. 6. Monthly average wind speed for a year 

To achieve the goal of this study, the following three 

scenarios were considered: 

A.  CASE 1: Sensitivity optimization investigation with all 

the five diesel generators 

      

     Table 1 below details the total energy production by each 

component in this case. Fig. 7 and 8 show the monthly 

energy production of each generator as well as an overview 

of the system costs. The extra power generated is 132 

kWh/year, equal to 0.139 percent, with no unmet load or 

capacity shortfall. 

 
TABLE 1. TOTAL ELECTRIC POWER PRODUCTION BY EACH 

COMPONENT. 
Fuel 

pric

e 

($/L

) 

Sensiti

vity 

cases 

Sensiti

vity 

options 

Energy resources Total 

energy 

generation 

(kWh/year

) 

The ratio 

of total 

generatio

n (%) 

0.5, 

1.0, 

1.5 

𝑆𝑂𝐶1 Options

_1,2,3 

Diesel Gen_1 91.906 60.1 

Diesel Gen_2 67.170 71.0 

Diesel Gen_3 24.751 26.1 

Diesel Gen_4 2.673 2.82 

Diesel Gen_5 72.5 0.0766 

Excess electricity 30 23.139 

Renewable 

fraction 

0 % 

Unmet electric 

load 

0 0 

Capacity shortage 0 0 

 
  

 

 Fig. 7. The monthly energy production of the power 
system with diesel generators 

 

 

 Fig. 8. The base case power system cost summary with five 
diesel generators 
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B. CASE 2: Sensitivity optimization investigation with one 

generator replaced with  solar PV  

     To satisfy the needed load requirement, one of the 
generators was replaced with a renewable energy source 
(solar PV) of the same capacity. In addition, a storage system 
(battery) with a capacity of 1 kW was also attached to store 
surplus produced energy when generation exceeds 
consumption. The converter transforms the solar PV and 
battery's DC output power to the needed AC input power for 
the loads. Table 2 below gives comprehensive details of total 
energy production by each component in this case. Fig. 9 and 
10 show the monthly energy production of each element as 
well as a breakdown of the system costs. 

 

TABLE 2. TOTAL ELECTRIC POWER PRODUCTION BY EACH 
COMPONENT AND RENEWABLE PENETRATION 

Fuel 

pric

e 

($/L

) 

Sensitivit

y cases 

Sensitivit

y 

Options 

Energy 

resources 

Total 

energy 

generation 

(kWh/yea

r) 

The ratio 

of total 

generatio

n (%) 

 
 

 

 
 

0.5 

 
 

 

 
 

𝑆𝑂𝐶2 

 
 

 

 
 

Option_1 

Diesel 
Gen_1 

8.32 0.636 

Diesel 

Gen_2 

2.235 1.17 

Diesel 
Gen_3 

44.613 34.1 

Diesel 

Gen_4 

16.813 12.9 

Solar_PV_
5 

66.237 50.7 

Excess 

electricity 

34.608 26.5 

Renewable 
fraction 

31.8 % 

Unmet 

electric 
load 

0 0 

Capacity 

shortage 

0 0 

   

 
 

 

 
1.0 

 
 

 

 

𝑆𝑂𝐶2 

 
 

 

 
Option_2 

Diesel 
Gen_1 

41.25 31.1 

Diesel 

Gen_2 

17.065 0.732 

Diesel 
Gen_3 

38.862 26.7 

Diesel 

Gen_4 

12.228 8.40 

Solar 
_PV_5 

93.349 64.2 

Excess 

electricity 

48.206 33.1 

Renewable 

fraction 

44.8 % 

Unmet 

electric 
load 

0 0 

Capacity 

shortage 

0 0 

   

 

 

 
 

 

 
 

 

1.5 

 

 

 
 

 

 
 

 

𝑆𝑂𝐶2 

 

 

 
 

 

 
 

 

Option_3 

Diesel 

Gen_1 

72.0 0.0409 

Diesel 

Gen_2 

15.90 0.335 

Diesel 

Gen_3 

26.727 15.2 

Diesel 

Gen_4 

17.609 4.33 

Solar_PV_ 40.924 80.1 

5 

Excess 
electricity 

72.781 41.4 

Renewable 

fraction 

63.0 % 

Unmet 
electric 

load 

0 0 

Capacity 
shortage 

0 0 

   

 

Fig. 9. The monthly energy production of the power systems 
with diesel generation and PV system.  

 

 

Fig. 10. The system cost summary with diesel generation and 
PV system  

 

C. CASE 3: Sensitivity optimization investigation with two 

generators been replaced with solar PV and wind turbine 

  

      This system layout combines hybrid renewable energy 
sources (solar PV and wind turbine) with a series of 
generators to satisfy the energy demands of the loads. The 
fifth generator has been replaced with a wind turbine of the 
same capacity in this scenario. Table 3 below gives a detailed 
description of total energy production by each component in 
this case. 

 Fig. 11 and 12 show the monthly energy production of 
each component as well as an overview of the system costs.  

TABLE 3. TOTAL ELECTRIC POWER PRODUCTION BY EACH 

COMPONENT AND RENEWABLE PENETRATION 

Fuel 

pric

e 

($/L) 

Sens

itivit

y 

case

s 

Sensiti

vity 

Option

s 

Energy resources Total 

energy 

generation 

(kWh/year

) 

The 

ratio of 

total 

generati

on (%) 

 

 
 

 

 
0.5 

 

 
 

 

 

𝑆𝑂𝐶3 

 

 
 

 

 
Option

_1 

Diesel Gen_1 15.17 0.394 

Diesel Gen_2 10.348 7.89 

Diesel Gen_3 36.648 27.9 

Wind_Turbine_4 46.329 12.5 

Solar_PV_5 67.291 51.3 

Excess electricity 34.285 26.1 

Renewable 49.7 % 



fraction 

Unmet electric 
load 

0 0 

Capacity shortage 0 0 

   

 
 

 

 
 

 

 
1.0 

 
 

 

 
 

 

𝑆𝑂𝐶3 

 
 

 

 
 

 

Option
_2 

Diesel Gen_1 12.66 0.189 

Diesel Gen_2 7.671 5.45 

Diesel Gen_3 30.123 21.4 

Wind_Turbine_4 33.419 23.7 

Solar_PV_5 69.399 49.3 

Excess electricity 43.901 31.2 

Renewable 

fraction 

59.7 % 

Unmet electric 

load 

0 0 

Capacity shortage 0 0 

   

   

 

 
 

 

 
 

1.5 

 

 
 

 

 
 

𝑆𝑂𝐶3 

 

 
 

 

 
 

Option

_3 

Diesel Gen_1 14.92 0.307 

Diesel Gen_2 5.092 3.17 

Diesel Gen_3 20.951 13.1 

Wind_Turbine_4 66.837 41.7 

Solar_PV_5 67.066 41.8 

Excess electricity 62.530 39.0 

Renewable 
fraction 

71.9 % 

Unmet electric 

load 

0 0 

Capacity shortage 0 0 

 

 

Fig. 11. The monthly energy production for the power 
systems with coal generators, PV, and wind turbines  

 

 

Fig. 12. The system cost summary for the power systems 
with diesel generators, PV, and wind turbines  

 Table 4 provides a detailed description of the system's net 
present costs (NPC), Levelized cost of Energy (COE), and 
operating and maintenance expenses (O&C). Table 4 shows 
that the winning system design is the system configuration in 
scenario 3 (Option 1), with an NPC of $445,976.50, a COE 
of $ 0.3649, and an O & C of $ 11,897.10. According to the 
simulation findings, the system architecture in example 3 
(Option 1) meets all of the system's required load demand 

while generating a surplus of 34.285 kWh/year with no 
unmet electric load or capacity shortfall. 

TABLE 4. TOTAL SYSTEM COST SUMMARY FOR ALL THE 
PROPOSED CASES 

Sensitivity 

cases 

Sensitivity 

options 

NPC COE O & C 

CASE 1 Option_1 361,117.70 0.2955 26,000.18 

 Option_2 582,952.40 0.477. 43,160.06 

 Option_3 804,787.10 0.6585 60,319.95 

     

CASE 2 Option_1 417,919.20 0.3420 12,941.73 

 Option_2 537,077.80 0.4395 21,330.14 

 Option_3 632,770.40 0.5178 24,785.00 

     

CASE 3 Option_1 445,976.50 0.3649 11,897.10 

 Option_2 495,577.70 0.4055 15,566.32 

 Option_3 566,550.80 0.4636 17,112.08 

 

IV. CONCLUSION 

This project aims to build and simulate a community 
energy system that will assist significant electricity and 
natural gas customers lower operational costs. Economic 
feasibility analysis on a hybrid (solar PV-Wind turbine-diesel 
generators) stand-alone system design was performed in the 
cost optimizer function in HOMER Pro software. Based on 
the system's net present value, energy cost, and operating 
cost numbers. The suggested system demonstrates that the 
proposed system architectures 2 and 3, which feature the 
integration of solar PV and wind turbines, are more cost-
effective than Case 1, which is the base Case. Furthermore, 
the suggested system design in Case 3 was chosen as the 
most inexpensive and efficient to deploy with lower 
operational costs. 
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Abstract— A novel control strategy for a hybrid wind farm 

comprising of both the permanent magnet synchronous 

generator (PMSG) and fixed speed induction generator (FSIG) 

under a symmetrical grid fault is proposed in this research 

work. With a coordinated control of the hybrid wind farm, the 

proposed strategy seeks to provide maximum reactive power 

support to the FSIG and improve the recovery of the grid during 

the symmetrical grid fault by utilizing the operational 

characteristics of the PMSG. This invariably improves the 

output power quality and performance of the FSIG without the 

need for extra communication equipment between the different 

wind power generators.  

Keywords— Fixed speed induction generator (FSIG), doubly 

fed induction generator (DFIG), hybrid wind farm, permanent 

magnet synchronous generator (PMSG), wind turbine (WT) 

 

I. INTRODUCTION  

    The co-location of wind generators to form a hybrid wind 

farm can improve the efficiency of such wind farms and 

increase their total power production [1]. As observed in [2], 

under non-ideal grid conditions, wind farms can be installed 

side by side for optimal performance. This is applicable to the 

fixed speed inductor generator (FSIG) based wind turbine 

(WT) system and the variable speed generator based WT 

system. The variable speed WT  system can either be a doubly 

fed induction generator wind system (DFIG) or the 

permanent magnet synchronous generator (PMSG) wind 

system. The combination of such individual wind systems 

connected in parallel at point of common coupling (PCC) and 

connected to the grid by a transmission line is referred to as a 

hybrid wind farm, as shown in Fig. 1. Such hybrid wind farms 

could play a pivotal role in power power-sharing agreements 

in decentralized or centralized microgrid structures, fulfilling 

policy requirements to balance power system reliability, 

adequate return on investment and prioritizing the needs of 

communities local to renewable energy based power 

generation sites [3]. 

    The research conducted in [2] shows that a hybrid wind 

farm can be configured as a PMSG-FSIG, DFIG-FSIG and 

DFIG-PMSG wind conversion system. As seen in Fig. 1 

which shows a schematic representation of the PMSG-FSIG 

hybrid wind farm system, the individual wind farms which 

make up the hybrid wind farm are connected in parallel at 

PCC and grid connected by a transmission line. 

 

 
 

Fig. 1. PMSG-FSIG hybrid wind system 

 

The various researches carried out in [4], [5], [6] and [7]  

showed that the DFIG wind system and FSIG wind system 

can be installed together side by side. Though the various 

researches have shown that voltage support can be provided 

to the grid and reactive power support provided to the FSIG 

wind system by a coordinated control of the DFIG-FSIG 

hybrid wind system, however, during a grid fault condition 

the reactive power support provided to the FSIG wind system 

from the DFIG is restricted because of the partially rated 

converters of the DFIG. This implies that the DFIG has 

limited capacity to improve the operational performance of 

the hybrid DFIG-FSIG wind system during a transient 

condition. The ability of the DFIG to provide compensation 

is also impacted by its output power, the impedance of the 

transmission network and the generator speed.  

    Unlike the DFIG with partially rated converters, the PMSG 

has more efficient fully rated power converters that gives it a 

better advantage of terminal voltage and strong reactive 

power support ability during a transient grid condition. The 

PMSG also has the unique ability to control a wider operating 

region for various control targets. By effectively controlling 

the PMSG, the operational performance of a nearby FSIG or 

DFIG based wind system can be improved during a grid fault 

condition. This characteristic of the PMSG gives it an 

advantage over the DFIG in a hybrid wind farm configuration 

with the FSIG wind system. The focus of this research, 

therefore, is the hybrid wind system consisting of the FSIG 

and PMSG WT systems. 



    In this paper, the behaviour of the FSIG-WT system is 

studied under a transient condition. A control strategy is 

developed that enables the PMSG provide the required 

reactive power support needed by the FSIG based wind 

system during a grid fault condition .  

    The rest of the paper is divided as follows. The hybrid wind 

farm topology is presented in section II while Section III 

presents the hybrid wind farm control strategy. Section IV 

shows the results of extensive simulations carried out and the 

paper is concluded in section V.  

II. HYBRID WIND FARM TOPOLOGY 

    The aggregate modelling approach is used in modelling the 

wind system in the Simulink environment of MATLAB. It is 

important to note that the hybrid wind farm can consist of 

multiple wind turbines depending on the requirement of the 

hybrid wind farm. The number of wind turbines shown in Fig. 

1 is therefore for illustration purposes only. For the purpose 

of this research, the hybrid wind farm modelled consists of a 

10 MW PMSG and 20 MW FSIG wind farm connected in 

parallel at the PCC and connected to the grid by a 35-kV short 

transmission line while the hybrid wind farm is connected to 

the grid by a 110 kV transmission line. By means of simple 

pitch control method modelled into the control system, and at 

rated power, the mechanical torque output of the PMSG wind 

system is effectively reduced. The relationship between the 

generator speed for different wind speeds and the output 

power of the turbine is shown in Fig. 2. Since extensivie 

research has been carried out on modelling the FSIG and 

PMSG wind systems in [8], [9], [10], the modelling process 

of the hybrid wind farm will not be discussed in this research 

work. However, it is important to note that all variables and 

electrical parameters are referred to the stator while the rotor 

and stator quantities are represented in the direct (d)-

quadrature (q) axis reference frame. 

 

 
 
     Fig. 2. Turbine output power vs generator speed 

 

III. CONTROL STRATEGY OF THE HYBRID WIND FARM 

    The control strategy developed for the hybrid wind farm is 

dependent on a current allocation strategy developed by the 

in the grid side converter (GSC) of the PMSG as shown in 

[11]. The GSC is controlled to provide the maximum required 

reactive power required for voltage support of the hybrid 

wind farm under a grid fault condition.  A coordinated control 

of the hybrid wind farm is achieved based on the developed 

current allocaiton strategy in [11] that allows the GSC of the 

PMSG to efficiently support the FSIG wind system during a 

fault condition bearing in mind the requirements of the grid 

code. According to the grid code requirements, it is expected 

that a grid-connected wind farm must be able to provide the 

required reactive currents �� needed by the wind farm when 

a grid fault occurs and the per-unit value of �� is expected to 

fulfill the conditions 

 

           �� ≥ 1.5 (0.9 − V)��,  0.2 pu ≤ ��  ≤ 0.9pu       (1) 

 

The terminal voltage of the grid-connected wind farm is 

given as  �� and the rated current of the wind farm is given 

as �� . It can be inferred from (1) that 1.5 (0.9 − ��)��  is the 

minimum reactive current needed by the wind farm during a 

grid fault condition. Based on the requirement of the grid 

code, it can be deduced that the maximum allowable current 

�����  should be greater than the maximum reactive current,  

������   of the GSC  hence   ������  ≤  ����� . In order to 

maintain voltage control of the dc-link and prevent the 

possibility of the the GSC exceeding rated current, the current 

on the �-axis is kept unchanged and the �-axis current ���  is 

changed to fulfill the reactive power requirement of the wind 

system. The output reactive current limit of the GSC can be 

determined by considering the current capacity of the GSC 

and calculated as: 

 

                       ������ =   (�����)! − (���)!                         (2) 

 

Taking the requirement of the grid code into consideration as 

expressed in (1),  the current limit  of the GSC shown in (2)  

is modified and expressed as                                             

 

������ =  "�����! − (#$
%&)!   ≥ 1.5 (0.9 − ��)��                     (3) 

 

This implies that the real and reactive power priority of the 

GSC controller changes when there is a drop in the terminal 

voltage below 0.9 p.u. However in steady state conditions, 

DC-link voltage regulation is given high priority while during 

a transient condition, voltage control is given a higher 

priority. Fig. 3 describes the current allocation strategy 

proposed in this paper while Fig. 4 describes the detailed 

control process required to fulfil the conditions in (2). The 

actual and reference values of the active power output of the 

PMSG is given as '�, and '∗ respectively, while the actual 

and reference values of the reactive power output of the 

PMSG is given as )� and )∗  respectively. Based on the 

maximum current rating of the converter, the amplitudes of 

���∗  and ���∗  are limited. It is important to point out that while 

the fault condition lasts, the PMSG will have its output power 

momentarily reduced while the DC voltage also rises 

momentarily during the control of  ���∗  to provide more 

reactive current reference ���∗  in the GSC for the required 

reactive power support in the FSIG-based wind system.  

 

     



 
 
Fig. 3. Proposed current allocation strategy  
 

 

    During the grid fault condition on the hybrid wind farm 

system, a network parameter check of the FSIG wind system 

is carried out by the proposed control mechanism developed 

in [11] to determine if there is a provision to fulfill the grid 

code requirement and to determine the minimal reactive 

power needed by the FSIG wind system. Depending on the 

severity of the fault condition and the associated voltage sag, 

an over voltage and overcurrent may occur in the FSIG wind 

system as a result of the transient components in the stator 

flux of the FSIG . 

    In order to meet the requirements of the grid code during 

the low voltage period, the reactive current ���∗  reference 

value is set as the required minimum reactive current of the 

low voltage condition. When the fault condition occurs, the 

proposed control strategy developed in [11] is deployed 

immediately taking into consideration the maximum 

allowable current of the GSC of the PMSG and independently 

sets both active and reactive current reference values. The 

converters of the PMSG are then regulated by the PI 

controllers based on the available current reference values. 

The maximum allowable current �����  is then determined by 

passing the current components ���  and ���  through the 

current limiter which is a set point that determines the 

maximum allowable current references that can pass through. 

The main reason for limiting the reference currents is to 

protect the switching power electronic components of the 

power converter. The resulting current references, ���∗  and 

���∗ , are then transformed into the respective d-q reference 

frame to provide the required reactive and active power 

needed during the transient condition.  

 

 
       

 Fig. 4. Current limiter control process 

 

IV. SIMULATION PROTOCOL AND RESULTS 

    The simulation results of the modelled hybrid wind farm 

are presented in this section. Both the grid voltage of the 

hybrid wind farm and the behaviour of the FISG wind system 

are observed with and without the proposed strategy in steady 

state and under a transient grid fault condition. 

A. Steady-state operation 

    The individual wind farms are controlled to operate normal 

in steady state because of the absence of  voltage sag on the 

grid and are therefore are controlled to supply maximum 

active power. As seen in Fig. 5, 6 and 7, the active power 

output of the respective PMSG and FSIG-based wind farms 

and the corresponding grid voltage of the hybrid wind farm 

is normal. Fig. 8 and 9 represents the reactive power profile 

of the FSIG wind system in steady state while Fig. 9 shows 

the dc link voltage of the PMSG converter.  

B. Transient state operation 

    At t = 20 seconds, a balanced three-phase line-to-line-to-

line fault is introduced into the wind power system which 

lasts for 0.2 seconds, taking into consideration the grid code 

requirements. To protect the rotor circuit of the FSIG wind 

system from overcurrent, its protection system is triggered 

during the initial stage of the fault condition. As seen in Fig. 

10, a dip  of  0.32 pu occurs on the grid voltage as a result of 

the fault condition introduced into the power system. Fig. 11 

and 12 respectively shows the effect of this grid condition on 

the FSIG wind system. It is observed that the FSIG based 

wind system absorbs reactive power from the grid to remain 

connected while its output power drops to 0.2 pu. The 

reference control variables are altered to provide the required 

reactive power support during the fault condition by a 

coordinated control of both reactive and active current 

references of the GSC and the proposed current allocation 

strategy. The reactive current reference ���∗  is then controlled 

to provide the needed reactive current during the grid fault 

condition. The reactive current of the GSC is assigned a 



higher priority than the injected active power during the grid 

voltage sag.  

    As shown in Fig. 13 and 14 repectively, 0.38 pu of reactive 

power is generated by the PMSG during the grid fault 

condition to improve the grid voltage of the hybrid wind farm 

to 0.39. As mentioned in section III, the PMSG based wind 

system experiences a temporary decrease in its output power 

to 0.75 p.u as shown in Fig. 15 before returning to its rated 

output power. Fig. 16 shows an improvement in the reactive 

power profile of the FSIG based wind system as it absorbs a 

lesser amount of reactive power from the grid with the 

support provided from the PMSG and Fig. 17 shows an 

improvement in the active power profile of the the FSIG-

based wind system by returning to its rated operating point.  

 

 
 
            Fig. 5. Output active power of PMSG wind farm 

 
             Fig. 6. The output power of FSIG wind farm 

 

               

                Fig. 7. Grid voltage of the hybrid wind farm  
 

 
                 Fig. 8. Reactive power output of the FSIG wind farm 

 
                Fig. 9. DC link voltage 

 

 
               

 



 
            

              Fig. 10. Grid voltage of the hybrid wind farm 

 

 
      

            Fig. 11. Reactive power output of the FSIG wind farm 

 

 
          Fig. 12. Output active power of FSIG-based wind farm 
 

 
 
          Fig. 13. Reactive power output of PMSG wind farm. 

 

 
           Fig. 14. Grid  voltage of hybrid wind farm 

 

 
          Fig. 15. Output of PMSG based wind farm 



 

               Fig. 16. Reactive power output of FSIG wind farm 

 

             Fig. 17. Output of FSIG wind farm  

 

 

 

V. CONCLUSIONS 

    The validity of the proposed control strategy has been 

tested by rigorous simulations on the modelled hybrid wind 

farm. The proposed control strategy was tested on the 

modelled hybrid wind farm under a balanced three phase grid 

condition and the results presented have shown that during 

the transient condition on the hybrid wind farm. The FSIG  

wind system showed significant improvements in its 

performance without the need for extra communication 

devices between the various wind power generators. There is 

also an improvement in the grid voltage of the hybrid wind 

farm.   
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        Abstract: --- Power loss and voltage 

instability are two main issues with distribution 

systems. However, by appropriately reconfiguring 

the network, which entails including distributed 

generation (DG) units in the distribution network, 

these issues are typically minimized. The 

appropriate sizing and placement of DGs are 

essential in this regard. The optimal location and size 

of the DGs are determined by artificial intelligence 

(AI), which is a hybrid genetic algorithm and 

particle swarm optimization, both before and after 

the radial network is reconfigured (HGAPSO). 

When DG units were introduced to the test system, 

the simulation results revealed a noticeably better 

increase in the % power loss reduction. Similar 

improvements are made to the system's minimal bus 

voltage. The comparison study's findings 

demonstrated that the proposed approach is 

successful in lowering voltage variance and power 

loss in the distribution system. Using MATLAB 

software, the suggested technique is assessed on the 

IEEE-33 bus radial distribution system. 

Keywords: voltage deviation, power loss minimization, 

distributed generation, particle swarm optimization, 

and network reconfiguration. 

1. INTRODUCTION 

 

For all energy utilities, supplying the increased 

demand for electricity presents a considerable 

challenge. Most of the world's energy needs are mostly 

satisfied by fossil fuels. Future energy plans must take 

into account renewable resources due to the rise in 

greenhouse gas emissions, the effects of global 

warming, the depletion of fossil fuels, and the rising cost 

of fuel. Over the past ten years, many nations have given 

the advancement of renewable energy technology top 

priority. The power losses and voltage instability 

brought on by their multiple networks present a 

significant challenge for electrical distribution firms [1]. 

Due to these issues, their operating expenses are on the 

rise and their profits are falling. 

There are many difficulties facing the current 

distribution networks. Customers place a high value on 

voltage profiles since they are required for premium 

voltage-controlled electrical equipment. DGs can boost 

the voltage at the end of a feeder by offering voltage 

assistance. Due to the existence of DGs, distribution 

grids may experience significant changes in network 

dependability, power flow, relay safety, voltage profile, 

and stability. Better distribution network reliability and 

power stability, as well as a number of operational and 

cost-effective benefits, are some of the main benefits of 

DG integration in power systems. Better voltage 

profiles, less power loss, peak load shaving, fewer 

transmissions, and network expansion are a few of the 

advantages for both utilities and customers. [2] 

 

To determine the position and size of several DG 

units, limit branch current, and improve voltage stability 

both before and after the distribution network was 

reconfigured, this research used a multi-objective PSO-

based technique. The integration of multiple DGs 

slightly improves network performance in terms of bus 

voltage magnitude, line current limitation, reducing 

voltage volatility, and energy losses. By making 

additional modifications to the distribution system, one 

can increase a self-contained micro-performance grid. 

When examining their effects, DG units' main 

drawbacks are taken into account: voltage profile, 

voltage volatility, current, and power losses. [3].  

2. TYPE OF ELECTRICAL DISTRIBUTION 

NETWORKS 

To provide low voltage electric current to consumer 

loads, the electrical power distribution system was 

introduced. radial and ring distribution networks are 

among the two types of distribution networks. The ring 

distribution system, showed in Figure 2.3, has feeders 

arranged in a ring shape that terminates back at the 

supply sub-station. The radial distribution system 

shown in figure 1, which has separated feeders that each 

come from a single sub-station [12]. This network 

reconfiguration is carried out at the radial distribution 



network as one of the requirements. A PSO approach is 

recommended in order to address the multi-objective 

optimization problem. When radial distribution 

networks are compared to transmission systems, the 

distribution network often has a much higher R/X ratio. 

Our suggested solutions addressed DG sizing and 

placement in order to raise voltage profile and reduce 

loss in the base and updated distribution system. [4].

 

 
 

Figure 1: Load  flow distribution system

 

2.1  Test system Description 

 

This study analyzes the IEEE-33 bus radial 

system with 33 nodes, 37 total lines, 32 loads, 32 PQ 

buses, 1 feeder, and 1 slack bus. There are 32 closed 

switches and 5 open switches that are often used. The 

main power source in the network is Substation Bus 1, 

which maintains a constant voltage of 12.66 kV. Line 

and load information for the 33-bus test system is 

obtained from [6]. Figures 2a and 2b, which represent 

the previous and succeeding configurations of the IEEE-

33 bus network, respectively. Each load is regarded as a 

continuous load, requiring 2300 kVAr of reactive power 

and 3715 kW of active power. Considerations like 

voltage profile and power losses are made in order to 

examine the consequences of the DGs. 

 

 

2.2  System Reconfiguration 

  

The switches that make up the distribution 

system can be divided into different groups. Given the 

loading situation, this uses the network resources that 

are available the best. By locating and sizing DGs 

through reorganizing the feeder, we proposed 

minimizing active and reactive power loss in the rebuilt 

network. Whether to keep the switch state open or 

closed is determined by the feeder. NR is a method for 

changing the distribution network's topology using 

switches placed throughout different states. To move a 

network from its existing configuration to an ideal state, 

its switching states are altered. As a result, NR aims to 

lessen the distribution system's overall power losses and 

voltage fluctuation. [5].

 

(a)         (b) 

Figure 2 (a, b): IEEE-33 bus test system before and after reconfiguration respectively

 

3. DG Placement of the Distribution System 

 

The main driving forces behind the integration of DGs 

into distribution networks are the depletion of energy 

resource assets, increases in load demand, and the 

requirement for clean power generation. DGs may be a  

 

 

 

 

significant help in converting passive distribution 

networks into active distribution networks [7]. The most 

precise DG sizing and placement are needed to convert 

a conventional radial distribution network into an 

independent micro-grid network. The feeder's current 

capacity, the system's voltage profile, and operating 

restrictions must all be met at once in order to reduce 



network power loss and regulate voltage changes in 

each bus (within predetermined limits). [8]. 

 

3.1. Implementation of Genetic Algorithm  

 

By simulating the biological processes that take place in 

an ecosystem, successive generations of the population 

in GA adjust to their surroundings. Using genetic 

algorithms and unrestricted optimization techniques, the 

evolutionary adaptation principle was modeled.GA is 

when the population represents candidate solutions due 

to n chromosomes. Each chromosome represents a real 

value vector with m dimensions, where m is the quantity 

of variables that were optimized. 

 

3.2. PSO Algorithm 

 

PSO is artificial intelligent optimization technique that 

draws its initial inspiration from the social behavior of 

fish schools and flocks of birds. The PSO algorithm 

creates a population of particles that positioned 

randomly throughout the search space. Particles 

represent solutions to the problem and have fitness 

values. It optimized based on its fitness [10]. 

Eventually, particles will move towards the optimal 

position as they will have experienced their best 

position and the best solution. An updated velocity of 

particles was based on three factors, namely its past 

velocity; its best position to date and the best position 

the entire swarm has reached in the past [11] 

 

3.3. Power Generation Limit 

 

This upper and lower real and reactive power generation 

limits also apply to generators and other reactive 

sources [12]. 
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���
��� and  ���

���  are the real power generation limits, 

both minimum and maximum; and  

 

 

���
���  and ���

���  are the reactive power generation's 

minimum and maximum limitations. 

 

3.4. Voltage Limit 

 

The magnitude limits for upper and lower voltages, as 

well as at bus-i, are included. In actual practice, the 

generator voltage will be equal to the load or bus voltage 

and some values related to the line impedance and the 

power flowing along the line. It is important to maintain 

a standard voltage on each line [13,14]. 
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��� ≤ �� ≤ ��

���   , � = 1,2, … �� (3) 

 

Where: ��
���    and   ��

��� are the minimum and 

maximum voltage limits. 

 

3.5. DG Power Generation Limit 

 

Upper and lower limits on their real and reactive power 

production must be satisfied by distribution generators 

(DGs) linked at bus-i [15]. 
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����
���  and ����

���  are the minimum and maximum real 

power generation limits of  the distributed generators. 

 

����
���  and  ����

���  are the minimum and maximum 

reactive power generation limits of the distributed 

generators. 

 

3.6. Type of DG used 

 

A DG that injects active power and absorbs reactive 

power, which is Hydro Power. The number of DGs to 

be used will be determined by the proposed algorithm 

and one will be placed per selected bus. 

 

4. RESULTS AND DISCUSSION 

 

4.1. Power Loss Reduction 

 

Based on the columns in Table 4.5 that represent fitness 

and DG size, four optimal locations for the DGs of Type 

B and their corresponding optimal sizes were selected. 

The minimal fitness values and corresponding DG sizes 

were allocated at these locations. The four most 

effective locations, together with their optimum DG 

sizes, are as follows: 

 

• Bus numbers 19 and 30 each have a DG 

generating 12.0010MW and absorbing 

0.4882MVar, respectively. 

• Bus numbers 24 and 21 each have a DG 

generating 11.9470MW and absorbing 

0.5042MVar. Bus number 30 also has a DG 

generating 11.3651MW and absorbing 

0.5807MVar, respectively.

 

Table 1: Comparison of Bus Voltage using wind power DG 



 

 

 

Table 1 shows the comparison of the results of the 

power losses as a function of the different methods. 

When compared to GA, PSO and IPSO, the HGAIPSO 

method shows the greatest reduction in power loss, 

which is 42.9406. The proposed method performed 

better than GA which is 35.6967%; PSO which is 

37.8874%; and IPSO which is 37.3041%. 

 
 

Figure 5: A comparison of Results for power loss obtained from Wind Power DG 
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  17.8798      

GA 10 9.0384-j0.0882 11.5265 - 6.3533 - 35.6967 - 

18 11.1120-j0.7150 

22 11.7480-j0.5891 

30 10.0081-j0.4870 

PSO 10 11.885-j0.7970 11.1056 - 6.7742 - 37.8874 - 

18 10.8811-j0.3215 

20 11.5631-j0.8990 

30 11.5310-j0.3831 

IPSO 10 12.0215-j0.5260 11.2099 - 6.6699 - 37.3041 - 

19 10.8610-j0.3002 

22 11.9170-j0.8370 

30 11.9560-j0.5260 

HGAIPSO 19 12.0010-j0.4882 10.2021  7.6777 - 42.9406 22.36547 

21 11.9470-j0.5042 

24 11.9179-j0.0692 

30 11.3651-j0.5807 



4.2. Voltage Profile 

 

The results from figure 6 clearly show that the 

use of the HGAIPSO method significantly lowers the 

bus voltage, which means the inclusion of the DGs by 

optimizing their placement and sizing. Based on the  

 

 

 

optimization of the wind power DG location and size, it 

was possible to achieve a lower bus voltage level of 

1.01pu from 0.973pu. This means that the highest value 

was maintained at 1.095pu. Therefore, based on these 

data, the bus voltage profile has improved.

 

 

 
 

Figure 6: Bus voltage profile comparison using Wind Power DG 

 

5. CONCLUSION 

 

The IEEE-30 bus test system's losses are decreased 

and the voltage profile can be improved as a result of 

HGAIPSO, proving that this method is more effective 

at optimizing this parameter than GA, PSO, and IPSO. 

In studying the impact of distribution generation on 

power loss and voltage profile using the HGAIPSO 

algorithm, it clearly demonstrated that there was a 

reduction in system power losses as distributed 

generators were introduced to the power system up to 

an optimal number. In addition, it was also observed 

that the voltage profile would be having a different 

way that would result in the worsening of bus voltages 

within the acceptable range upon further DG 

introduction from the optimal number. The research 

objectives were met successfully and the HGAIPSO 

optimization algorithm implemented in this study was 

demonstrated to be more effective than GA, PSO and 

IPSO for optimum locating and sizing of DGs in the 

power distribution system to minimize losses. 
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Abstract— The transition to renewable energy is a strategy that has 

been recognized for future data centers seeking to limit 

environmental emissions. In addition, innovation has led data center 

operators to install high-capacity renewable energy farms. However, 

the energy outputs from these farms are not totally utilized during the 

epochs of low server utilization. The surplus energy can be used to 

operate modular data center systems experiencing a power deficit. 

The presented research proposes an architecture to use surplus power 

in terrestrial data centers is used to meet the power deficit in modular 

data center systems. Performance evaluation shows that the proposed 

mechanism increases the power available to the modular data center 

by 78.3%. In addition, the proposed mechanism increases the number 

of communication epochs for modular data centers by 49.7% on 

average. 

Keywords – Cloud Data Centers, Cyberphysical Networks, 

Renewable Energy, Future Grid 

 

I.  INTRODUCTION 

The need to realize low carbon emissions has necessitated 
the transition to using renewable energy sources [1–3]. This has 
led to rapid innovation in the design and use of renewable 
energy technologies [4–6]. The need to design a robust and 
responsive system for utilizing renewable energy sources and 
technologies has necessitated the design of the smart grid. The 
smart grid fuses the technologies of intelligent systems and 
communication networks thereby enhancing future power 
systems [7–8]. 

It is also recognized that there is an inherent asymmetricity 
in the distribution of renewable energy sources. This has led to 
the consideration of a supergrid [9 – 13]. The super grid enables 
multiple, different, and connected regions to benefit from 
renewable energy sources in distant locations and regions. The 
establishment of a supergrid requires the interconnection of 
multiple grids across diverse locations. Such an initiative has 
been recognized to be capable of enhancing power security. 
Besides enabling power access, a supergrid should be able to 
provide information on the suitability of different energy 
sources across multiple locations to meet the energy demand 
across other locations.  

Renewable energy sources (RESs) can arise from different 
locations and in different forms. The use of RESs has been 
considered to replace non–renewable energy sources for the 
benefit of environment friendly operation, and preservation. 
However, the use of   RESs is being reduced due to the ongoing 
Russia–Ukraine conflict. This has led to a temporal increase in 
the use of Coal for electricity generation. Nevertheless, this 
temporal spike in Europe or in other similar contexts (due to 
insufficient RES driven electricity) should not lead to a jettison 
of the realization of low carbon emission obtainable via the use 
of advancing RESs and associated technology.  

The need to transition to renewable energy has motivated 
cloud computing service providers to adopt RESs and 
associated systems [14–16]. These systems can be integrated 
into the super grid. This integration into the supergrid has two 
benefits to future computing service providers with large 
systems of terrestrial data centers. In the first case, the 
supergrid enables renewable energy systems associated with 
large-scale terrestrial data centers to provide excess power to 

newly deployed multiple modular data centers. The second 
case is one in which the super grid enables large-scale 
terrestrial data centers to meet their energy deficit via other 
renewable energy systems comprising the supergrid system. 
These benefits necessitate the need to design a super grid that 
meets the energy deficit for provisioning power required to 
operate computing entities in communication networks i.e., 
terrestrial data centers and modular data centers. The focus of 
the discussion here is the design of a framework for a super grid 
that meets these performance requirements. The contributions 
of this paper are:  
1.  First, the paper proposes an intelligent energy system 

comprising communication and computing networks with 
an interface between a terrestrial data center (TDC), 
modular data center (MDC), and the super grid system. 
The proposed network comprises a network gateway (N– 
GW) that enables the processing of power surplus and 
deficit-related requests from TDCs, MDCs, and the 
supergrid system. In the proposed network, the N- GW 
executes data communications and decision-making in the 
cyber–physical system comprising TDCs, MDCs, and the 
super–grid.  

2.  Secondly, the paper formulates and investigates the ability 
of the proposed network to meet the energy deficit for 
MDCs considering the case where the TDCs with 
renewable energy capacity have a surplus. In addition, the 
paper considers how the improvement of the energy deficit 
of MDCs enhances their data communications by 
increasing the number of communication epochs. 
Furthermore, the paper evaluates the performance benefits 
considering the MDC energy gap and the number of 
communication epochs.  

The rest of the research is organized as follows. Section II 
discusses the background work regarding the relations between 
the cloud and the super grid. Section III describes the problem. 
Section IV presents the proposed solution. Section V 
formulates the performance model. Section VI evaluates the 
performance benefits. Section VII is the conclusion.  

 

II. EXISTING AND BACKGROUND WORK 

Mishra et al. [17] note that cloud computing systems can be 
used to execute the computational demands of power systems. 
This is realized by providing a platform that enables the hosting 
of power system related software. The use of the results from 
this software requires that power systems be closely linked to 
cloud computing systems. Examples of areas influenced in this 
manner are protection, distribution, marketing, scheduling, and 
marketing. The discussion in [18] has a similar perspective and 
proposes a software defined power system (in this case for a 
microgrid). The discussion in [17] has not explicitly recognized 
the role of the cloud in a power system operational context.  
The case in [18] also focuses on the micro–grid which is on a 
smaller scale in comparison to the large supergrid or mega–
grid. The case of a super–grid requires the inter–operation of 
multiple software defined micro–grid systems, a challenge that 
has not been addressed in [18].  

Gurav et al. [19] identify that the incorporation of cloud 
computing platforms is required to realize the decentralization 
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of the power grid. This enables making information about 
consumer behavior and performance in one grid available to 
another grid. In addition, the discussion in [19] recognizes the 
cloud computing model as being suitable for power grid 
management with the benefits of autonomic operation, low 
response time, high data reliability, high scalability, and high 
level of security. However, the description of a cloud 
information and data management architecture in a manner that 
enables inter–operability between multiple power grid with 
different scale is not presented and requires further research.  

The study in [20] presents a power grid that integrates 
multiple RESs using communication networks. This is done for 
RESs that are distributed over a wide area. Two power sources 
have been considered. These are: (1) battery and (2) 
photovoltaic solar power system. However, a wide area 
network can comprise multiple RESs such as offshore wind, 
onshore wind, and aerial wind. This context of heterogeneous 
renewable sources (HRSs) has not been considered in [20].  
      Reichenberg et al. [11] present the discussion on the 
supergrid considering an HRS model. However, the focus in 
[11] is on the HRS’s decarbonization potential. In addition, a 
sensitivity analysis based on the different percentage 
distribution of varying RESs is considered. Furthermore, it is 
noted in [15] that a data center can serve as a potential battery 
in a super–grid system. However, such a notion has not been 
considered in [11].  
      The discussion in this aspect has demonstrated that the role 
of cloud computing systems in the future power grid has been 
recognized. However, the role of computing platforms such as 
virtual big batteries in HRS power grids requires further 
research consideration. Such a role requires a fusion between 
the data center’s role as a communications and computing node 
alongside being an entity in an HRS power network.  
 

III. PROBLEM DESCRIPTION 

The evolution of power systems to incorporate multiple RESs 
has led to the emergence of the supergrid. The supergrid 
integrates HRSs and should be able to provide power in 
different contexts. A useful context that should be considered 
is one in which data centers with multiple RESs can potentially 
contribute power to the grid. This enable data centers to be 
capable of functioning as entities in computing networks and 
power networks. However, there is a need to design 
mechanisms to enable this co-functional capability in the 
multiple contexts associated with power systems. In this case, 
data centers should be able to meet own energy deficit and the 
energy deficits of other data centers. The mechanism being 
proposed also meets this performance requirement.  
      Let �� and �� denote the set of terrestrial data centers and 
modular data centers, respectively.  
 �� = ����, … , ���	                                                            (1) 
 �� = ����, … , ���	                                                          (2) 
 

     The ��� terrestrial data center ��� , ���� ��  is being operated 
by computing platforms operator with a renewable energy farm 
or an operator that engages in the purchase of electricity 
derived from renewable energy on a large scale. The operator 
deploying modular data centers does not engage in the 
acquisition of renewable energy farm systems or purchase of 
renewable energy-based electricity in large amounts. Instead, 
the modular data center operator uses simple low-cost set–up 
of renewable energy systems.  
     Each of the data centers in ��  comprise multiple servers and ��� can be expressed as: 

                ��� = ����,�, ���,�, … , ���,��                        (3)  

 

  The ��� modular data center ��� , ���� �� also comprises 
multiple servers such that:  
                 ��� = ����,�, ���,�, … , ���,��                        (4)  

 

    The power required by the ��� server in the ��� terrestrial 
data center ���,� , ���,�� ��� at the epoch �  is denoted as !�(���,� , � ). In addition, the power required by the "�� server 

in the ��� modular data center ���,#, ���,#� ��� at the epoch �  is 

denoted as !�$���,#, � %. Given that the power accessible to the 

terrestrial data center system and modular data center system 

are denoted ��&'(
 and ��&'(

, respectively. An operational 

challenge arises when: 

) ) ) !�$���,#, � %   ≥  ��&'(                    (5),
 -�

�
#-�

�
�-�  

) ) ) !�$���,�, � %   <  ��&'(                    (6),
 -�

�
�-�

�
�-�  

) ) 0$1, � %2$1, � %  >  4�
,

 -�                           (7)6
7-�  

 0$1, � % is the amount of electricity derivable from the source 1 

at the epoch � .  2$1, � %, 2$1, � %� �0,1	 is the active status of the source 1 at the 

epoch � . The source 1 is inactive and active at the epoch �  

when   2$1, � % = 0  and 2$1, � % = 1, respectively.  4� is the amount of electricity available to end–users of the 
power utility.  
 
   The scenario in (5) describes a case where the servers in the 
modular data centers require more power than that which is 

accessible as described by the parameter ��&'(
. In addition, the 

scenario in (6) describes a case where the energy demand by 
servers in the terrestrial data centers fall short of the accessible 
power from the renewable energy farm as described by the 

parameter ��&'(
.  In this case, there is an occurrence of an energy 

surplus and energy deficit in the terrestrial data center and 
modular data center, respectively. The case in (7) is one in 
which there is a significant demand (exclusive of data centers) 
on the group of energy sources that are not directly linked to 
the grid. In this case, the grid cannot be used to meet the energy 
deficit observed in (5) and the surplus in (6) is not being 
utilized.  
     Hence, a solution and an architecture enabling the modular 
data centers to meet their deficit from the surplus of the 
terrestrial data center is required.  
 

IV. PROPOSED SOLUTION 

The solution being presented meets the energy deficit of 

terrestrial data centers (TDCs) and modular data centers 

(MDCs). The concerned scenario comprises TDCs with each 

having a renewable energy farm having multiple solar and wind 

farms. Alternatively, the TDC is owned by a platform service 

provider that purchases electrical energy from entities owning 

and operating renewable energy farm systems. In this capacity, 

the TDC can function as either a primary energy user (PEU) or 

a secondary energy user (SEU). As a PEU, the platform service 

provider owns and operates its renewable energy farm. In its 

capacity as an SEU, the TDC platform service provider sells 

excess energy to entities requiring power provisioning. In the 



context of the proposed solution, the entities being considered 

are communication and computing entities.  

    In the proposed solution, the TDC comprises a cognitive 

energy gateway (C–GW). The C–GW processes energy 

requests received from the MDC. In addition, the C–GW 

enables communications between the grid context arising 

between the TDC, MDC and a smart grid system. Furthermore, 

each MDC has a mini-C–GW (MC–GW). The MC–GW sends 

energy requests of the MDC to the C–GW.  

    The relations between the C–GW, MC–GW and the smart 

grid communications gateway (S–GW) is shown in Figure 1. 

In Figure 1, the S–GW enables communications between the 

C–GW and the MC–GW. The relations shown in Figure 1 also 

enables power flow between the power entities i.e., the TDC 

power entity (T–PE), smart grid power entity (S–PE) and the 

MDC power entity (M–PE).  

    The relations associated with the power entity enable bi–

directional power flow.  In Figure 1, C–GW (TDC) and MC–

GW (MDC) belong to the computing service providers, CSP 1 

and CSP 2, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
Figure 1: Relations between the interacting gateway (communication 
entities) alongside power entities in the proposed solution.  
 

  Let 9 and : be the set of computing entities owned and 
operated by CSP 1 and CSP 2, respectively.  
                           9 = �9�, 9�, … , 9;	                                                    (8) 
                           : = �:�, :�, … , :=	                                                   (9) 
 

    In addition, the set of servers in 9?, 9?ϵ 9 and :A, :Aϵ : are 

given as:                    9? = �9?� , 9?� , . . , 9?C 	                                                        (10) 
                    :A = �:A�, :A�, . . , :AD�                                                             (11) 
 

     The power required by 9?E , 9?E � 9? and :A( , :A(� :A at the 

epoch � , �  ϵ �, � = ���, … , �,	 are denoted !�$9?E , � % and !�$:A( , � %, respectively. In addition, let 2$F, � % ϵ �0,1	, F � �9?E , :A(	 denote the functional status of 

computing entity F. The computing entity F is non-functional 

and functional at the epoch �  when 2$F, � % = 0 and 2$F, � % = 1, respectively. Let the power required to operate 

the computing entities of CSP 1 and CSP 2 be denoted as  !�&'(
 

and !�&'(
, respectively. A power deficit occurs when: 

 

) ) 2$F = 9?E , � %,
 -�

C
E-� !�$9?E , � %  ≥  !�&'(                          (12) 

) ) 2$F = :A( , � %,
 -�

D
(-� !�$:A( , � %  ≥ !�&'(                            (13) 

 

     The relations in (12) and (13) arise when there is a full 

utilization or oversubscription to the server capacity. A power 

surplus occurs when there is server underutilization and is 

described as: 

 

) ) 2$F = 9?E , � %,
 -�

C
E-� !�$9?E , � %  <  !�&'(                          (14) 

) ) 2$F = :A( , � %,
 -�

D
(-� !�$:A( , � %  <  !�&'(                          (15) 

 

    In the case that (12) holds true, the TDC (CSP 1) sends a 

power request message to the S–GW. The S–GW being the 

main power supplier provides the required energy via S–PE to 

T– PE relations. The amount of power provided, G� is given as: 

G� =  !�&'( H  ) ) 2$F = 9?E , � %,
 -�

C
E-� !�$9?E , � %          (16) 

     The amount of power (in a deficit case) associated with the 

MDC, G� is given as: 

G� =  !�&'( H  ) ) 2$F = :A( , � %,
 -�

D
(-� !�$:A( , � %         (17) 

     Given that (13) holds true, the MDC (CSP 2) sends a power 

request message to the S–GW. In this case, the S–GW probes 

the C–GW to verify the validity of (6) i.e., the occurrence of 

TDC power surplus. The TDC provides power to meet the 

MDC power deficit. The flowchart describing the proposed 

mechanism is shown in Figure 2.  

    In Figure 2, the entities CSP 1 and CSP 2 can act as either a   

PEU or SEU. As an SEU, each of the CSPs  i.e., CSP 1 and 

CSP 2 negotiates with an external entity on deciding an agreed 

price for making a power transaction i.e., transaction enabling 

the exchange of power between TDCs and MDCs. In this case, 

the relations in (7) and (8) describing a power surplus holds 

true.  

   The C-GW verifies the validity of the deficit condition in (5). 

In addition, the C–GW verifies the validity of the power surplus 

condition in (7). Furthermore, the MC–GW associated with the 

MDC verifies the validity of the power deficit and power 

surplus conditions in (5) and (6), respectively.  

    In verifying the power surplus condition, the C–GW and 

MC–GW observes the server utilization. A low server 

utilization indicates that either of the MDC or TDC have a low 

computing workload. In this case, all the power allocated and 

planned for the servers in either the MDC or TDC is not 

utilized. Hence, there is idle power that can be used by external 

entities and applications. Furthermore, a power deficit 
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condition occurs when either the MDC or TDC has a 

significant data workload requiring high power consumption. 

In this case, additional power is required to enable the 

realization of the intended data storage, data processing and 

algorithm execution functionality.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Flowchart showing the execution of computing functionality 
in the relations between the interacting gateway (communication 
entities) alongside corresponding power entities in the proposed 
solution.  
 

V. PERFORMANCE FORMULATION 

The performance metrics of MDC availability (associated with 

the number of epochs during which TDC surplus meets the 

power supply and demand associated with MDC deficit). In 

this regard, the number of communications epochs is 

formulated. The availability of CSP 2 before and after the 

incorporation of the proposed mechanism are denoted Ϛ� and Ϛ�, respectively.  

Ϛ� = G� J 1(K H 1)(L H 1) ) ) 2$:A( , � %,
 -�

D
(-� !�$:A( , � %M

N�
 

(18) 
  Ϛ� = G� + P                                                                        (19)  P = (1 + Q)G�RN�                                                                   (20) 
 

R = J 1(K H 1)(L H 1) ) ) 2$:A( , � %,
 -�

D
(-� !�$:A( , � %M

N�
  (21) 

   In addition, the number of MDC communication epochs is 

formulated. Let  S�(:A( , � ) be the proportion of total power 

used for communication by the computing entity :A( at the 

epoch � . The amount of power required by the communication 

payload aboard the computing entity :A( at the epoch �  is 

denoted S�(:A( , � ). The number of communication epochs 

before and after the incorporation of the proposed mechanism 

are denoted T�, and T�, respectively.  T�
=  U 1(K H 1)(L H 1) ) ) S�(:A( , � )2(:A( , � )!�$:A( , � %S�(:A( , � )

,
 -�

D
(-� VN�

 

                                                                                          (22) T�
=  UG�(1 + W) + G�(K H 1)(L H 1) ) ) S�(:A( , � )2(:A( , � )!�$:A( , � %S�(:A( , � )

,
 -�

D
(-� VN�

 

   

                       (23) 

 

Where W is the percentage increase in G� due to the 

incorporation of the proposed mechanism and architecture.  

 

VI. PERFORMANCE EVALUATION 
 

    The performance evaluation is conducted using the 

simulation parameters in Table 1. The server power for the 

terrestrial data center and the modular data center are 

considered using the information in [21]. In addition, the 

performance evaluation procedure is conducted using 

MATLAB stochastic simulation. The performance evaluation 

results obtained by simulation for the power and the number of 

communication epochs. 

     The presented results show that the use of the proposed 

mechanism outperforms the existing mechanism. Analysis 

shows that the power deficit occurring in the case of the MDC 

is met via the use of power surplus from the TDC facility. It 

can also be seen that the number of terrestrial communication 

epochs is improved using the proposed mechanism.  

    In the considered simulation context, the TDC comprises 

more servers than the MDC.  Furthermore, MDCs are in remote 

location and provide computing capabilities where the 

deployment of large-scale facilities such as TDCs is deemed 

infeasible. Furthermore, MDCs require power to remotely 

communicate with larger capacity computing entities such as 

TDCs. Hence, they need power access to meet the demand for 

executing increased computational load and engage in 

communication within a computing and communication 

network. Hence, the context of the simulation is that of a 

communication network.  

    Further analysis shows that the use of the proposed 

mechanism (in proposed case) reduces the power deficit 

observed in the case associated with the existing mechanism (in 

existing case). This also improves the amount of power 

available for communications in the case of MDCs. The 

available power and the number of communication epochs are 

enhanced by 78.3% and 49.7% on average, respectively. The 

performance benefit is also investigated for a scenario where 

Yes  

No 

No 

No 

Yes  

Yes  

Smart grid (supergrid) configuration relates with the 

TDC and MDC (with active C–GW and MC–GW).  

C–GW observes 

that (5) is true?  

Smart grid (supergrid) supplies power to the M–

PE via the S–PE.   

C–GW observes 

that (7) is true?  

MC–GW observes 

that (6) is true?  

T–PE supplies power to the M–PE via the S–PE.   

No surplus power available aboard the TDC 

associated with the C–GW. There is extra power 

available from the smart grid. Hence, the grid 

supplies power to the M–PE via the S –PE.  



the power output from the NRESs of coal, nuclear and diesel 

are significantly reduced. Such a case models a scenario where 

the use of NRESs is being gradually reduced due to the need to 

incorporate more RESs with increasing contribution. In this 

case, the simulation parameters are presented in Table 1. The 

simulation results for the existing case and proposed case are 

presented in Figure 3 and Figure 4, respectively.  

   In this case, the inclusion of the proposed energy sources 

results in a reduction of the energy gap. A reduction of the 

energy gap is beneficial as it implies that RESs can meet the 

load demand previously satisfied by RESs being retired from 

use. Analysis shows that the energy gap is reduced by 36.6% 

on average in this case.  

 

Table1: Simulation Parameters 

Parameter  Value  
Number of Terrestrial Data Centers (TDCs) 120 

Number of Modular Data Centers (MDCs) 20 

Required Power for operation by MDC 987 W 

Maximum Server Power (TDC) [21] 289.6 W 

Minimum Server Power (TDC) 186.3 mW 

Average Server Power (TDC) 144.1 W 

Maximum Server Power (MDC) [21] 241.1W 

Minimum Server Power (MDC) 27.4 W 

Average Server Power (MDC) 156.4W 

Power contributions for Communications  

Maximum Power contribution in TDC 99% 

Minimum Power contribution in TDC 0.83 % 

Average Power contribution in TDC 53% 

Maximum Power expended in MDC 925.5 mW 

Minimum Power expended in MDC 66.5 mW 

Average Power expended in MDC 492.6 mW 

Number of Terrestrial Data Centers TDCs 120 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

VII. CONCLUSION 

The need to make use of renewable energy has led to cases in 

data centers where power surplus and power deficit occur in 

segments of terrestrial data centers and centrally managed 

modular data center systems. The presented research proposes 

a data driven integrated networking architecture to address this 

challenge. The proposed solution makes use of power surplus 

in terrestrial data centers to address the power deficit in 

modular data center systems. This is beneficial and enables 

remotely located modular data centers to communicate and 

enable data access in a manner that meets subscriber demands 

in a communication network. The presented research evaluates 

the improvement in the power that is accessible to modular data 

centers and the resulting increase in the number of associated 

transmission (communication) epochs. Performance evaluation 

shows that the improvement in power and increase in number 

of communication epochs of 78.3% and 49.7% on average, 

respectively. Future work aims to examine additional scenarios 

such as one arising when there is an acute case of energy 

shortage in terrestrial data centers and modular data centers 

alongside a high demand on the grid.  
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Abstract—Power system (PS) networks with 

adequate operating reserves plays an important role 

in safeguarding the economies around the world. 

When PS has insufficient operating reserves, they 

could be prone to load-shedding or total black-outs. 

Operating reserves are mainly classified into three 

categories, which are regulation reserve, spinning, 

and non-spinning reserve. This paper reviews the 

provision of ancillary services and research 

opportunities for dispatching voltage and frequency 

ancillary services of emergency reserves in South 

African power networks. The voltage/frequency 

control of distribution and transmission grids are 

examined. This includes the current state of South 

African power networks in particular the existing 

load-shedding issue. Lastly, the opportunity for 

further study is identified in the provision of 

ancillary services to resolve the existing problems. 

Keywords—Ancillary services, voltage control, 

frequency regulation, operating reserves, South 

African electricity challenges, Variable renewable 

energy dispatch, Eskom. 

 

I. INTRODUCTION 

Ancillary Services (AS) are the various operations 
required to maintain the stability and security of the grid. 
They are features that help grid operators maintain a 
reliable power system, and can be provided by different 
resources [1]. These services ensure the proper flow and 
direction of power, correct supply and demand 
imbalances, and help the system recover from power 
system events. They need to maintain a momentary and 
continuous balance between power generation and load, 
manage transmission line flow, and provide grid 
operators with the resources necessary to implement 
control schemes. These systems are required in normal 
conditions and emergencies. It also provides the 
resources needed to restart the power system if the 
system operator fails to maintain power generation or 
load balancing and the system collapses [2]. These 
services include spare, black start and islanding [3, 4], 

power restoration [5, 6], restricted power generation, 
reactive power supply and voltage control, tuning and 
load tracking.  

Electrical energy is an essential need as most 
activities require electrical energy for efficiency and 
effectiveness. Power utilities have the responsibility to 
ensure that they are providing continuous electrical 
energy to consumers. It is thus important to ensure the 
stability of the system and to prevent system blackouts 
that may occur due to disturbances such as loss of 
generator or loss of transmission line which then causes 
an imbalance of load and generation. In the event a 
blackout does occur operators must be prepared to 
restore power. The generating units should be able to 
restart without being connected to an energized grid. 
However, in some grids, most of the generating units 
cannot start autonomously and therefore should be 
connected to the energized grid [7]. Because of this, 
operators rely on Black Start Units (BS) which can start 
autonomously to restore power. The generating units are 
not available in some grids because they are expensive. 
It is thus important to find optimal solutions to allocate 
the BS units into the grid [8], [9]. 

South Africa has experienced load-shedding over the 
past years and is a problem that persists and affects all 
industries and households in the country. Lots of 
businesses have suffered losses due to this problem and 
some have resorted to finding alternative means to 
power up their buildings when load-shedding occurs. 
This has now become part of their business strategy to 
ensure they do not continuously lose profit as the 
problem has not shown any sign of being permanently 
resolved. Load-shedding is amongst the solutions that 
may be implemented to relive stress on the primary 
energy source, however, it has become the only solution 
to South Africa’s energy crises.  

The paper discusses the dispatching of voltage and 
frequency ancillary services of emergency reserves in 
South African power and the opportunities availability 
to study alternatives of ancillary service provision. This 
will also include related research work that has been 
conducted in South Africa and other countries. 



 

 
 

The rest of the paper is organized as follows, Section 
Ⅱ reviews research on the provision of ancillary services 
in other countries and South Africa. Section Ⅲ discusses 
the current state of the South African power network and 
the looming problem of load-shedding, its causes, and 
the effect it has on industries and households and Section 
Ⅳ addresses the gap in emergency reserves research in 
South Africa and the viable solutions that may be 
considered to guarantee a stable electricity supply. 

II. ANCILLARY SERVICES PROVISSION IN 
SOUTH AFRICA 

A. Ancillary servivces provission in South Africa 

The defined ancillary services requirements of the 
System Operator in South Africa are the reserves, which 
includes instantaneous reserve, regulating reserve, Ten-
minute reserve, emergency, and supplemental reserve. 
Other ancillary services are Reactive Power Supply and 
Voltage Control, Black-start [10]. As the penetration of 
renewable energy is introduced to the utility increases, 
[11]. It is also important that the trading of the ancillary 
services is technically possible and that it does not affect 
the reliability of the system.  

III. OPERATING RESERVES 

Operating reserves are mainly classified into three 
categories, which are regulation reserve, spinning and 
non-spinning reserve [12]. Reserves secure capacity and 
balancing of supply and demand and can be used in 
normal conditions or severe conditions. The reserve 
ancillary services can be provided by different 
resources, this has seen a rise in the use of distributed 
generation [13]. As the load increases, reserves should 
be dispatched to ensure there is sufficient energy 
generation to meet the load. They need to respond fast 
to the increase in demand when the generation is 
insufficient. Different methods for allocating reserves, 
requirements, and optimization are available and has 
been proposed by different authors. 

In [14], a comparison of the different operating 
reserves and calculation of reserves was made. The 
results obtained show a significant difference because 
of the type of reserve, penetration level of variable 
generation, cost, and sensitivity to different conditions. 

 
There is an increase in the level of penetration of 

renewable energy resources [15, 16], and as such are 
concerns with the power output. In [17, 18, 19], the 
authors proposed methods to determine the amount of 
operating and spinning reserves capacity to manage the 
wind power variability to address the uncertainties. In 
[18], the authors considered the geographical location 
of the wind power plants and how it affects the power 
output. The results show that wind plants that are at a 
windy site decrease the required reserve by 30% as 
compared to other sites. In [20], Hassan et al included 
the stability concerns, control strategies, existing 

challenges, trends, achievements, and new research 
opportunities. 

 

IV. VOLTAGE CONTROL 

A. Voltage Control Concepts 

Voltage control is maintaining the system voltage to 
ensure it is kept at a predefined range. This can be 
achieved by controlling the reactive power on the AC 
(Alternating Current) power system. Generation and 
transmission equipment can produce or absorb reactive 
power. The voltage control equipment includes [21]: 

• Generators 

• Synchronous condenser 

• Static VAR compensator (SVC) 

• Distributed generation (DG) 

• Capacitor 

• Static synchronous compensator (STATCOM) 

Generators and synchronous condensers have fast 
system response and have excellent ability to support 
voltage. In [22], Ma et al described that though the 
STATCOM, Distributed Generation, and Static VAR 
compensators have fast system, their ability to support 
voltage is fair as compared to generators and 
synchronous condensers [21]. Capacitors are much 
slower and have poor ability to support voltage as 
compared to the rest of the voltage control equipment.  

The difference between the voltage control 
equipment is characteristics such as response speed, 
continuity of control, response to voltage change, and 
operating cost [21]. 

It is essential to control voltage for reliability and 
market. The voltage should always be preserved within 
the defined range to avoid system failure. Low voltage 
has potential to cause the equipment to fail as they are 
designed to operate within a particular percentage range 
of the nominal voltage, it is usually ±5% of the nominal 
voltage, the motor can overheat and get damaged and 
reactive power will be reduced [23]. High voltage may 
cause the equipment to overheat and break down 
insulation or cause a blackout.  

Different approaches may be used for voltage control 
in the generation, distribution, and transmission systems 
using the voltage control equipment described above. 
The most popular equip used is the Distributed 
Generation (DG). The following subsections described 
the methods/approaches used in generation, distribution, 
and transmission systems. Most of the approaches 
described uses the DG unit to control the voltage of the 
system. 

B. Voltage control methodologies 

Different voltage control techniques have been 
proposed in [24]. The different voltage control 



 

 
 

techniques presented on electrical distribution networks 
connected with distributed generation. These methods 
consider the complexity of the network, and the number 
of distributed generations that could be connected [25]- 
[26]. When the DGs (Distributed Generation) are added 
to the network, a voltage rise may occur and as such 
different solutions will apply for different scenarios.  

In [27], Li et al presents control methods to regulate 
voltage of the network. The papers focus on networks 
with distributed generation and use reactive power 
compensation to control the voltage. Voltage control can 
be accomplished by managing the reactive power, which 
can either be produced and absorbed by both the 
generation and transmission equipment. In [21], the 
several types of generation and transmission resources 
that can be used to supply reactive power and control 
voltage are examined. The equipment includes 
synchronous condensers, generators, capacitors, 
distributed generation, inductors, static VAR 
compensators, and transformers. From this list of 
equipment, [21] found that the generators, synchronous 
condensers, Static Var Compensators (SVSCs) and the 
STATCOM [28] provide fast reactive support and 
voltage control, while the other equipment is either slow 
or offers voltage control in large steps. Even though the 
generators and the synchronous condensers are 
favorable towards the voltage control characteristics, 
their capital and operating costs are extremely high. 
Though the costs are more favorable for capacitors and 
capacitor-based SVCs, their characteristics allow the 
output to drop the voltage low.  

The system voltage needs to be kept at a predefined 
range, as high voltage can destroy the equipment and 
low voltages could cause the motor to stall and overheat 
equipment. [28] discussed the problems around voltage 
control on modern distribution networks. These 
problems are increasing load to the system which could 
either cause undervoltage or overvoltage. The suggested 
methods are using on-load tap changers [24]. 
STATCOM provides phase balancing, active filtering 
and reducing the flicker addition to the reactive 
compensation. The challenges to implementing the 
mentioned methods are dependent on the availability of 
funds 

In [29], a method to control the voltage of the 
distribution networks with distributed generation using 
reactive power compensation is presented. The aim is to 
keep the voltage within the predefined range by 
regulating the reactive power of the compensators. This 
is achieved by deriving the voltage variation formula 
and then determining the reactive power compensation. 
Equation (1) and (2) shows the derived voltage 
variations ∆V��  for small-scale systems and large 
systems, respectively.  

∆V��  ≈ ��	 
��	  ��	 �� ��	 
±��	  ��	 �
�	

  (1)                     

∆V��  ≈ ��	 ���	  ��	 �� ��	 �±��	 ± ��	  ��	 �
�	

   (2) 

��  ��� Q�  are the active power and reactive power 
respectively, supplied by the distributed generation and  
P  and Q  are the active and reactive power of the load 
respectively that is connected to the !"#  bus of the 
system. 

P�  ≈  ��$%  �& � ���  �'±��  �� ± ��(
�   (3) 

For large distribution network  

       P�� ≈ �	  �� � ��	� 	  ��	 �±�)	  � 	 ± ��	 �
��	

 (4) 

These equations depend on the voltage at the 
primary DES, at the receiving end, the size of 
conductors and load demand. The results obtained from 
simulations on a 15-bus Japanese system show that the 
voltage profile of the distribution network specified can 
be obtained by using reactive power compensation. In  
[30], Calderaro et al proposed a similar reactive power 
regulation approach for unbalanced distribution 
systems. This method is based on a sensitivity matrix 
which links the line-line voltage with the reactive power 
variation on each line. The reactive power in this case 
is obtained by solving the linear system. The proposed 
method is to measure the line-to-line voltages then 
calculate the reactive power variation to compensate for 
the voltage variation. [30] assumes that the distributed 
generation units are connected to the network by 
electronic power converters.  

In [31] and [32], Su et al  proposed a different 
method of controlling the secondary voltage and 
improving the voltage profile of the system using the 
Phasor Measurement Unit (PMU).Su in [32] presents an 
approach which uses PMU, measurements with 
timestamps as control feedback signals, to obtain an 
accurate and fast regulation of the voltage. The 
proposed algorithm acquires the time-synchronized 
measurements from the observed buses and compares 
the difference between the set-point voltage and that 
measured at each pilot bus. The adaptive secondary 
voltage control (ASVC) is triggered if the difference is 
greater than the desired value. The control actions are 
then computed and transmitted to the participating 
controllers. The author further explored the effect of an 
incoherent set of data such as different load 
disturbances on the SVC (Static Var Compensation) 
performance, and the effects of topology changes such 
as post-contingency situations like outages of 
transmission lines. Simulation results show that the 
proposed ASVC provides better results even under 
outage contingencies. In  [31] however, more tests were 
done on the effects of an incoherent set of pilot voltage 
data such as different test systems, different number of 
pilot-bus, and different load disturbances. The approach 



 

 
 

considered a nonlinear optimal control model which 
considers unexpected disturbances. 

 
 In [33], Datta et al investigated the use of a battery 

energy storage system to improve the transient voltage 
and frequency stability of large power systems.  

Recent research has focused on providing the voltage 
control in smart grids, as the transition from traditional 
grids to smart grids has been observed in different states. 
With different solutions to voltage stability, [34]  has 
reviewed some of the challenges of voltage control in 
smart grids which also includes adaptation to wind and 
solar energy, voltage recovery, and delayed influenced 
by faults for the transmission grid, and the impact on 
distribution grids by high penetration of distributed 
energy resources. 

V. FREQUENCY CONTROL 

A. Frequency Control Concepts 

The Frequency and voltage are the most important 
parameters of an electric power system. It is important 
to keep these parameters within the predefined 
constraints to avoid any disturbances to the system or 
even cause a system failure. The nominal/standard 
frequency in South Africa is 50 Hz. The system can 
operate at a certain allowed frequency range in its 
standard condition and cases where the system is in an 
emergency condition. The frequency in the power 
station varies because of imbalances that occur between 
generation and load. When such variations occur, it is 
important to initiate a control strategy to maintain the 
balance. There are three levels of control used to 
maintain this balance, and each level has its own 
purpose. The levels are:  

Primary frequency control, an automatic function 
that restores balance between load and generation by 
adjusting the active power generation. It also stabilizes 
the frequency when there is a large generation or load 
outage [35, 36]. Secondary frequency control, which 
restores the frequency to its nominal value. This is after 
the frequency has been stabilized by the primary 
frequency control. There are designated generators to 
perform the secondary frequency control, and this is 
through a dedicated power reserve [37, 36]. And the 
final level is the tertiary frequency control also called the 
replacement reserve, its purpose is to restore the reserve 
margin used for the secondary control. The control level 
is not executed automatically, but upon request from the 
grid operator [36].  

B. Frequency control methodologies 

In [36], Rebours et al presented a document 
describing the frequency and voltage ancillary services 
in eleven power systems. This includes France, 
Australia, Belgium, Germany, Sweden, Great Britain, 
California, The Netherlands, New Zealand, PJM, and 
lastly Spain. The paper includes the technical features, 
requirements and a comparison of frequency and voltage 

control ancillary services across the eleven system. In 
part 2 of [37] the economic features are reviewed 
including the comparison of the ancillary market for the 
eight system. 

In [38] and [39], Rijo and Wang discusses a control 
strategy to improve the performance of the primary 
frequency control, respectively. In [39], the strategy 
discussed involves using wind turbine generators with 
ancillary dynamic demand control. The strategy 
proposed through primary frequency control can provide 
rapid frequency support from timescale of inertial 
response. In [38], Rijo et al deploys PV sources and 
reviews the different control approaches of battery 
energy storage system to improve the inertial response.  

Wu et al in [40] presented a method to control the 
secondary frequency and voltage for islanded 
microgrids which is based on distributed cooperative 
control. The presented method makes use of a sparse 
communication network. In this method, the distributed 
generation (DG) unit requires its local and neighbour 
information only to perform the control process.  

VI. STATE OF SOUTH AFRICAN POWER 
NETWORKS 

South Africa is currently facing challenges in 
generating sufficient electricity to meet the demand. 
Many plants are reported to be unavailable due to 
breaking down, maintenance, or repairs. Electricity 
consumption is continuously increasing with limited 
generation capacity [41], which causes a burden to the 
grid. As a result, South Africans have seen an increase 
in the implementation of load-shedding to avoid a total 
blackout. The increased unavailability of plants has seen 
extensive usage of emergency generation reserves, 
which are depleting faster than can be restored [42]. As 
it stands there are few generating plants available to 
cater for the whole country with the minimum solution 
available. 

      Load-shedding is caused when there is 
insufficient capacity to meet the demand. The generating 
capacity of ESKOM is lower than the load demand as 
such, some loads are sheds to accommodate for this 
instability [41]. The different stages implemented are 
associated with the amount of power to be shed for a set 
duration, ranging from two hours to six hours [43]. The 
sudden breakdowns in power stations also result in large 
capacity being unavailable  [44]. The sudden breakdown 
could be due to delayed maintenance, outdated facilities, 
lack of skilled labour, or installations that degrade the 
delivery of the power to the consumers. These factors 
could lead to generators malfunctioning and losses in the 
transmission and distribution system which leads to loss 
of power.  

The current plans for large scale variable renewable 
energy (VRE) resources are non-dispatchable and may 
not address these challenges since the system require 
voltage & frequency regulation and inertial response as 



 

 
 

additional power system quality service. Energy storage 
is an important means of delivering these services, but 
there are many uncertainties related to technology, 
market maturity, economics, and regulatory 
requirements [45]. In addition, South Africa earmarked 
these VRE for the reduction of carbon emissions due to 
the impact of fossil fuels to humanity  [46]. 

It is evident from the literature presented that when it 
concerns the provision of ancillary services in South 
Africa, there is an opportunity to explore the different 
solutions taking into regard factors that affect the 
provision of services in South Africa. The presented 
solutions to dispatching voltage and frequency ancillary 
services have limitations when implemented in different 
states because of the policies, economic factors, 
technical, labour, capital, and politics, which plays a 
significant role in South Africa. There has not been an 
improvement in building new power stations to increase 
the generation capacity because of the costs involved 
and other factors. Therefore, solutions must be provided 
taking into consideration the resources available. 

Many research opportunities may be explored such 
as the use of commercial buildings in providing ancillary 
services as well as exploring the integration of electric 
vehicles that has gained traction and has become an 
interest in different papers.  

VII. CONCLUSION 

 In this paper, a literature review was done on the 
provision of ancillary services in different systems. This 
included power restoration, black start, and dispatching 
of voltage and frequency ancillary services in South 
Africa, with reference to other countries. Opportunities 
for further study have been identified in dispatching 
voltage and frequency control in the South African grid. 
Low generating capacity is still a problem in South 
Africa and the identified research opportunities such as 
utilizing commercial buildings for ancillary service 
provision could be further explored. 
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Abstract—This paper discusses energy management and areas
of application of artificial intelligence to energy management.
World electricity and total final consumption by sector (i.e
Industry, Transport, Commercial, etc) as well as electricity
consumption of two top economic power in Africa, South Africa
and Nigeria were presented.

Index Terms—Energy management, total final energy con-
sumption, energy transportation, artificial intelligence.

I. INTRODUCTION

Right from time immemorial access to sources of energy
and energy management have occupied a place of prime
importance in affairs of homo sapiens. Humans have domes-
ticated animals to till the ground for farming, as well as for
transportation. Likewise humans have put fetters and chains
on other humans to work in sugar cane farms, build temples
or pyramids.

The prosperity of nations is closely related to the amount
of energy they use, and in some cases, the sales of primary
sources of energy.
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Fig. 1: World total final consumption by source [2].

It is evident from Figure 1 that oil products and electricity
are the major sources of energy in the world. Is energy the
root of good or evil? In recent time, possession of a large
abundance of primary sources of energy may be more of a
curse than blessing - Iraq, Nigeria, Libya, Syria.

A. The militarization of energy security

Energy is a necessity for socioeconomic development. Na-
tions, corporate bodies, people seek for vantage positions, so
that they can make other entities do things for them at little
cost or if possible no cost at all.

Large-scale conflict among developed, developing and un-
derdeveloped states is a possibility as a result of energy secu-
rity or market share. Developed and powerful states may not be
reluctant to use force to ensure energy security. One example
that easily comes to mind is Iraq and Libya. Energy security is
central to national security, and any threats to energy security
of any nation is tantamount to national security. In essence,
energy security is casus belli.

B. Energy management

The term energy management means different things to
different people [1]. We will define it as: An effective and
judicious use of energy in order to minimise the cost of energy
utilisation, power generation and environmental impact.

Some desirable subobjectives of energy management from
end users perspective include:

• Energy efficiency, reduction of energy use and conse-
quently reduction of required total installed generation
capacity.

• Effective monitoring, report and presentation of energy
usage in an easily accessible manner.

• Reduction of environmental pollution and global warm-
ing.

Fig. 2: World electricity consumption by sector 2019 [2].

The major targets of energy management are:
• Commercial and public services
• Industry



• Transport
• Residential
• Agriculture/forestry
• Fishing

The World electricity consumption by sector in year 2019
is shown in Figure 2. from the figure, the major consumers
are (1) Industry, (2) Residential & (3) commercial and public
services. The targets will generally vary from one country to
another, depending on many factors.
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Fig. 3: World electricity and total final consumption by sector
[2].

Over the past 30 years, the major consumer of electricity
in the world are industry, residential and commercial & and
public services. Similarly, if one considers World total final
consumption of electricity as shown in Figure 3, industry,
transport and residential are at the top. These are the sectors
that energy management schemes should focus on.

The consumption of electricity in South Africa and Nigeria
is depicted in Figure 4. The major consumption in Nigeria
is from residential loads, while for the case of South Africa
(SA), it is the industry. The first three major consumers in SA ,
which are, industry, residential, and commercial consume con-
siderably higher than Nigeria. The flattening of consumption
from year 2021 is as a result of energy management roll out
(Demand side management.

Total final consumption (TFC) by sector for Nigeria and
South Africa is depicted in Figure 5. The major consumption
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Fig. 4: Electricity consumption in South Africa and Nigeria
[2].

in Nigeria and South Africa are still residential and industry
respectively. The TFC for industry in SA has flattened and
it is already on the negative trend. The TFC at year 2019 for
residential in Nigeria is more than the sum of TFC of industry,
transport and residential in SA.

Total final consumption (TFC) by sources Nigeria and South
Africa is depicted in Figure 6. The major sources of energy in
Nigeria are biofuels & waste and oil products. Oil products,
coal and electricity are the major sources of energy in South
Africa. Although use of oil products and coal are on the rise,
however, electricity usage is on the negative trend.

An example of breakdown of total final consumption on
the basis of electricity, energy utilisation by sector and energy
consumption by sources for a country in a year, in this
case, Nigeria, are shown in Figure 7, Figure 8 and Figure 9
respectively. In Figure 9, although the percentage contribu-
tion of electricity is small, energy management can still be
implemented in residential loads. Energy management can
substantially reduce energy costs and energy consumption.
The saved energy can be used elsewhere. Energy available
from energy management is economical compared to a large-
scale energy production. It leads to less consumption of energy
resources which are scarce commodities.

Electric power is the easiest mode of energy delivery. Once
an electric network is in place, electric power can be delivered
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Fig. 5: Total final consumption by sector in South Africa and
Nigeria [2].

in a twinkle of an eye. The electrical energy at its point of
end-use always contains 3412 Btu per kWh. When electrical
energy is generated from fossil fuels such as coal, oil or gas,
it takes about 10,000 Btu of primary fuel to produce one kWh
of electrical energy as a result of thermal losses.

Another reason for energy management is population explo-
sion, especially in Africa. The expected World population in
2020 and 2050 [3] is presented in Table I. Africa is the only
continent that has a positive growth in population, i.e 17.43%
in 2020 to 30.45% growth in 2050.

Electricity generations per capital in different regions of
Africa and the World are presented in Table II. Despite the
fact that the population of Africa constitute 17.40% of the
World population, however the total electricity generation in
Africa is 3.22% of the World.

II. ECONOMY OF ENERGY TRANSPORTATION

The purpose of energy delivery system is to reduce the
cost of energy transportation. Electric transmission network,
pipelines for natural gas or hot water are examples of delivery
infrastructure. It determines the number of entities that can
use or tap energy simultaneously. Energy delivery systems
are expensive to build, especially when they cover large
geographical area, hence it is essential to use energy efficiently
or minimise its use.
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Fig. 6: Total final consumption by source in South Africa and
Nigeria [2].

Fig. 7: Nigeria electricity consumption by sector 2019 [2].

Electric power system is a secondary energy delivery sys-
tem. Its prevalence lies in the amalgamation of most primary
sources through transmission network to ease energy delivery.
The bulk of energy management schemes have been imple-
mented by consumers of electricity. This is understandable
because electricity is the second major source of energy in
the world. In addition, the speed and its easy of transportation
is not comparable to any other energy source.

III. ARTIFICIAL INTELLIGENCE

It is of no doubt that, the most important asset of human
beings is our brain (Intelligence). Over thousand of years,
we have extended our human capacity or capability limits
by developing machines, devices and maybe entities that can
supplement our inadequacy.



TABLE I: Expected World population in 2020 with percentage (Numbers are in million) [3]

Year 2020 Year 2020 Year 2050 %
% age < 60 year % age < 60 year

Africa 1339.5 17.43 1265.10 19.06 2298.50 30.35
Asia 4539.6 59.08 3936.40 59.29 3895.80 51.44
Europe 749.3 9.75 558.20 8.41 469.70 6.20
Latin
Am.&
Carib

644.3 8.38 561.70 8.46 559.20 7.38

N. Amer-
ica

370.5 4.82 283.70 4.27 309.90 4.09

Oceania 41.1 0.53 33.80 0.51 40.00 0.53

World 7684.3 100.00 6638.9 100.00 100.00

TABLE II: Electricity generation per capital in Africa[4]

Region Population % TW-hours % kWh per capital

Northern Africa 250083818 3.18 382.1 1.41 1527.89
Eastern Africa 455270262 5.79 115.3 0.43 253.26
Western Africa 410798807 5.22 75.4 0.28 183.54
Southern Africa 68263781 0.87 257.1 0.95 3766.27
Central Africa 184111505 2.34 40.3 0.15 218.89

Sub Sahara Africa 1118444355 14.22 488.1 1.81 436.41

Total Africa 1368528173 17.40 870.1 3.22 635.79

Total World 7865412337 100.00 27004.7 100.00 3433.35

Fig. 8: Nigeria total final consumption by sector 2019 [2].

Fig. 9: Nigeria total final consumption by source 2019 [2].

• Mechanical and electric machines were developed to
overcome the limit of force, torque that we can apply
as humans.

• Motor vehicle, aeroplane, ships were developed to reduce
amount of time required to travel over a long distance.

• If there is no need for material transportation, telecom-
munication and information communication technology
can even reduce the needed travel time further.

If there is any positive thing about Covid-19, it has accel-
erated the adoption of certain digital technologies.

Artificial Intelligence (AI) is a big field. It encompasses
logic, probability, and continuous mathematics, computer sci-
ence [5]. Artificial intelligent algorithms include artificial neu-
ral networks, evolutionary computation, swarm intelligence,
artificial immune systems, fuzzy systems, logic, deductive
reasoning, expert systems, case-based reasoning and symbolic
machine learning systems. AI can be seen as a combination
of several research disciplines, such as, computer science,
physiology, philosophy, and biology.

AI is currently being used in the following areas of appli-
cations:

• Robotic vehicles, commercial robotic taxi service.
• Autonomous planning and scheduling.



• Machine translation.
• Speech recognition.
• Recommendations.
• Medicine.
• Predictive modelling and control.
• Machine fault diagnosis, prognosis.

A. Artificial Intelligence in energy management

AI techniques are generally used in formulating high fidelity
energy consumption models from data. The predictive models
are then combined with additional AI schemes that can be
used in real-time or near real time operation of appliances
or devices. Good data are prerequisite for good models.
Nevertheless, there are algorithms that are tolerant to missing
data or bad data. The only consequence of bad data is the large
training time that will be needed to get good or satisfactory
performance. Bad data are like bad study materials. They are
difficult to understand.

Some of the areas where AI solutions have been proffered
in energy management are:

• short-term forecast of load consumption, daily forecast of
load consumption prediction and a year ahead forecast of
load consumption prediction [6]

• appliance load signature extraction
• development of load data-driven models
• Heating, Ventilation, and Air Conditioning (HVAC) con-

trol optimisation [7]
• charging of electric vehicle and vehicle travel time min-

imisation [8]
• optimal train control, scheduling and timetable optimisa-

tion
• Demand Response Management
• Coordinated Energy Management of Prosumers [9]

B. Artificial Intelligence solution for energy management

Some of schemes that are have been used for effective
energy management are:

• Artificial neural network (ANN)
• Random forest (RF) model
• Emotional neural networks (ENNs)
• Support vector machine (SVM) and support vector re-

gression
• Genetic algorithm (GA)
• Extreme learning machine (ELM)
• Convolutional Neural Networks (CNN)
• Adaptive Neuro-Fuzzy Inference System (ANFIS)
There are couples of companies that are already marketing

AI solutions for energy management. AI solutions should be
adaptive to context.

C. Risks consideration

The potential of using AI to free man from menial repetitive
work sounds great. Even much more is the associated increase
production of goods and services, as well as profit margins.
Although AI can reduce or manage energy consumption and a
host of other things, nevertheless, we should be aware of the

risks if something goes wrong. It is not even impossible to
subvert individual independence and democratic values, given
the amount of data that are constantly collected just in the
name of training AI schemes. Cybersecurity is also a concern
that should be addressed when implementing solutions that
use AI framework.

IV. SUMMARY

Energy management is a necessity in view of population ex-
plosion and non-renewable energy sources being limited. The
world total final consumption of energy from non-renewable
energy sources is linear, this will lead to a non-linear depletion
rate. AI based solutions have been extensively used other
fields, hence is not by accident that AI has been incorporated
in to energy management. AI has a great potential in reducing
energy consumption, but it is equally important not to overlook
the risks associated with implementing AI-based solutions.

REFERENCES

[1] W. J. K. Barney L. Capehart, Wayne C. Turner, Guide to
energy management, 5th ed. Fairmont Press; Distributed
by CRC/Taylor and Francis, 2006.

[2] International Energy Agency, “IEA World Energy
Balances,” ”https://www.iea.org/data-and-statistics/
data-product/world-energy-statistics-and-balances”,
2019, accessed: 2021-11-08.

[3] U.S. Census Bureau, “International data base,”
”https://www.census.gov/data-tools/demo/idb/
informationGateway.php”, 2019, accessed: 2021-05-25.

[4] United Nations Environment Programme (UNEP), “At-
las of africa energy resources,” ”https://energypedia.info/
images/c/c7/Atlas Africa Energy Resources.pdf”, 2017,
accessed: 2021-05-25.

[5] P. N. Stuart Russell, Artificial Intelligence: A Modern Ap-
proach (Pearson Series in Artifical Intelligence), 4th ed.
Pearson, 2020.

[6] Z. Chen, Y. Sun, X. Ai, S. M. Malik, and L. Yang,
“Integrated demand response characteristics of industrial
park: A review,” Journal of Modern Power Systems and
Clean Energy, vol. 8, no. 1, pp. 15–26, January 2020.

[7] R. Kannan, M. S. Roy, and S. H. Pathuri, “Artificial
intelligence based air conditioner energy saving using a
novel preference map,” IEEE Access, vol. 8, pp. 206 622–
206 637, 2020.

[8] Y. Zheng, J. Luo, X. Yang, and Y. Yang, “Intelligent
regulation on demand response for electric vehicle charg-
ing: A dynamic game method,” IEEE Access, vol. 8, pp.
66 105–66 115, 2020.

[9] J. Hu, J. Wu, X. Ai, and N. Liu, “Coordinated en-
ergy management of prosumers in a distribution system
considering network congestion,” IEEE Transactions on
Smart Grid, vol. 12, no. 1, pp. 468–478, Jan 2021.



2023 SAUPEC Conference, Johannesburg, South Africa, January 24-26, 2023 

  

Simba Chawanda and Peter Olukanmi 
simbachawanda@gmail.com; polukanmi@uj.ac.za 

 

Department of Electrical and Electronic Engineering Technology (DEEET), 

Faculty of Engineering and the Built Environment, 

University of Johannesburg 

  

 

Abstract—In the current fourth industrial revolution, data 

plays a crucial role in providing insights about engineering 

systems. This paper studies artificial intelligence techniques for 

predicting the occurrence of anomalies, which are breakdowns in 

pump sensors. Among artificial intelligence techniques, deep 

learning methods are in high demand due to their ability to 

perform automated feature engineering. The techniques studied in 

this work belong to this class. They include the Long short-term 

memory (LSTM), Temporal Convolutional Network (TCN) and 

the Multi-Layer Perceptron(MLP). 
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I. INTRODUCTION 

      There are three types of maintenance exercises. The first 

and most rudimentary form is known as reactive maintenance 

which is maintenance done only once the machine has broken 

[1]. The second type of maintenance is known as planned 

maintenance where maintenance is at certain intervals to lessen 

the chance of a breakdown [1]. Research has shown that 

maintenance accounts for anywhere between 15% to 70% of the 

net production costs [2]. Most manufacturing industries 

continue to rely on traditional maintenance (reactive & 

planned) practices that emphasise inefficient run-to-failure 

strategies or statistically trend-driven maintenance intervals [2]. 

While these traditional maintenance strategies undoubtedly 

help with preventing breakdowns, maintenance studies show 

that about 33 cents for every dollar spent on maintenance are 

lost due to redundant maintenance tasks [2]. The combination 

of well-developed sensors and predictive algorithms enables a 

pretty accurate estimate of plant equipment's remaining useful 

life [2].  

      In the manufacturing industry prices of products tend to be 

incredibly competitive. These prices are heavily influenced by 

manufacturing efficiency and dependability. Machines and 

automatons are critical components of the production process 

[3]. This implies that if a device breaks, it will result in financial 

 
 

losses due to production downtime [3]. Examples of predictive 

maintenance as follow [4]: 

• Equipment vibrations may indicate bearing wear or 

mechanical part damage. 

• A motor's temperature and current changes may suggest 

that friction and possibly mechanical fault are reducing 

performance. 

• The particle count in a lubricant shows the excessive 

wear caused by friction from contact components.  

 

      Industrial big data analysis, medical and health big data 

analysis, financial big data analysis, and even aerospace big 

data analysis all benefit from time series anomaly detection [5]. 

The size of time series data grows dramatically as information 

technology advances, increasing the complexity of detecting 

time series anomalies [5]. Deep learning has seen a lot of 

success in the last decade and is now frequently employed in 

the field of anomaly detection [5]. 

   Solving the problem of anomaly detection can be divided 

into three categories: statistical modelling, data mining-based 

techniques, and machine learning-based methods [6].  

   Statistical modelling algorithms include the Gaussian 

mixture model, regression-based models, histogram-based 

outlier detection. The disadvantage of these techniques is that 

they rely on the assumption that the data is generated in a certain 

statistical distribution. [6]. 

   Using data mining techniques such as clustering or 

classification to improve anomaly detection is one solution [6]. 

For grouping comparable data points, researchers have largely 

employed K-means clustering [6]. In smaller datasets These 

techniques they may not provide reliable insights at the 

appropriate degree of detail [6]. 

  Various neural network models, such as recurrent neural 

network (RNN)and back propagation neural network (BPNN), 

were designed to monitor the abnormalities of a sophisticated 

system as artificial intelligence progressed [6]. These 

techniques perform well in some niche applications, but 

generality remains a major difficulty [6]. The generative 

Comparative Study of Deep Learning Techniques 

for Breakdown Prediction in Pump Sensor 

Systems 

.     



 

 

adversarial network (GAN) , Long Short-Term Memory 

(LSTM),  convolutional neural network (CNN) as well as other 

autoencoders are among the most often used deep learning 

methods [6]. Almost all of the above models have been used to 

classify anomalies in previous research [6].  

A. LSTM autoencoders 

      LSTM networks are a subset of recurrent neural networks, 

which are more generally known as (RNN) [5]. The ability of 

RNNs to save information, or cell state, for subsequent usage in 

the network is a critical feature [5].  As a result, they're 

especially well-suited to learning time-series data that tends to 

evolve as time progresses [5]. “Speech recognition, text 

translation [5].” and, in our scenario, the processing of 

sequential sensor data for anomaly detection, all use LSTM 

networks [5]. 

      The input to RNNs consist of the current data point and the 

previously observed data point [6]. That means the prediction 

the RNN makes at time 𝑡  is influence by the prediction that was 

made at time    𝑡 − 1 [6]. In essence, RNNs contain internal 

memory that keeps information about the computations that 

were made from a previous input [6].  This internal memory – 

in the simplest form - consists of a single hidden vector ht, with 

the equation ht = tanh(Whhht−1 + Wxhxt ) [7].  Notice there 

are two terms inside the hyperbolic tan function, with one being 

dependent on the past hidden state ht−1 and the other being 

based on the current input xt [7]. These terms are added 

together and the hyperbolic tan function ensures that the output 

stays within the [-1, 1] [7]. 

      The LSTM was created to deal with the drawbacks of using 

RNNS [8]. The xt and ht−1 work together in a more intricate 

manner that include multiplicative interactions in order to make 

the recurrence formula far more superior to the RNN. 

Furthermore, the LSTM recurrence employs additive 

interactions over time steps to more effectively backpropagate 

gradients in time [8]. The LSTM also has an additional memory 

vector ct and can therefore choose to read from a cell, write to 

a cell, or reset a cell using explicit gating techniques [8].   

      The LSTM can be expressed mathematically as follows [8]: 

ct = f ⨀ ct−1 + 𝑖 ⨀ g 

ht = 𝑜 ⨀ tanh(ct) 

 

⨀ is elementwise multiplication 

(

𝑖
𝑓
𝑜
𝑔

) = (

𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑡𝑎𝑛ℎ

) 𝑊(
xt

ht−1
) 

 

      The three vectors 𝑖, 𝑓, 𝑜 ∈  ℝ𝐻  can be interpreted as binary 

gates that regulate the manner in which the memory cell is 

updated, reset to zero, or has its local state exposed in the hidden 

vector [8]. Because the activations of these gates are based on 

the sigmoid function, they may vary smoothly between zero and 

one to maintain the model distinguishable [8]. Furthermore, 

because the activations of these gates are based on the sigmoid 

function, their values vary fluidly between 0 and 1 to maintain 

the models distinguishability [8]. The vector 𝑔 ∈  ℝ𝐻 has a 

value between negative one and one and is used to alter the 

memory contents additively [8]. Because a sum operation only 

evenly distributes gradients during backpropagation, this 

additive interaction is a crucial component of the LSTM's 

architecture which permits gradients on memory cells 𝑐 to flow 

backwards through time indefinitely, or at least until disturbed 

by the multiplicative interaction of an active forget gate [8]. 

 

 
Fig 1. An example of an RNN being used to predict a sequence of 

characters [8] 

      We can see from the figure 4, a RNN as a character level 

model, where the goal is to predict the next character of the 

word at e ach time stamp. Notice that the input is a vector of 4 

elements, this is because the vocabulary the model can use 

contains 4 different possible characters: h, e, l, o. The model 

can only understand numeric data so the characters are 

converted using one hot encoding. So the model can distinguish 

letters by checking where the “1” is in the input vector. In our 

example: 

 
1
0
0
0

= "ℎ” , 

0
1
0
0

= "𝑒", 

0
0
1
0

= "𝑙", 

0
0
0
1

= "𝑜"  

 

      Our output also has a vector of 4 elements and it works 

similarly to the input with the only difference being that instead 

of returning a binary digit for each element it returns a score 

which acts as a prediction for which character the model 

thought should come next. Notice that the numbers highlighted 

in green represent what the output should’ve been and so the 

RNN uses the loss function and gradients to incentivise the 

scores of the correct characters to become higher and the scores 

of the wrong characters to become lower [8].   

 

 

 
Fig 2. LSTM Autoencoder working principle to detect anomalies [9] 



 

 

As we can see in figure 5, once we’ve created an LSTM 

autoencoder model that can predict data points in the future we 

can define an anomaly as an observation that deviates from the 

norm of the data as set by a certain threshold [9]. The threshold 

can be set as a selection point to determine how much an 

observation deviates from the norm. Anomalies are defined as 

observations that exceed the threshold [9]. 

B. Temporal Convolutional Networks 

Given a time series 𝑋, where each point 𝑥𝑡 ∈ 𝑅𝑚 is a vector 

representing the input variables at time step 𝑡. A prediction 

model attempts to forecast the future 𝑙 values given a window 

of length 𝐿 of previous time series values as input variables 

[10]. So to forecast the next 𝑙 values of an input time series, a 

temporal convolutional network can be trained. After training 

the Temporal Convolution Network (TCN) model on a normal 

time series, the residuals between the predicted values and the 

real values are obtained, and a multivariate Gaussian 

distribution model is fitted [10]. The prediction errors are then 

utilized to determine the likelihood of anomalous points in the 

test time series. 

TCN have piles of casual convolutional networks that ensure 

that the TCN model doesn’t scan values in the future, which in 

turn encourage the model to make prediction instead of 

‘cheating’ [11]. TCNs also have residual connections(which 

also increase the models stability) and dilated convolutions to 

help the model remember information it saw in the past [11]. 

A 1-dimensional convolution can be expressed mathematically 

as follows [11]: 

 

𝑔[𝑖] = ∑ 𝑓[𝑖 + 𝑑 ∙ 𝑙]ℎ[𝑙]𝐿
𝑙=1    

 

Where 𝑔[𝑖] and 𝑓[𝑖] are the output and input respectively [11]. 

The TCN has two major constraints: the network's output 

should be the same length as its input, and the network may only 

use information from previous time steps [10]. To meet these 

temporal criteria, TCN employs a 1-D fully-convolutional 

network design, in which all convolution layers are the same 

length, with zero padding to ensure that higher layers are the 

same length as preceding ones [10]. 

One paper proposed using not only a TCN but also a gaussian 

mixture model in conjunction with the convolutional network 

as seen in figure 3 [12]. The Gaussian mixture model (GMM) 

is a weighted linear combination of numerous Gaussian 

components that is frequently used to handle the problem of 

data with various distributions [12]. GMM may be used to 

simulate intricate structures and can seamlessly approximate 

the density distribution of any forms [12]. We can see an 

example of this figure 6.  

 
Fig 3. TCN with GMM [12] 

Using a sliding window, samples of datasets are taken from 

time series, and the dataset is partitioned into training and 

testing datasets in a 1:4 ratio [12]. Then we undertake 

supervised TCN training using focal loss and centerloss [12]. A 

basic cross-validation approach is utilized to verify the model's 

performance during the training phase [12]. 

C. Multi-Layer Perceptron 

      The most popular and widely used kind of neural network 

is the multilayer perceptron. The signals are typically sent 

inside the from input to output in a single direction. There is no 

loop, and each neuron's output has no effect on the neuron itself. 

This design is known as feedforward. Additionally, there exist 

feed-back networks that, thanks to reaction links within the 

network, are capable of transmitting impulses in both ways. 

These networks have a lot of power and may be highly intricate. 

They are dynamic, always altering until the network finds an 

equilibrium state, and with each change in input, a new 

equilibrium is sought. Non-linear activation functions are 

precisely where the multilayer perceptron's power lies. Except 

for polynomial functions, almost every non-linear function may 

be utilized for this. 

      Usually, learning networks is accomplished under 

supervision. L earning generally relies on the reduction of 

misclassification between the results of the model and the 

expected outputs. This suggests a back propagation via a 

network that is analogous to learning. For this reason, back-

propagation is the term for algorithm learning. 

II. METHODOLOGY 

A. Dataset 

The data studied contains pump sensor readings for some 

unknown manufacturing industry. It  contains time-series data 

with sensor readings sampled every minute, moreover it has 

labelled instances where the machine was either broken, 

normally working or under repair. The machine contains 

precisely 7 instances where the machine was broken.  The goal 

was to feed our machine learning models a sequence of input 

sensor data and with this our models had to make a prediction 

on whether or not the machine would breakdown. Where “1” 

represents a breakdown will occur in the output window and 

“0” representing the machine will work normally.     

      The study compared three models: Temporal Convolutional 

Network(TCN) and Long Short Term Memory(LSTM) and 

Multi-Layer Perceptron(MLP) models to make these 

predictions.  

B. Data preparation 

Our input window was 60 minutes of data. And the output 

window in this case were predictions for the next 24 hours.  

Again this was is easy to prepare because data samples were 

taken after exactly one minute. Next we create a helper function 

to check if the machine broke in window after the input 

window. So a 1 represented the machine did break and a 0 

represented the machine didn’t break. We also used this helper 

function to make sure that the machine was working normally 

during the input window, because we obviously don’t want the 

machine to have been broken during the input window. With 

this we can create as much training data as we want by 



 

 

randomly picking any starting point for the input window, 

because we can check if the input window is valid with our 

helper function. If it isn’t valid we simply pick another random 

starting point until we find valid input windows. 

 

1) Training and Testing data:  

LSTM and TCN models need a sequence of data points as 

inputs to make predictions. In our case, the sequence of data 

points is the pump sensor readings. Our chosen 

sequence/window length is 100, so there were 100 sequentially 

different data points for each sensor reading fed into the models 

to make one prediction. Put differently, 100 minutes worth of 

input data is fed into the models to predict if a breakdown will 

occur in the next 30 minutes.     

      So for the LSTM and TCN models the training and testing 

data had to be reshaped into a 3D array in the format (total data 

points, sequence length, number of sensors). The training and 

testing data were 3D arrays.    

 

LSTM model: 

 

The input of the LSTM model took the shape (batch size, 

sequence length, number of sensors). And the output of the 

LSTM model was passed to a neural network with the output of 

the neural network having just one node because we were trying 

to solve a binary classification problem  

 

TCN model:  

 

The input of the TCN model took the shape (batch size, 

sequence length, number of sensors). And the output of the 

TCN model was passed to a neural network with the output of 

the neural network having just one node because we were trying 

to solve a binary classification problem  

 

MLP model: 

 

Unlike the LSTM and TCN model the MLP model takes a 1D 

array so what we did was flatten the sequence length and 

number of sensors before passing it into the model. The output 

also contained just one node to make a binary prediction.  

 

C. Tools and Software 

      The implementation of the algorithms will be done using 

Python this is because Python has various data science 

frameworks and libraries such as Tensorflow, Keras, PyTorch, 

and Sci-Kit that we can use to implement our 

algorithms/models. This study used Google Collaboratory, a 

cloud computer offered by google that allows users to write and 

run Python code in a web browser. Furthermore, Google 

Collaboratory already comes pre-installed with a vast majority 

of data science frameworks/libraries needed to implement our 

algorithms. And last but certainly not least, we can exploit the 

use of their free GPU to train the models. 

      The data will conveniently be collected from Kaggle here. 

It contains pump sensor for some unknown manufacturing 

industry. It of course contains time-series data, and moreover it 

has labelled instances where the machine was either broken, 

normally working or under repair. 

 

Below are the Google Collaboratory system specifications used 

for the experiments: 

 

 
Figure 4 RAM and Disk space from Google colaboratory premium 
subscription 

 

 
Figure 5 GPU specs from Google Collaboratory premium subscription 

 

 
Figure 6 CPU and System specs from Google Collaboratory premium 
subscription 

D. Model building 

      As we can see from Fig 1, the study uses two LSTM layers 

and one dense layer for our output. The first LSTM layer had 

100 units and the second LSTM layer had 50 units. The dense 

layer had 1 neuron, being treated as a classification problem. 

The input to the LSTM was a window of 60 for the 50 sensor 

readings. The LSTM had 90651 tunable parameters. 

 

 
Figure 7 LSTM architecture 

https://colab.research.google.com/?utm_source=scs-index
https://www.kaggle.com/datasets/nphantawee/pump-sensor-data
https://colab.research.google.com/?utm_source=scs-index


 

 

Figure 2 shows the architecture of the TCN model. One TCN 

was used, and similar to the LSTM its input contained a 2D 

array: a window of 60 samples for the 50 sensor readings. The 

TCN model had 148865 trainable parameters. 

 

 
Figure 8 TCN architecture 

      Figure 3 shows the architecture of the MLP model, which 

uses three dense layers. The first layer had 200 neurons, the 

second had 40 and finally the last layer had one neuron because 

this is a classification problem.  All in all, the MLP model had 

608281 trainable parameters. 

 

 
Figure 9 MLP architecture 

E. Assessment metrics 

 

We needed a system that can predict a breakdown sometime in 

the future by feeding the system a sequence of time-series data.   

Common metrics for evaluating the performance of anomaly 

detection algorithms include calculating the precision, 

precision and F1 which are all metrics derived from a confusion 

matrix [13]. The confusion matrix contains counts of samples 

categorised as True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN) [13]: 

 

        𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
   

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
   

 

 

𝐹1 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

      To calculate the confusion matrix our test data will have to 

be labelled in two distinct classes: Normal data vs Anomalous 

data [13]. 

      To evaluate predictive maintenance we use the Precision, 

Recall, and F1 scores which are common metrics because they 

evaluate the models’ ability to predict machine failure and not 

create false alarms [1].    

 

III. TESTING AND RESULTS 

 

Confusion matrix 

𝐿𝑆𝑇𝑀1000 𝑒𝑝𝑜𝑐ℎ𝑠  𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 = [
938 7
15 40

] 

𝑇𝐶𝑁1000 𝑒𝑝𝑜𝑐ℎ𝑠 𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 = [
941 4
14 41

] 

𝑀𝐿𝑃1000 𝑒𝑝𝑜𝑐ℎ𝑠  𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 = [
939 6
47 8

] 

 

 

 
Table 1 Evaluation after 1000 epochs 

Model Precision Recall F1 Training 
time 

LSTM 0.851 0.727 0.784 106.49 
seconds 

TCN 0.911 0.745 0.820 155.54 
seconds 

MLP 0.571 0.145 0.232 60.51 
seconds 

IV. DISCUSSION 

      The study shows that the LSTM and TCN models 

outperform the MLP models when comparing the F1 score. We 

use the F1 score as the deciding metric because it takes into 

account the precision and recall.  

      When comparing the LSTM and TCN against each other, 

the TCN(0.820) perform slightly better than the LSTM 

model(0.784). However, the LSTM model only trained for 

about 2/3 amount of time compared to the TCN. 

      The LSTM and TCN models performed well on the training 

data but when given the test data their performance drops a bit. 

This is most likely due to overfitting. The models are probably 

learning to predict certain breakdowns/anomalies but they are 

unable to generalize sufficiently to predict other types of 

breakdowns. In other words, the warning signs for certain 

breakdowns/anomalies are different for others.    

V. CONCLUSION 

      We looked at how we can format a dataset from an 

industrial plant and use it to predict when the machine will have 

a breakdown 24 hours in advance. We compared three machine 

learning models, the LSTM, TCN and MLP and saw that the 

TCN outperformed the LSTM which is commonly believed to 

be the go-to model to make predictions on temporal data. For 



 

 

future work, it will be interesting to see how these models 

perform on a multiclass dataset.  
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Abstract— Fossil fuels, widely used to produce electricity and 

power industries, have significantly increased greenhouse gas 

emissions and led to current global warming. Many countries 

now allocate considerable resources to Renewable Energy 

Sources (RES) to produce clean electricity because of the 

adverse effects of these fossil fuels on the climate. Solar energy 

is currently one of the most naturally abundant renewable 

energy sources. Despite being cost-free, solar energy has always 

been unreliable. The Photovoltaic (PV) panels trap the radiative 

energy released by the sun, which is expressed in Watts per 

square meter ( �����/�� ). This solar radiation is highly 

stochastic. It fluctuates during the day before going away 

entirely at night. This study used Multilayer Perceptron (MLP), 

a deep learning model, to forecast solar radiation at five 

different horizons: five, ten, fifteen, thirty, and sixty-minute 

intervals. The model was trained with two years of 

meteorological data collected from Johannesburg. The best 

result was when data collected at five minutes intervals was used 

to train the model. The model recorded a normalized Root Mean 

Square Error (nRMSE) of 3.25%. This MLP performance was 

compared with the results obtained using the SVR model. The 

best result obtained using the SVR model was 6.26. It is 

suggested that utilizing this model would make it easier for solar 

plant operators to predict how much solar energy will be 

produced at different times of the day. This information will aid 

in planning failsafe outcomes during cascading solar irradiance, 

which negatively impacts the electrical energy supply to the 

power grid. 

Keywords— Deep Learning, Multilayer Perceptron (MLP)), 

Support Vector Regression (SVR), Solar irradiance, Prediction, 

Time Intervals. 

1. INTRODUCTION 

Industrialization depends a great deal on electricity. After the 

first industrial revolution's advancements, the world's 

economy would have stagnated without electricity [1]. The 

commercialization of electricity propelled the second 

industrial revolution, which remained crucial during the third 

industrial revolution, which was ushered in by developments 

in Information and Communication Technology (ICT). 

In the current fourth Industrial Revolution (4IR), Artificial 

Intelligence (AI) and any devices that use its technology 

depend on electricity [2]. For several years, many nations 

have relied on producing electric power from fossil fuels 

because of the significance of electricity to the development 

of the global economy [3],[4]. Presently, there is an upsurge 

in the production of electrical power from Renewable Energy 

Sources (RES) to minimize the effects of fossil fuels on the 

climate. Due to their minimal environmental impact, RES are  

 

 

typically considered a clean energy source [5]. However, 

even though most RES are free and naturally abundant, their  

unpredictability makes them unattractive to consumers at 

various levels [6]. For instance, it is well known that solar 

radiation varies throughout the day until finally falling to zero 

at night. Photovoltaic (PV) or solar panels primarily use this 

solar radiation to harvest and convert it into electrical energy. 

The unit of measurement for solar irradiance.  �	

�/�. It 

is essential to predict solar radiation accurately because it 

gives solar farm engineers an idea of how much electricity 

will be produced. They can use this information to assess how 

much energy needs to be safely delivered via the power grid 

to satisfy customers' demands. Also, with this information, 

they will arrange for backup if the estimated electricity is less 

than the quantity needed to prevent power outages. Several 

techniques are now being used to forecast solar radiation. 

Predictive models come in statistical and Artificial 

Intelligence (AI)-based methods. The accuracy of prediction 

techniques based on AI has increased over time.  

In this paper, the Multilayer Perceptron (MLP), a deep 

learning model, was employed to forecast solar radiation for 

the electrical energy production of PV cells. Because their 

accuracy rises with the increasing size of the training dataset, 

deep learning models typically outperform classical machine 

learning models [7]. This behavior differs from most 

conventional machine learning algorithms, which typically 

overfit when the input data reaches a certain level.  

The data for the MLP model used in this study were collected 

from meteorological weather data for Johannesburg that was 

made accessible on Solcast [9]. Error metrics such as the Root 

Mean Square Error (RMSE) were used to assess the model's 

performance after training at five different time intervals. 

Regression plots, which show how the data fit into the model, 

were also used to illustrate the models' performance. 

Some of the similar works the authors reviewed are listed in 

the next section. The methodology is covered in Section 3. 

The results obtained from the simulations are presented in 

section 4. The paper's contribution to the field of solar energy 

forecasting is discussed in the conclusion section. 

2. RELATED WORKS 

Similar to how temperature varies by region, the location 
of solar plants is crucial in determining the pattern of solar 
radiation. It explains why the models' accuracy relies so 
heavily on the data gathered from the location. The nature of 
the input parameters of the training data is an additional factor 



that affects the models' accuracy. Additionally, the data 
collection horizons or time intervals impact how accurately 
the models forecast the future. For example, data acquired at 
shorter intervals produce more accurate forecasts than data 
collected at longer intervals. This is primarily due to the 
intermittent, brief fluctuations in solar radiations. As a result, 
data taken at longer intervals may not reflect the radiation 
pattern as precisely as those collected at shorter intervals. 
Overall, the studies reviewed in the literature demonstrate that 
algorithms for estimating solar irradiance based on AI 
outperform those based on conventional statistical techniques. 

 For example, a 2016 study conducted in Paris utilized 
sunshine duration as the sole input parameter. The study was 
conducted to estimate hourly solar radiation using machine 
learning methods such as Artificial Neural Networks (ANN), 
Support Vector Regression (SVR), Nave Bayes, and 
Autoregressive Inference Moving Average (ARIMA) [10]. 
The models' outcomes demonstrated that ANN outperformed 
the others. They used the normalized Root Mean Square Error 
(nRMSE) as an evaluation measure. Some researchers in 
Indonesia used temperature, sunshine duration, and historical 
solar radiation as training datasets to forecast solar irradiance. 
They used the Multiple Linear Regression (MLR) and 
Extreme Learning Machine (ELM) models for their 
experiment [11]. They gathered training data over five years. 
Their findings demonstrated that the ELM model 
outperformed the MLR model. Additionally, Extreme 
Gradient Boosting (XGBoost) exceeded Random Forest (RF), 
and Artificial Neural Networks (ANN) in another experiment 
carried out by researchers in India [12]. 

Before the authors discovered a gap in utilizing the MLP 
model to estimate solar radiation using data acquired from 
Johannesburg meteorological information, several previous 
comparable works were evaluated 
[13],[14],[15],[16],[17],[18],[19]. The gap from the available 
literature points that solar farm engineers may successfully 
handle the issues brought on by variations in solar radiation in 
electrical energy generation by using the MLP model in solar 
power forecasting. 

3. METHODOLOGY 

Data for the experiment were collected from Solcast's 
weather reports for Johannesburg [9]. The data were gathered 
at five different time intervals. After data cleansing and 
preprocessing, the data were ready for use in training the 
models. Datasets for training and testing were obtained by 
splitting the total data after preprocessing and scaling. Eighty 
percent of the entire data constitutes the training datasets. The 
model's code was developed using the Python programming 
language. Only the historical solar radiation was employed as 
an input parameter because the models are time series. The 
epochs were set to 100 during the MLP model fitting, and the 
batch size was 32. The model run in three (3) timesteps. The 
Adam optimizer and Rectified Linear Unit (ReLU) activation 
function were also applied to eliminate model overfitting and 
obtain optimal outcomes. To display its performance, the 
model automatically generated regression plots. Figure 1 
shows the general process or methodology to train the model 
using input data collected at five intervals.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: A chart illustrating the procedure for predicting solar irradiance using 
the MLP and SVR models. 

Brief Description of the Models 

3.1 Multilayer Perceptron (MLP) model  

The MLP is a deep artificial neural network. It is made up of 

many perceptrons. They consist of an input layer to receive 

the signal, an output layer to decide or forecast based on the 

input, and any number of hidden layers that make up the true 

computational engine between the two [20]. A series of input-

output pairings are used to train multilayer perceptions, which 

then learn to represent the dependencies between those inputs 

and outputs. Training involves tampering with the model's 

parameters, weights, and biases to reduce errors. 

Backpropagation is used to manipulate the bias and weight to 

minimize the training error, and the Root Mean Square error 

(RMSE) is one approach to measure the error [21]. MLPs and 

other feedforward networks primarily entail two motions: a 

continuous back and forth (forward and backward passes). 

3.2 Support Vector Regression (SVR) model 

SVR is a kernel-based machine learning model. Support 

Vector Machines, a machine learning model used for data 

classification on continuous data, expanded the regression 

function known as Support Vector Regression (SVR) to 

encompass all regression functions [22]. SVRs, a collection 

of connected supervised learning algorithms for pattern 

recognition, regression, classification, estimation, and 

operator inversion, are utilized for complicated regression 

problems. It has shown great success when applied to time-

series prediction tasks [13]. 

Start 

Data collection at five different 

time intervals  

Splitting the preprocessed data into training and testing 

datasets 

Designing of the MLP and SVR models for fitting 

Separately fitting the MLP and SVR models using 

historical data obtained at five different intervals 

Graphical Visualization of the performance of the model. 

Recording the prediction errors 

End 



3.3 Evaluation Metrics 

Evaluation metrics produce models' performance, record 
prediction errors, and evaluate the effectiveness of machine 
learning algorithms. It calculates the discrepancies between 
the values of expected and predicted. They also show how 
well the predicted and actual values fit during training. The 
expected and actual solar radiation errors are measured after 
the model's training. In this study, the Root Mean Square Error 
(RMSE) metric was used to determine the performance of the 
two models after each simulation. The coefficient of 
determination (R²), which ranges from zero to one, expresses 
how accurately a model forecasts solar radiation. The R² is the 
percentage of variation in the dependent variable that the 
model predicts. A coefficient of determination value close to 
100% denotes that the model is very efficient for the task, 
whereas a value close to 0% implies that it is not. A 
mathematical expression demonstrates how these metrics are 
calculated automatically by the model. Equations (1), (2), and 
(3) show the computation of the coefficient of determination, 
Mean Absolute Error (MAE), and RMSE values. 

R² = 1 - 
���

���
                                                                     (1) 

Where, 

 RSS = sum of squares of the residuals 

TSS = total sum of squares. 

Mean Absolute Error, MAE = �1
�� � ∑ |��� � ��|. 
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4. RESULTS AND DISCUSSION 

This section presents the performance of the MLP and SVR 
models after training. The actual or observed solar radiation 
values used during training are plotted against the predicted or 
forecasted values to graphically illustrate the model's 
performance. A good fit means that the data cluster along the 
regression lines of the plots. 

4.1 Results from the MLP model trained with data 
collected at five different time intervals. 

 Fitting the MLP model involved setting the epochs at 100 
and the batch size at 32. Adam optimizer was used, while the 
activation function was Rectified Linear Unit (ReLU).   The 
regression plots visualize the model's performance, as 
indicated in the methodology. Figures 2a, 2b, 2c, 2d, and 2e 
show the graphs generated by the model after fitting it 
separately with data obtained at five different time intervals 
over two years. 

(a) 

 

(b) 

 

(c) 

 

 

 



(d) 

 

(e) 

 

Fig. 2: Plots of the performance of solar radiation forecasting using the MLP 
model trained with historical data collected at five different time intervals. 
Figures 2a, 2b, 2c, 2d, and 2e represent the regression plots obtained after 
training the model with historical data obtained at 5-minute, 10-minute, 15-

minute, 30-minute, and one-hour intervals, respectively. 

The regression plots in figure 2 indicate that the data points 
clustered more along the regression lines when training the 
model with historical data obtained at five minutes intervals. 
As the time intervals of training datasets widen, the regression 
plots continuously present regression lines that are not well-
fitted with the data points. Table I shows the values of error 
metrics recorded after training the MLP model. It shows that 
the prediction errors increase as training involves using data 
having longer time intervals. For instance, the RMSE error 
obtained when the model was trained with data obtained at 5-
minute intervals is lower than that obtained at 10-minute 
intervals. The same can be observed for the Mean Absolute 
error (MAE). However, with the coefficient of determination, 
the values decreased with increasing time intervals, indicating 
that a good fit is closer to a value of 1. 

Table I: The performance metrics of the MLP model 

Horizon of 

Prediction 

Error Metrics 

MAE  R² RMSE nRMSE(%) 

5-minute 9.78 0.9983 15.32 3.25 

10-minute 22.84 0.9910 32.64 6.80 

15-minute 35.28 0.9767 52.75 11.00 

30-minute 51.88 0.9550 73.47 15.88 

1-hour 67.97 0.9136 96.95 23.00 

 
 

4.2 Results from the SVR model trained with data 
collected at five different time intervals. 

Fitting the SVR model involved training the model one after 
the other with the data obtained at five different time 
intervals. The regression plots are to visualize the model's 
performance, as indicated in the methodology. Figures 3a, 3b, 
3c, 3d, and 3e show the graphs generated by the model after 
fitting it separately with data obtained at five different time 
intervals over two years. 
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Fig. 3: Plots of the performance of solar radiation forecasting using the SVR 
model trained with historical data collected at five different time intervals. 
Figures 3a, 3b, 3c, 3d, and 3e represent the regression plots obtained after 
training the model with historical data obtained at 5-minute, 10-minute, 15-
minute, 30-minute, and one-hour intervals, respectively. 

The regression plots in figure 3 indicate that the data points 
clustered more along the regression lines when the model was 
trained with historical data obtained at five minutes intervals. 
With the widening time intervals of training datasets, the 
regression plots continuously present regression lines that are 
not well-fitted with the data points. Table II shows the values 
of error metrics recorded after training the SVR model. It 
shows that the prediction errors increase as training involves 
using data having longer time intervals. For instance, the 
RMSE error obtained when the model was trained with data 
obtained at 5-minute intervals is lower than that obtained at 
10-minute intervals. The same can be observed for the Mean 
Absolute error (MAE). However, with the coefficient of 
determination, the values decreased with increasing time 
intervals, indicating that a good fit is closer to a value of 1. 

Table II: The performance metrics of the SVR model 

Horizon of 

Prediction 

Error Metrics 

MAE  R² RMSE nRMSE(%) 

5-minute  23.34 0.9937 29.45 6.26 

10-minute 33.36 0.9843 43.11 9.00 

15-minute 46.74 0.9690 60.96 12.74 

30-minute 79.48 0.9196 98.28 21.26 

1-hour 127.79 0.7753 156.29 37.09 

Records from Tables I and II show that the prediction errors 
obtained in fitting the MLP and SVR models with data 
obtained at five minutes intervals produced the least errors. 
The prediction errors increase gradually as the models' 
training involves data obtained at longer intervals. This was 
because solar radiation is characteristically stochastic. 
Overall, the RMSE obtained at five minutes intervals of 
training data with the MLP gave the nRMSE of 3.25. This is 
the best result obtained from the experiment conducted. The 
chart in figure 4 illustrates the comparison between the 
prediction errors obtained when training the models with 
datasets obtained at five different time intervals.   

 

Fig. 4: A chart showing the nRMSE values obtained after training the MLP 
and SVR models with data collected at five different time intervals. 

 
5. CONCLUSION 

Stable electrical power production from solar energy requires 
reliable solar radiation. Sadly, solar radiation is inherently 
very stochastic. In order for solar farm engineers to plan for 
failsafe results during cascading drops in solar radiation, 
reliable prediction of the patterns of solar irradiance is the 
efficient way to generate solar power to satisfy consumers' 
demands at various levels. There are numerous techniques 
used to forecast solar radiation. Some of these techniques, 
particularly those using machine learning, are effective. 
However, the predictive models' accuracy still must be 
increased for improved efficiency. 

In this study, the deep learning time series model MLP was 
utilized to accurately predict solar radiation using historical 
training datasets independently collected from Johannesburg 
city at five different time intervals. The simulation results 
demonstrated that the MLP model performed better than the 
SVR model, a traditional machine learning model. When the 
model was trained using data gathered at five minutes, the 
RMSE value was 3.25%. It represents a tremendous 
improvement. It is recommended that utilizing this model to 
estimate fluctuations in solar radiation would help make plans 
for producing dependable electricity that would satisfy 
consumers' demands at various levels. 
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Abstract—In the Southern African Development 

Community (SADC), transmission lines facilitate power utilities 

in distributing a considerable amount of electricity from 

generation stations to end users. Long conductors used in 

transmission lines can cover great distances. However, they are 

susceptible to various environmental and weather conditions 

which can have adverse effects such as power outages, and 

equipment malfunctions, posing a serious threat to the 

reliability of the system. Hence constant monitoring of the 

performance characteristics of this system is crucial. The main 

objective of this work is to propose an Artificial Intelligent (AI) 

based technique, which is the Artificial Neural Network (ANN) 

to detect and classify faults on a transmission line. In contrast to 

the most common approach viz. the protective relay system, a 

five-layer feed-forward-back propagation neural network 

architecture is proposed in this work to detect and classify faults 

on a 230kV transmission line system. A set of 12 fault conditions 

have been predefined viz. No fault, AB, AC, BC, ABC, AG, BG, 

CG, ABG, ACG, BCG and ABCG conditions. The results 

indicate that the proposed ANN approach with Levenberg-

Marquardt (LM) algorithm, 5-Layers and TANSIG transfer 

function yield an output of 0.8927, 0.8882, 0.905 and 0.8938 in 

the training, validation, testing and overall accuracy 

respectively. To corroborate these results, a comparative study 

of the proposed network and other neural networks was also 

carried out. 

Keywords— Southern African Development Community 

(SADC), transmission line, faults, artificial neural network 

(ANN), Levenberg-Marquardt (LM) algorithm 

I. INTRODUCTION  

The sudden and unexpected failures of power system 
infrastructure in the Southern African Development 
Community (SADC) may be caused by the rising demand for 
electrical energy in almost every area of the economy. 
Protection relays that can identify and isolate faulty system 
sections and components in real time must be provided to 
maintain continuity in the delivery of electric power [1]. A 
power system facility is made up of numerous cooperating 
parts. Therefore, it is impossible to rule out the possibility of 
a defect or short-circuit. The system may suffer damage to 
crucial system components and other key system equipment if 
a short circuit current is allowed to flow continuously [2]. The 
demand for high-speed fault detection on power system 
infrastructure, more specifically transmission lines, is 
increasingly moving away from electromechanical and solid-
state relaying devices that primarily rely on voltage and 
current ratios as well as phase comparison of sinusoidal 
quantities. There are Shunt faults in transmission lines, 
namely symmetrical (balanced) and unsymmetrical 

(unbalanced), with a likelihood of 95% to 98% for 
unsymmetrical faults [2]. 

The percentage contribution of various fault occurrences 
in the power system can be tabulated as shown in TABLE I.  

TABLE I.  FAULT OCCURRENCE  

Fault Types Occurrence (%) 

Line to Ground (L-G) 70-80% 

Line to line (L-L) 8-10% 

Double Line to Ground (LL-G) 10-17% 

3-phase 2-5% 

 

Modern power system facilities strongly require 
instantaneous fault detection to improve transient stability. 
One cannot overstate the importance of creating and 
implementing an intelligent fault monitoring system that is 
capable of detecting faults on the transmission lines as the 
conventional electric grid system gradually gives way to the 
concepts of the smart grid system [3]. The selection of digital 
technology for power system protection has allowed for the 
realization of quick decision-making for system problem 
detection and resolution [4]. The deployment of digital relays 
for power system protection has increased as a result of this 
development in digital technology [5]–[7]. The construction 
of a quicker and more reliable method of identifying the 
various fault types happening in the system by employing a 
robust and reliable algorithm has become necessary due to the 
rapid expansion of the electric power system in both 
complexity and expanse [8]. The ANN-based relay-based 
transmission line protection technique presented in [9] and 
[10] has substantial drawbacks that restrict how well it can 
operate and react to a specific transmission line. As a result, 
modifications to the transmission line's characteristics would 
necessitate repeating the ANN training process, reintroducing 
the major constraints of those methods. 

Because of the 230kV transmission line's size and 
dimensions, the effectiveness of the fault detection 
mechanism in the power system becomes crucial. 
Furthermore, it is imperative to create and implement an 
intelligent fault monitoring system that is capable of 
accurately identifying faults on transmission lines given the 
ongoing transition from the conventional electric grid system 
to the principles of the smart grid system. 

The following sections make up this work: Section II gives 
an overview of the fundamental principle of ANN and studies 
power system modelling. Section III presents the results of the 



ANN development,  training and testing for the selected 
algorithm. Section IV provides the study's conclusion. 

II. ANN AND POWER SYSTEM MODELLING 

A. The fundamental principle of ANN 

In the last few decades, the artificial neural network has 
been regarded as a significant component of artificial 
intelligence due to the introduction of the back-propagation 
algorithm, which allows the adjustment of network hidden 
layers of neurons under supervised network training. Some of 
the outstanding features of the artificial neural network (ANN) 
include nonlinear mapping, parallel processing, online and 
offline learning propensity, and nonlinear mapping. An 
artificial neural network is highly helpful for applications 
involving power systems due to the viability of offline data 
training. ANN can be used to prevent the false tripping of 
distance relays caused by overreach or underreach faults [8]. 

Transmission line fault detection using ANN with 
improved zone-reaching capabilities was presented in [9]. A 
3-phase transmission line module was used as an experimental 
configuration for the implementation of an ANN fault 
detection algorithm [10]. A pattern-based ANN technique was 
given in [10] for reducing the influence of fault resistance on 
distance relays. The network was found to be able to adapt to 
changes in the power system network after intense training 
using a variety of fault patterns. In this work, the authors used 
the feed-forward back-propagation neural network for fault 
detection on a three-phase transmission line shown in Fig. 1. 

 

Fig. 1. Transmission line (230kV).  

The corresponding technical specifications of the 
conductors for this transmission line are tabulated in TABLE 
II.  

TABLE II.  TECHNICAL SPECIFICATION OF  CONDUCTORS 

Conductor Type  TACSR/AC 610 mm2 

Stranded wires component  Al 53.9/3.78, AC 6.9/3.78 

Conductor area 691.8 mm2 

Conductor diameter 34.20 mm  

Weight 2,198 kg/km  

Ultimate Tensile strength  180,000 N 

Modulus of elasticity  71.8 kN/mm2 

Coefficient of linear expansion  20.6 × 10-6/°C  

Maximum working tension  Less than 72,000N  

DC resistance at 20°C  0.0458 ohm/km  

 

A fault must be found in two steps: first, it must be 
identified when an excessive amount of fault current flows 
through the line, and second, it must be cleared by using the 
circuit breaker. After detecting a breakdown on the 
transmission line, it must also swiftly determine the type of 
faulty fault. The training data set is the only one that the ANN 
model will utilize [11]. 

Advantages 

• Data storage over the entire network 

• Machine learning capabilities through training 

• Faster when detecting faults 

• Offer smart protection to the system 

• Tolerance for mistakes 

Although the technique that ANN programming has 
numerous benefits, it also has several very complex 
drawbacks. The decision about the type of network, the 
network's architecture, the termination standards, etc. are 
some of the crucial elements. The Back Propagation Neural 
Network (BPNN) uses feedback from the output to the input 
to evaluate how the weight values should change. By starting 
from the previous step and computing the error backwards, the 
error for each iteration and each point is determined [12]. The 
weights used in the neural network's back-error- propagation 
algorithm are selected at random, and they feed back a pair of 
inputs to produce the output. The method is repeated for every 
possible combination of inputs and outputs accessible in the 
developer's training data set after updating the weights with 
the new ones after each step. This method is continued until 
the network converges for the specified goal values for the 
specified level of error tolerance [12]. The error in each 
iteration of the proposed algorithm is calculated using the 
Mean Square Error (MSE) method. By using the optimal 
weights at every stage, the ANN's learning rate can be 
accelerated [13]. A considerable portion of the system 
network could be disconnected from the electric power supply 
because of relay and circuit breaker malfunction. 

B. Proposed project design 

Fig. 2 below shows the flowchart of the project setup of 
the ANN method on the transmission line for fault detection 
and classification. The faults are simulated. Then the faulty 
voltage and current value of 11 types of fault conditions will 
be stored. These values will be used as the ANN input for fault 
detection and classification. 

 

Fig. 2. Project setup.  



A 230kV transmission line system is designed using the 
MATLAB/Simulink platform as shown in Fig. 3. Using a 
mathematical calculation and MATLAB programming, the 
faults are generated between bus 7 (B7) and circuit breaker 1 
(CB1) 11 different types of fault conditions are simulated on 
the system, which includes line-to-ground (a-g, b-g, c-g), line-

to-line (a-b, b-c, a-c), double line-to-ground (a-b-c-g), triple 
line-to-ground (a-b-c-g), three-phase (a-c-b-c), and no fault. 

 

 

 

Fig. 3. Transmission line model. 

The faults are simulated for 145 seconds, one after the 
other. The reason for simulating these faults in this manner is 
for data acquisition, we need as many data points as possible 
to train the ANN network. When a fault occurs on the line it 
causes an undesired voltage to drop and the current to rise. 
Fig. 4, shows the block diagram where all the faults are 

simulated and the voltage and current of each phase will be 
recorded. The recorded data will be plotted on a graph, with 
Voltage vs Time and Current vs Time graph, then be displayed 
on the scopes. 

 

 

Fig. 4. Fault block simulation.  



The waveforms in Fig. 5 depict the phase voltages of each 
phase after fault simulation. Where the first waveform is the 
output waveform for phase A, the second waveform is the 
output waveform for phase B, and the third waveform is the 
output waveform for phase C. the voltage is in per unit 
because Ann works well with data values that are between 
zero and one. For the voltage in phase A the data is stored in 
the workspace as A, for voltage in phase B stored in the 
workspace as B and the voltage in phase C is stored in the 
workspace as C. 14 501 data sets are collected for each phase 
voltage. More data will quite often expand the precision of a 
defined model.  

 

Fig. 5. Voltage results waveforms. 

A fault code was created to distinguish between the 
different fault types as shown in Fig. 6.  

 

Fig. 6.  Fault code and fault types.  

For certain input values, the predefined output will be the 
values from 0 to 11. Because ANN can only recognize values, 
one cannot get an output of alphanumeric. TABLE III is a 
sample of the data used and its associated output. The data set 
is big to be displayed in this document. When the input values 
are 0.1 for phase A voltage, 0.983774 for phase B voltage, and 
0.983985 the output should be 1 and the fault type associated 
with is the ABCG fault.  

TABLE III.  SAMPLE DATA AND RESULTS 

V(A) V(B) V(C) Output value  Fault Type 

0.985 0.985 0.985 0 No-Fault 

0.1 0.984 0.984 1 ABCG 

0.982 0.1 0.983 2 AG 

 

III. RESULTS  AND DISCUSSION 

A five-layer feed-forward back propagation neural 
network architecture designed is shown in Fig. 7, with 3 inputs 
of three-phase voltage values, the hidden layers consisting of 
10 neurons each and one output layer. The training data set 
contains 14501 training input data sets for each input and one 
output for 11 faults and no-fault. A supervised learning rule 
will be used by the neural network. In the supervised learning 
rule, the neural network will be trained using the output's 
predefined values. The weights are initialized with suitable 
values. The input is then collected from training data and 
compared to the predefined output. The error is then 
calculated. The Mean Squared Error (MSE), which measures 
the amount of error in statistical data, is the calculated error. 
When the MSE is equal to 0, the data is considered error-free.  

 

 

Fig. 7. Artificial neural network architecture. 

The first step in the training process of the neural network 
is to train the data set by evaluating gradients and updating 
network weights until the network converges for a specific set 
of errors [1]. The second step is validating the data set, the 
validated data set is used by the neural during the training 
process, and the validation process error for the fully validated 
data set will be traced throughout the training process. During 
this step, the data set will only be used as inputs, with no 
output values assigned. The third stage involves testing the 
data set, which is typically not done during training.  

The validation errors rise when the neural network starts 
to overfit the provided data during validation. When the 
number of validation processes fails and rises above a certain 
value, the training process is terminated to prevent further 
overfitting of the data, and the neural network is brought back 
to the minimum number of validation errors [3]. The third 
stage involves testing the data set, which is typically not done 
during training. The third stage is where the final trained 
neural network's overall performance is evaluated. 

Since the Levenberg-Marquardt (LM) training method has 
the quickest training time, it is recommended by the 



MATLAB platform as the preferred supervised algorithm. 
Several simulations were carried out using different network 
types, different transfer functions and changing the number of 
layers of the network. The network that produced the best 
result was a five-layer neural network, using the Feed-
Forward-Back-Propagation and the TANSIG transfer 
function. The performance plot shows an MSE of 2.2405 at 
613 epochs ash shown in Fig. 8. 

 

Fig. 8. Performance plot.  

The data set that is utilized to train the ANN. After the 
neural network has been trained, its performance is evaluated 
by generating a linear regression plot as shown in Fig. 9 that 
simultaneously links the targets and outputs. How closely the 
targets of the neural network can monitor changes in the 
outputs is determined by the correlation coefficient. This 
network's overall correlation coefficient, which measures 
correlation across all variables, was found to be 0.896763, 
which is quite high.  

 

Fig. 9. Regression plot.   

TABLE IV shows a summary of other results that were 
obtained after changing a few parameters on the ANN 
architecture. When the network type is a Feed-forward back 
propagation it’s simple to change the number of layers and 
observe the MSE. But when the number of layers was 
increased to no results were obtained, the network gave a 

message of Gradient reached no simulation cannot be 
continued. The Perceptron network type did not have the 
obtain to choose the number of layers, its MSE was fairly good 
but the training time was 1h47sec, regression plot was not 
obtained. which is why this network type was not used for this 
project. In the Radial basis network type, the number of layers 
has defaulted at 2. This network did not show any results 
hence Not available (N/A). when comparing the results of the 
trained networks. The network which showed the best results 
was the 5-layered FFBP network. When using the TANSIG 
transfer function. 

TABLE IV.  SUMMARY OF OTHER RESULTS 

Network type Layers Transfer 

function 

MSE 

& Epochs 

Regression 

results 

FFBP 2 L TANSIG 4.4814 
@epoch 858 

R = 0.81776 

5 LA TANSIG 2.240 5 
@Epoch 613 

R = 0.89382 

10 LA TANSIG N/A N/A 

Radial basis exact 2 N/A N/A N/A 

Perceptron N/A N/A 2.5171 
@Epoch 0 

N/A 

 

IV. CONCLUSION 

To detect and classify transmission line faults, an artificial 
neural network (ANN) model based on multilayer 
feedforward back-propagation has been developed in this 
study. The three-phase voltages are used as inputs to the neural 
networks in the described approach. 

The simulation results show that the suggested neural 
networks have attained adequate performance and are 
practically implementable. In this work, emphasis has been 
placed on the significance of selecting the ideal ANN 
configuration to maximize network performance. The 
application of ANN is broad enough to warrant further 
investigation. By creating appropriate intelligent procedures, 
fault detection and categorization can become naturally 
intelligent.  

REFERENCES 

[1] N. A. M. Leh, F. M. Zain, Z. Muhammad, S. A. Hamid and A. D. Rosli, 
"Fault Detection Method Using ANN for Power Transmission 
Line," 2020 10th IEEE International Conference on Control System, 
Computing and Engineering (ICCSCE), 2020, pp. 79-84, doi: 
10.1109/ICCSCE50387.2020.9204921. 

[2] U. Uzubi, A. Ekwue and E. Ejiogu, "Artificial neural network 
technique for transmission line protection on Nigerian power 
system," 2017 IEEE PES PowerAfrica, 2017, pp. 52-58, doi: 
10.1109/PowerAfrica.2017.7991199. 

[3] B. K. Sahoo, S. Pradhan, B. K. Panigrahi, B. Biswal, N. C. Patel and S. 
Das, "Fault detection in Electrical Power Transmission System using 
Artificial Neural Network," 2020 International Conference on 
Computational Intelligence for Smart Power System and Sustainable 
Energy (CISPSSE), 2020, pp. 1-4, doi: 
10.1109/CISPSSE49931.2020.9212274. 

[4] A. Elnozahy, K. Sayed and M. Bahyeldin, "Artificial Neural Network 
Based Fault Classification and Location for Transmission Lines," 2019 
IEEE Conference on Power Electronics and Renewable Energy 
(CPERE), 2019, pp. 140-144, doi: 
10.1109/CPERE45374.2019.8980173. 

[5] A. Pandey, P. S. Gadekar and C. B. Khadse, "Artificial Neural Network 
based Fault Detection System for 11 kV Transmission Line," 2021 
International Conference on Advances in Electrical, Computing, 
Communication and Sustainable Technologies (ICAECT), 2021, pp. 1-
4, doi: 10.1109/ICAECT49130.2021.9392433. 



[6] H. Khorashadi-Zadeh, "Artificial neural network approach to fault 
classification for double circuit transmission lines," 2004 IEEE/PES 
Transmision and Distribution Conference and Exposition: Latin 
America (IEEE Cat. No. 04EX956), 2004, pp. 859-862, doi: 
10.1109/TDC.2004.1432494. 

[7] E. B. M. Tayeb and O. A. A. A. Rhim, "Transmission line faults 
detection, classification and location using artificial neural 
network," 2011 International Conference & Utility Exhibition on 
Power and Energy Systems: Issues and Prospects for Asia (ICUE), 
2011, pp. 1-5, doi: 10.1109/ICUEPES.2011.6497761. 

[8] P. Ray, D. P. Mishra, K. Dey and P. Mishra, "Fault Detection and 
Classification of a Transmission Line Using Discrete Wavelet 
Transform & Artificial Neural Network," 2017 International 
Conference on Information Technology (ICIT), 2017, pp. 178-183, doi: 
10.1109/ICIT.2017.24. 

[9] M. R. Bishal, S. Ahmed, N. M. Molla, K. M. Mamun, A. Rahman and 
M. A. A. Hysam, "ANN Based Fault Detection & Classification in 
Power System Transmission line," 2021 International Conference on 
Science & Contemporary Technologies (ICSCT), 2021, pp. 1-4, doi: 
10.1109/ICSCT53883.2021.9642410. 

[10] K. S. Swarup and H. S. Chandrasekharaiah, "Fault detection and 
diagnosis of power systems using artificial neural 
networks," Proceedings of the First International Forum on 
Applications of Neural Networks to Power Systems, 1991, pp. 102-106, 
doi: 10.1109/ANN.1991.213505. 

[11] Eisa Bashier M Tayeb “Faults Detection in Power Systems Using 
Artificial Neural Network”, American Journal of Engineering 
Research (AJER), Volume-02, Issue-06, pp-69-75, 2013.  

[12] Jamil, M., Sharma, S.K. & Singh, R. Fault detection and classification 
in electrical power transmission system using artificial neural 
network. SpringerPlus 4, 334 (2015). https://doi.org/10.1186/s40064-
015-1080-x.  

[13] Thango, B.A. On the Application of Artificial Neural Network for 
Classification of Incipient Faults in Dissolved Gas Analysis of Power 
Transformers. Mach. Learn. Knowl. Extr. 2022, 4, 839-851. 
https://doi.org/10.3390/make4040042. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 



2023 SAUPEC Conference, Johannesburg, South Africa, January 24-26, 2023 

 

Internet of Things (IoT) based Microgrid System for 

Optimal Scheduling: Case Study Kadoma-

Zimbabwe 

O.C.P Munemo, B.A Thango, P.N Bokoro,  

Dept. of Electrical and Electronic Engineering Technology  

University of Johannesburg  

Johannesburg, South Africa 
217084407@student.uj.ac.za; bonginkosit@uj.ac.za; pitshoub@uj.ac.za

Abstract— The electricity demand is increasing day by day 

due to industrial growth and the rise in the living standards of 

human beings in Kadoma, Zimbabwe. Electricity generation 

cannot only be dependent on fossil fuels because of carbon 

dioxide emissions to the atmosphere, which causes global 

warming and its devastating effects. In the context of distributed 

generation, renewable energies (RE)-based Microgrids (MGs) 

could be sourced to meet the electricity demand. However, the 

unpredictable nature of RE resources may pose a significant 

risk of unavailable and/ or unreliable electricity supply. This 

paper proposes optimal scheduling by making use of Internet of 

Things (IoT) devices in the MG. The MG system comprised a 

solar farm, wind farm, battery storage system (BSS), diesel 

generator, and a residential load. The proposed decision-

making algorithm was developed using python and was 

implemented to improve scheduling in the MG system. 

Additionally, a comparison between three machine learning 

algorithms (Artificial Neural Network, Random Forest and 

Extreme Gradient Boosting) was implemented to determine the 

superior algorithm when it comes to accurately predict the 

sources to give power at a certain time to satisfy the load. The 

results indicated that the availability of electricity was enhanced 

by the use of IoTs in the microgrid.  For accuracy prediction, 

the Extreme Gradient Boosting machine learning algorithm 

outperformed the Artificial Neural Network and Random 

Forest machine learning algorithms.  

Keywords—Microgrid, Optimal scheduling, Internet of 

Things, Artificial Neural Network, Random Forest and Extreme 

Gradient Boosting 

I. INTRODUCTION  

The Internet of Things (IoT) is a developing paradigm that 
aims to link various intelligent physical components for multi-
domain modernization [1]. Sustainable development works to 
make sure that the three pillars of development environmental, 
social, and economic are all in balance. In 2015, the UN 
summit endorsed the 2030 Development Agenda and a new 
indicator framework for international collaboration to achieve 
sustainable development [2]. This agenda set forth 17 new 
Sustainable Development Goals (SDGs) [2]. The SDGs 
extend and consolidate the Millennium Development Targets 
while strengthening the environmental goals to make them 
more sustainable [2]. 

The United Nations Sustainable Development Goals 
(SDGs) give a framework for humanity to respond to a variety 
of essential challenges. Because of our growing demand for 
energy and more strict environmental quality criteria, SDG 7 
prioritizes access to clean and affordable energy. Renewable 

energy development is one strategy to attain this goal [3]. SDG 
7 aims to provide sustainable, dependable, affordable, and 
modern energy for all, accelerating decarbonization and 
reducing carbon emissions [4]. In Sub-Saharan Africa, around 
55% of people lack access to electricity. According to the 
International Energy Agency (IEA), 860 million people 
globally lacked access to electricity in 2017, with 600 million 
of those people residing in Sub-Saharan Africa [5]. Lack of 
access to electricity affects Sub-Saharan Africa's 
environment, economy, quality of education and health care 
[5]. Energy demand in Africa is predicted to rise dramatically 
because of industrialization and population development. 
Most of Sub-Saharan Africa's energy comes from renewable 
sources, but South Africa, Nigeria, Morocco, Algeria, and 
Egypt rely heavily on fossil fuels. The replacement of fossil 
fuels with renewable energy sources is a key strategy in the 
fight against climate change [7]. A microgrid (MG) is a self-
contained electrical grid made up of an energy storage system 
(ESS), loads and electrical generation, which can be 
connected to the main power grid or run independently. In 
comparison to the main grid, MG appears as a single 
component managed by control signals [8]. Wind, biomass, 
solar PV, and hydro energy are the primary sources of power 
in a MG [9]. It has been mentioned that MGs play a significant 
role in establishing universal access to electricity. However, 
difficulties must be resolved for MG electrification to attain 
its full potential [10]. MGs handle distributed energy 
resources (DERs) such as distributed generators (DGs) and 
energy storage systems. MG operators are responsible for 
efficient and reliable operation. To reach this goal, DGs must 
be generated using intermittent primary energy sources and 
demand [11]. Several works have been reported in the 
literature on MGs that use IoT for optimization purposes. The 
performance of MGs can be significantly improved using the 
Internet of Things (IoT). This is abundantly evident in modern 
MG infrastructure. From generation to consumption, the 
Internet of Things (IoT) plays a key role in the operation, 
control, and management of MGs.  

In this paper, an off-grid MG system was developed using 
the MATLAB software platform. The MG comprises a solar 
farm, wind farm, battery storage system (BSS), diesel 
generator, and a residential load. A decision-making 
algorithm was proposed to enhance the energy management 
system in the MG system based on the data sent to ThingSpeak 
(cloud) through the IoT sensors, thus, achieving optimal 
scheduling. For predicting the combination of different 
sources in the MG at a certain time which can be classified 
under the load curve, ANN, Random Forest and Extreme 



Gradient Boosting machine learning algorithms were applied. 
The accuracy of the predictions was used to determine the 
superior machine learning algorithm between the compared 
algorithms. 

II. HYBRID MICROGRID IOT ARCHITECTURE 

The MG system consists of the energy sources, a step-
down transformer, and the residential load to be met. The 
sources produce electricity to satisfy the load. The sensors 
around the sources and the load measure the power being 
produced and the demand to be met for 24hrs. The values are 
sent to the cloud server (ThingSpeak) to display the real-time 
load demand and power data from the MG's energy sources 
for 24 hours. After every 10 seconds, the sensors' data was 
uploaded to the cloud server. The proposed architecture of the 
MG system to meet the residential homes in Kadoma is shown 
in Fig 1. The MG shows the solar PV, battery energy, diesel 
generator, wind turbine and residential load. 

 

Fig. 1. System architecture [12] 

The proposed hybrid MG-IoT system comprises multiple 
power sources and the IoT sensors measure the power being 
produced by the sources and send the values to the cloud. The 
output of the sources will be visualized on the graphs in 
ThingSpeak.  

A. System flowchart 

A decision-making algorithm was implemented. Python 
language was used to develop the algorithm. Based on the load 
to be satisfied, the algorithm selected the source or sources to 
supply. When the load demand to be met is identified, the 
system will select individual or combinations of power 
sources to meet the load. TABLE I provides the individual 
sources and possible combinations of the sources. 

TABLE I.  INDIVIDUAL SOURCES AND THE POSSIBLE COMBINATIONS 

OF SOURCES 

Sources 

S1 Battery 

S2 Diesel Wind 

S3 Diesel 

S4 Wind 

S5 Battery Wind 

S6 Diesel Solar Wind 

S7 Battery Diesel 

S8 Battery Diesel Solar 

S9 Solar 

S10 Battery Solar Wind 

S11 Battery Solar 

S12 Solar Wind 

S13 Battery Diesel Solar Wind 

 

The proposed MG system consists of load L1 which 
represents the residential load. S1 to S13 represent the 
individual sources and the possible combinations of sources to 
meet the demand. The inputs to the decision-making 
algorithm are the sources. Fig. 2 shows the proposed decision-
making algorithm, which enables users to visualize the power 
sources to be delivered to the load. 

 
 

Fig. 2. Proposed decision-making flowchart 

B. Machine learning  

A comparison between three machine learning algorithms 
was implemented to determine the superior algorithm when it 
comes to predicting the sources to give power at a certain time 
to satisfy the load. The machine algorithms were ANN, 
Random Forest and Extreme Gradient Boosting algorithm. 
The possible combinations were input into the dataset. The 
data was split into 20% testing data and 80% training data. The 
classification was performed using machine learning 
algorithms, and the prediction accuracy of the techniques was 
determined. 

1) XGBoost 
XGBoost is an algorithm library for distributed gradient 

boosting that has been optimized. It provides machine 
learning techniques based on the Gradient Boosting Decision 
Tree (GBDT) architecture [13]. XGboost is developed for 
performance and speed. It aims to push boosted tree 
techniques' computational limits. The newly created tree 
continuously learns the differences between the actual value 
and the anticipated value of the current tree, and eventually 
collects the learning outcomes of various trees as the 
prediction outcomes [14]. It's faster than previous gradient-
boosting random forest implementations. It is also more 
accurate and memory efficient. XGBoost is highly efficient in 
terms of resource utilization and processing speed [15]. 

 
 



2) Random Tree 
Random forest is a well-known machine-learning 

technique that can be used to build prediction models [16]. It's 
a classification and regression tree-based ensemble learning 
algorithm. Random forest is an effective method for avoiding 
overfitting, which frequently occurs with a deep decision tree 
[13]. By using a put-back sample and randomly altering the 
predictor combinations in several tree evolutions, the model 
broadens the diversity of the decision trees. Random Forests 
are commonly employed in forecasting because they tolerate 
weak data and fit well [17]. 

3) ANN 
An artificial neural network (ANN) is a model that can 

perform tasks such as decision-making, classification and 
prediction. It operates by adopting the system of operation of 
the human nervous system [18]. The neuron activities build a 
neural network. Each neuron is connected and given a weight 
during a training phase; the sum of these weights determines 
the projected output [19]. Because it is data-driven, this 
approach needs a lot of data in order to make accurate 
predictions [20]. Three layers make up a neural network. Input 
is the first layer. It consists of the neurons that transmit 
information to the layer that is hidden. The hidden layer 
processes incoming data and passes the results to the output 
layer. It contains the weight, activation and cost functions. 

III. RESULTS AND ANALYSIS 

In section, the results and analysis of the Internet of Things 
(IoT) based Microgrid for Optimal Hybrid Energy Systems 
Scheduling: A Kadoma, Zimbabwe Case Study. Fig. 3 
illustrate the off-grid MG system that was used for the 
research. It consisted of the solar farm, wind farm, diesel 
generator, battery energy storage system, step-down 
transformer and the residential load. 

 

 
 

Fig. 3. Off-grid MG 

The sensors measured the power produced by the DGs 
(solar farm, wind farm, diesel generator, and battery storage 
system (BSS) to meet the 24hr load profile. The sensor data 
was transmitted to the cloud, which is ThingSpeak. Fig. 4, Fig. 
5, Fig. 6 and Fig. 7 show the solar (PV), wind turbine (WT), 
Battery Storage System (BSS), and diesel generator (DG) 
output power for 24 hours (hrs) respectively. 

 

 

 

Fig. 4. Solar power source 

 

Fig. 5. Wind power source 

 

Fig. 6. Diesel generator power source 

  

Fig. 7. Battery power source 

Based on the average solar irradiation data collected in 
Kadoma, the solar panels are exposed to sunlight from 
0700hrs to 1700hrs, resulting in the production of electricity 
during those hours, with the highest output occurring between 
1100hrs and 1200hrs. The wind speed is often encountered 
between 1800hrs and 0200hrs the next day, resulting in the 
wind turbine providing power during that interval. In order to 
meet the load demand, the generator runs from 0000hrs to 
1100hrs. As a result of the unreliable output of renewable 
energy sources and to prevent running the diesel generator for 
24 hours due to expenses, the battery storage system is 
constantly supplied throughout the day to avoid total 
blackouts. The load profile of Kadoma over a 24hrs period is 
shown in Fig. 8. 



 

 
 

Fig. 8. Load profile 

Throughout the day, the load requirement varies, with the 
peak demand experienced from 0600hrs to 1100hrs due to 
people requiring more power in that timeframe. The power 
data (in MW) sent to the cloud for the PV, WT, BSS, DG, and 
load demand are shown in Fig. 9, Fig. 10, Fig. 11, Fig. 12, and 
Fig. 13. 

 

 
 

Fig. 9. Solar power data sent to the cloud 

 
 

Fig. 10. Wind power data sent to the cloud 

 

Fig. 11. Battery power data sent to the cloud 

 

Fig. 12. Diesel generator power data sent to the cloud 

 

 

 

Fig. 13. Load demand data sent to the cloud 

 

The sensors collect data from the sources and the load and 
send them to the cloud. The channels show the behaviour of 
the sources and the load demand in real-time.  

A. TEST CASES 
 

The decision-making algorithm will be tested using 6 
different MG system cases, i.e., Case 1 at 0600hrs, Case 2 at 
0700hrs, Case 3 at 1100hrs, Case 4 at 1200hrs, Case 5 at 
1600hrs, and Case 6 at 1700hrs. The proposed smart MG 
system will make an intelligent decision that is based on the 
required power from the total load and the electricity available 
from MG sources. TABLE II demonstrate the decision-
making outcomes for the different case scenarios for the total 
loads to be satisfied. It shows the available electricity from the 
solar farm, diesel generator, battery, and wind farm. 

TABLE II.  OPTIMAL SCHEDULING RESULTS FOR CASE SCENARIOS 

Cases S 

 

DG 

 

B 

 

W 

 

RL 

 

DM TPP 

 

Case 1 0.08 5.48 1 0.51 6 S, DG,W 6.07 

Case 2 2.71 2.55 1 0.29 6 B, DG, S 6.26 

Case 3 6.78 -1.55 1 0.35 4.5 S 6.78 

Case 4 4.39 -2.17 1 0.24 3 S 4.39 

Case 5 0.53 -0.46 1 0.14 1.5 S, B 1.53 

Case 6 0.47 -0.66 1 0.33 1.5 W, B, S 1.8 

NB: S - Solar power, DG-Diesel generator power, B-Battery power, W- Wind power, RL- Required 

load, DM-Decision made, TPP -Total power produced 

 
 The results in case 1 indicate that the S-W-DG 

combination was utilized to fulfil the load demand of 6MW 
by producing a total power of 6.07 MW. The optimal DM for 
all the case scenarios can also be observed by comparing the 
RL with the DM and TPP.  

B. Optimum scheduling 

Fig. 14 shows how the MG is a result of the 
implementation of IoT sensors in it. The sensors 
communicated to exchange information and provided the best 
energy resources to provide for that certain load. 

 

 
Fig. 14. Optimal Scheduling 
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The proposed micro-grid system made intelligent 
decisions based on how much power was needed by the load 
and how much power was available from the micro-grid, 
Fig.14 shows that optimum scheduling was achieved because 
the load demand was satisfied during the 24hrs. 

 

C. Comparison of prediction algorithms 

For predicting the combination of different sources in the 
MG at a certain time which can be classified under the load 
curve, the ANN, XGBoost and the Random Forest machine 
learning algorithms were used for classification. The accuracy 
results of the predictions were used to determine the superior 
machine learning algorithm between the two. TABLE III 
shows the individual and power combinations that were 
obtained as a result of IoT sensors communicating and 
achieving optimal scheduling. 

TABLE III.  POSSIBLE POWER SOURCE COMBINATIONS 

POSSIBLE COMBINATIONS 

Battery 

Diesel Wind 

Diesel 

Wind 

Battery Wind 

Diesel Solar Wind 

Battery Diesel 

Battery Diesel Solar 

Battery Diesel Solar Wind 

Battery Solar Wind 

Battery Solar 

Solar Wind 

Solar 

 

The first algorithm used was the ANN classification 
algorithm, the confusion matrix was obtained as shown in 
Matrix 1, which summarizes the number of correct and 
incorrect predictions yielded by the ANN classification 
model. 

            

[     531, 7, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[          0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[       23, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[       14, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[     299, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[          0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[     180, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[       47, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[       32, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[          1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[     100, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[       18, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],

[          1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

            (1) 

 

TABLE IV illustrates the ANN classification model 
performance and it had a prediction accuracy of 39%.  

 

 

 

 

 

 

 

 

 
 

TABLE IV.  ANN PREDICTIVE ANALYSIS REPORT 

 

Combinations Precision Recall  F1-score Support 

0 0.40 0.99 0.57 538 

2 0.00 0.00 0.00 23 

3 0.00 0.00 0.00 14 

4 0.00 0.00 0.00 299 

5 0.00 0.00 0.00 78 

6 0.00 0.00 0.00 180 

7 0.00 0.00 0.00 83 

8 0.00 0.00 0.00 32 

9 0.00 0.00 0.00 1 

10 0.00 0.00 0.00 100 

11 0.00 0.00 0.00 18 

12 0.00 0.00 0.00 1 

 

Accuracy - - 0.39 1367 

Macro avg 0.03 0.08 0.04 1367 

Weighted avg 0.16 0.39 0.22 1367 

 
The second classification model that was used was the 

Random Forest classification model. The confusion matrix 
shown in Matrix 2 showed the summary of how the Random 
Forest algorithm performed. 

          

[538, 0, 0,     0, 0,      0,   0, 0, 0, 0, 0, 0],

[     0, 0, 0,   23, 0,      0,   0, 0, 0, 0, 0, 0],

[     0, 0, 0,   14, 0,      0,   0, 0, 0, 0, 0, 0],

[     0, 0, 0, 299, 0,      0,   0, 0, 0, 0, 0, 0],

[     0, 0, 0,      4, 0,   74,   0, 0, 0, 0, 0, 0],

[     0, 0, 0,      0, 0, 180,   0, 0, 0, 0, 0, 0],

[     0, 0, 0,      0, 0,      3, 80, 0, 0, 0, 0, 0],

[     0, 0, 0,   20, 0,      0, 12, 0, 0, 0, 0, 0],

[     1, 0, 0,      0, 0,      0,   0, 0, 0, 0, 0, 0],

[     0, 0, 0, 100, 0,      0,   0, 0, 0, 0, 0, 0],

[     0, 0, 0,   18, 0,      0,   0, 0, 0, 0, 0, 0],

[     1, 0, 0,      0, 0,      0,   0, 0, 0, 0, 0, 0]

         (2) 

 

TABLE V illustrates the Random Forest classification 
model performance and it had a prediction accuracy of 80% 
which is significantly higher than the ANN classification 
model. 

TABLE V.  RANDOM  FOREST ALGORITHM  PREDICTIVE ANALYSIS 

REPORT 

Combinations Precision Recall  F1-score Support 

0 1.00 1.00 1.00 538 

2 0.00 0.00 0.00 23 

3 0.00 0.00 0.00 14 

4 0.63 1.00 0.77 299 

5 0.00 0.00 0.00 78 

6 0.70 1.00 0.82 180 

7 0.87 0.96 0.91 83 

8 0.00 0.00 0.00 32 

9 0.00 0.00 0.00 1 

10 0.00 0.00 0.00 100 

11 0.00 0.00 0.00 18 

12 0.00 0.00 0.00 1 

 

Accuracy - - 0.80 1367 

Macro avg 0.27 0.33 0.29 1367 

Weighted avg 0.67 0.80 0.73 1367 

 

The third classification model that was used was the 
Extreme Gradient Boosting classification model, a confusion 
matrix was obtained as shown in Matrix 3 and it was used to 
quantify the performance of the algorithm and to visualize 
important predictive analytics like precision, recall, F1-score 
and support data as shown in TABLE VI.  



.

[538,   0,   0,     0,   0,      0,   0,   0, 0,   0,   0, 0],

[     0, 23,   0,   23,   0,      0,   0,   0, 0,   0,   0, 0],

[     0,   0, 14,   14,   0,      0,   0,   0, 0,   0,   0, 0],

[     0,   0,   0, 298,   0,      0,   0,   1, 0,   0,   0, 0],

[     0,   0,   0,      0, 78,      0,   0,   0, 0,   0,   0, 0],

[     0,   0,   0,      0,   0, 180,   0,   0, 0,   0,   0, 0],

[     0,   0,   0,      0,   0,      0, 83,   0, 0,   0,   0, 0],

[     0,   1,   0,      0,   1,      0,   0, 30, 0,   0,   0, 0],

[     1,   0,   0,      0,   0,      0,   0,   0, 0,   0,   0, 0],

[     0,   0,   0,      0,   0,      0,   0,   0, 0, 99,   1, 0],

[     0,   0,   0,      0,   0,      0,   0,   0, 0,   0, 18, 0],

[     1,   0,   0,      0,   0,      0,   0,   0, 0,   0,   0, 0]

   (3) 

 
 

TABLE VI.  XGBOOST PREDICTIVE ANALYSIS REPORT 

Combinations Precision Recall  F1-score Support 

0 1.00 1.00 1.00 538 

2 0.96 1.00 0.98 23 

3 1.00 0.86 0.92 14 

4 1.00 1.00 1.00 299 

5 0.99 0.00 0.99 78 

6 1.00 1.00 1.00 180 

7 1.00 1.00 1.00 83 

8 0.91 0.94 0.92 32 

9 0.00 0.00 0.00 1 

10 0.99 1.00 1.00 100 

11 1.00 0.94 0.97 18 

12 0.00 0.00 0.00 1 

 

Accuracy - - 0.99 1367 

Macro avg 0.82 0.81 0.82 1367 

Weighted avg 0.99 0.99 0.98 1367 

 
The Extreme Gradient Boosting classification model had 

an accuracy of 99% when it came to predicting the sources to 
give power at a certain time to satisfy the load. For ANN and 
Random Forest respectively, the first column represents the 
possible combinations of the power sources and the remaining 
4 columns represent precision, recall, F1-score and support 
data of the sources. ANN is designed for big sample sizes 
which is why the predictive accuracy was relatively small as 
compared to the other two. The Extreme Gradient Boosting 
outperformed the Random Forest algorithm because the 
Extreme Gradient Boosting is designed to correct errors and 
capture complex patterns in the data. 

IV. CONCLUSION 

An Off-grid MG system was successfully developed 
which linked the load and distributed generating sources 
together. The cloud server stored the data (ThingSpeak). As a 
result, users will find it easier to retrieve and monitor micro-
grid data. From the system, a decision-making algorithm was 
constructed that led to optimal scheduling, which enhanced 
electricity availability in Kadoma. Three machine learning 
classification methods, ANN, Random Forest and Extreme 
Gradient Boosting, predicted the combination of MG sources 
under the load curve. The Extreme Gradient Boosting 
algorithm outperformed the other two as it had a superior 
prediction accuracy. 
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        Abstract: --- In distribution systems, voltage 

instability and power loss are key issues. However, 

effective network reconfiguration, which includes 

integrating distributed generation (DG) units in the 

distribution network, often mitigates these issues. 

The appropriate positioning and sizing of DGs are 

essential in this regard. The goal of this study is to 

determine where and how many DGs should be 

placed in a radial distribution network before and 

after reconfiguration. The ideal positioning and 

sizing of the DGs both before and after the radial 

network's reconfiguration are determined using 

artificial intelligent algorithm (AI) which is hybrid 

genetic algorithm particle swarm optimization 

(HGAPSO). Power losses are eliminated, voltage 

profiles are elevated, and system stability is 

increased with the use of hydro power DG 

coordination in an active distribution network. With 

the addition of DG units to the test system, the 

simulation results demonstrated a significant 

improvement in the percentage power loss 

reduction. Similar improvements are made to the 

system's minimum bus voltage. The findings of the 

comparison analysis demonstrated that the 

suggested approach is successful at lowering the 

voltage variation and power loss of the distribution 

system. 

Keywords: voltage deviation, power loss minimization, 

particle swarm optimization, network reconfiguration, 

voltage stability enhancement, distributed generation. 

 

1. INTRODUCTION 

 

For all energy utilities, meeting the growing 

demand for electricity presents a considerable 

challenge. 75% of the world's energy needs is met by 

burning fossil fuels. A prospective energy plan 

involving renewable resources has become necessary 

due to rising greenhouse gas emissions, global 

warming, the depletion of fossil fuels, and rising fuel 

prices. Over the past ten years, many nations have 

placed a high priority on developing renewable energy 

technologies. The power losses and voltage instability 

that result from their various networks present a 

significant issue for electrical distribution businesses 

[1]. As a result of these issues, their operating expenses 

rise and their profits fall. 

 

There are many difficulties facing the current 

distribution networks. Customers place a high value on 

voltage profiles since they are a must for high-quality 

voltage-controlled electrical equipment. At the end of a 

feeder, DGs can offer voltage support to raise the 

voltage. Due to the presence of DGs, distribution grids 

may experience significant changes in network 

dependability, power flow, relay safety, voltage profile, 

and stability. Power stability and improved distribution 

network reliability, along with a number of operational 

and cost-effective benefits, are the main benefits of DG 

integration in power systems. Better voltage profiles, 

lower power loss, peak load shaving, fewer 

transmissions, and network expansion are a few of the 

advantages for both utilities and customers [2]. 

 

In order to reduce power loss to the lowest possible 

level, limit branch current, and improve voltage stability 

both before and after the distribution network was 

reconfigured, a multi-objective PSO-based strategy was 

used in this research to determine the placement and size 

of multiple DG units. In terms of the bus voltage 

magnitude, line current limitation, minimizing voltage 

variation, and energy losses, the network's performance 

is improved to some extent by the integration of multi-

DGs. Performance of a self-contained micro-grid can be 

improved by further distribution system modification. 

When analyzing the effects of DG units, the main 

restrictions voltage profile, voltage variation, current, 

and power losses are taken into account [3].  

 



 

2. PROBLEM FORMULATION 

This study's main focus is on how to best integrate 

distributed energy resources (DER) and new energy 

sources (NR) into micro-grids to minimize voltage dips 

and energy losses. To resolve the multi-objective 

optimization issue, a PSO algorithm is suggested. 

Typically, radial, the distribution network has a very 

high R/X ratio when compared to a transmission system.  

 

 

 

The distribution system's load-flow issues can be 

solved using the Newton-Raphson load flow approach. 

Calculating the bus voltage, line current, and PQ losses 

at each bus is the major goal of the load flow. In order 

to increase voltage profile and minimize loss in the base 

and modified distribution system, our suggested 

solutions handled DG sizing and placement [4]. 

 

 
 

Figure 1: Load  flow distribution system

 

• A line section between k and k + 1 with an 

impedance of Rk + jXk 

• Loads at bus k and k + 1, as shown in figure 1. 

• Pk and Qk are the real and reactive power flows 

from bus k to k + 1, respectively 

• Vk and Vk + 1 are the complex voltages. 

 

2.1.  Test System Description 

 

This study's examination of the IEEE-33 bus 

radial system includes 33 nodes, 37 lines overall, 32 

loads, 32 PQ buses, 1 feeder, and 1 slack bus. 32 closed 

switches and 5 open switches are often employed. 

Substation Bus 1 in the network serves as the main 

power supply, providing a constant voltage of 12.66 kV. 

The 33-bus test system's line and load data are taken 

from [6]. Figures 2a and 2b illustrate the IEEE-33 bus 

network before and after reconfiguration, respectively. 

All loads are taken into account as a continuous load of 

active power at 3715 kW and  

 

 

 

reactive power at 2300 kVAr, respectively. For 

the purpose of examining the effects of the DGs factors 

like voltage profile and power losses are taken into 

account. 

 

2.2.  System Reconfiguration 

  

Switches that can be divided into sections make 

up the distribution system. This uses the network 

resources most effectively for the current state of 

loading. By locating and sizing DGs through 

reorganizing the feeder, we proposed a minimizing of 

active and reactive power loss in the redesigned 

network. To keep the switch state open or closed, the 

feeder makes the decision. NR is the method of 

changing the distribution network's topology by 

utilizing switches in various states. To modify a network 

from its initial setup to an ideal state, the switching 

states are altered. As a result, NR aims to lower the 

distribution system's overall power losses and voltage 

variation. Figure 2a illustrates how to open switches, 

such as to get the system's ideal configuration [5].

 

(a)         (b) 

Figure 2 (a, b): IEEE-33 bus test system before and after reconfiguration respectively 



 

 

3. DG PLACEMENT OF THE 

DISTRIBUTION SYSTEM 

 

The main driving forces behind the integration of DGs 

into distribution networks are the depletion of energy 

resource assets, increases in load demand, and the 

requirement for clean power generation. DGs might be 

extremely important in converting traditional 

distribution networks into active distribution networks 

[7]. The best DG sizing and placement are necessary for 

the conversion of a conventional radial distribution 

network into an independent micro-grid network. 

Current capacity of the feeder, voltage profile of the 

system, and operating limitations to reduce network 

power loss and control voltage variations in each bus 

(within prescribed limits) need all be met 

simultaneously [8]. 

 

3.1. Implementation of Genetic Algorithm  

 

GA is when the population represents candidate 

solutions due to n chromosomes. Each chromosome 

represents a real value vector with m dimensions, where 

m is the quantity of variables that were optimized. 

 

3.2. PSO Algorithm 

 

PSO is artificial intelligent optimization technique that 

draws its initial inspiration from the social behavior of 

fish schools and flocks of birds. The PSO algorithm 

creates a population of particles that positioned 

randomly throughout the search space. Particles 

represent solutions to the problem and have fitness 

values. It optimized based on its fitness [10]. 

Eventually, particles will move towards the optimal 

position as they will have experienced their best 

position and the best solution. An updated velocity of 

particles was based on three factors, namely its past 

velocity; its best position to date and the best position 

the entire swarm has reached in the past [11] 

 

3.3. Power Generation Limit 

 

This upper and lower real and reactive power generation 

limits also apply to generators and other reactive 

sources [12]. 
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���  are the real power generation limits, 

both minimum and maximum; and  

 

 

���
���  and ���

���  are the reactive power generation's 

minimum and maximum limitations. 

 

3.4. Voltage Limit 

 

The magnitude limits for upper and lower voltages, as 

well as at bus-i, are included. In actual practice, the 

generator voltage will be equal to the load or bus voltage 

and some values related to the line impedance and the 

power flowing along the line. It is important to maintain 

a standard voltage on each line [13,14]. 
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Where: ��
���    and   ��

��� are the minimum and 

maximum voltage limits. 

 

3.5. DG Power Generation Limit 

 

Upper and lower limits on their real and reactive power 

production must be satisfied by distribution generators 

(DGs) linked at bus-i [15]. 
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����
���  and ����

���  are the minimum and maximum real 

power generation limits of  the distributed generators. 

 

����
���  and  ����

���  are the minimum and maximum 

reactive power generation limits of the distributed 

generators. 

 

4. RESULTS AND DISCUSSION 

 

4.1. POWER LOSS REDUCTION 

 

Based on the columns in Table 1 that represent 

fitness and DG size, four optimal locations for the DGs 

of hydro power and their corresponding optimal sizes 

were selected. The minimal fitness values and 

corresponding DG sizes were allocated at these 

locations. The four most effective locations, together 

with their optimum DG sizes, are as follows: 

 

• Bus number 19 with a DG which is generating 

11.7872MW and 2.9609MVar;  

• Bus number 23 with a DG which is generating 

11.7548MW and 3.0002MVar;  

• Bus number 24 with a DG which is generating 

12.0001 MW and 1.3702MVar; and  

• Bus number 30 with a DG which is generating 

11.8308MW and 1.5817MVar.



 

Table 1: Comparison of Bus Voltage using hydro power DG 

 

 

According to table 1 and figure 3, using the HGAIPSO 

method to optimize the location and size of this type of 

DG results in a 36.2403% reduction in real power 

losses. As compared to GA, PSO and IPSO, HGAIPSO 

method shows a higher percentage.  the GA shows a 

reduction of 31.5890%; PSO shows a reduction of 

32.2923%; and IPSO shows a reduction of 33.1648%. It 

is also comparable to the sizes determined using the 

other techniques that were chosen for the DGs sizing 

and allocation for power loss minimization. Since the 

overloads of the main transformer and feeder line play 

different roles with respect to the load balancing weight, 

the objective function is the load balancing weight. 

 
 

Figure 3: A comparison of Results for power loss obtained using hydro power DG 
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Power Loss without DG   17.8798      

GA 10 11.35+j1.22 12.2260 - 5.6538 - 31.5890 - 

23 11.47+j1.17 

24 11.92+j2.04 

30 11.816+j1.468 

PSO 10 11.474+j2.159 12.1060 - 5.7738 - 32.2923 - 

17 11.981+j0.919 

20 11.67+j2.309 

30 11.349+j3 

IPSO 10 11.83+j0.001 11.9500 - 5.9298 - 33.1648 - 

21 11.433+j3 

24 11.739+j3 

30 11.995+j0.001 

HGAIPSO 19 11.7872+j2.9609 11.4001 - 6.4797 - 36.2403  

23 11.7548+j3.0002 

24 12+j1.3702 

30 11.8308+j1.5817 



4.2. VOLTAGE PROFILE 

 

An analysis of the voltage profile of the IEEE-

30 bus system was performed after the placement and 

sizing of the hydro power DGs were optimized. Below 

is a table showing the results of the bus voltage levels 

under this condition. A comparison is also given in the 

table between this case and the one without DGs, and 

with DGs placed and sized using other methods. This 

comparison was also done using a bar chart, as shown 

in figure 6 below. 

 

 

 

 

 

 

The voltages for the cases with and without 

DGs are compared in figure along with their ideal 

placement and sizing based on GA, PSO, IPSO, and 

HGAIPSO. Even when the voltages in an IEEE-30 bus 

system are within the allowed range, namely 0.95 pu to 

1.1 pu, a DG might still have an impact on the voltage 

stability of the system. Figure 4 and both show this. The 

addition of DGs does not cause voltage levels to exceed 

permissible thresholds. It is evident that all the bus 

voltages were within a range of 0.95pu to 1.1pu. Thus, 

the HGAIPSO method improved the voltage levels of 

the bus that had voltages, and no voltage exceeded the 

acceptable limit

 

 

 
 

Figure 4: Bus voltage profile comparison using hydro power DG 

 

5. CONCLUSION 

 

By optimizing the location and size of DGs, the 

problem of power losses in systems was solved 

because power losses are reduced and voltage profiles 

are improved. This study presented a hybridized 

algorithm (HGAIPSO) to reduce system power losses 

and improve voltage profiles. Combining the 

sensitivity factors and tests on the IEEE-30 bus test 

system was effective in reducing the number of 

iterations for algorithms. 14 buses were chosen as the 

best DG locations for the IEEE-30 bus test system. 

Comparing the HGAIPSO method to the GA, PSO 

and IPSO methods in three types of DGs using the 

IEEE-30 bus shows that it can be reduced. According 

to hydro power DG real power losses were reduced by 

36.2403%. This reconfiguration produced the highest  

 

 

 

 

bus voltage of 1.01pu, which shows that the voltage 

profile is generally improved. 
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Abstract—Due to its high sensitivity to small amounts of 

electrical faults, dissolved gas analysis (DGA) is a popular 

method for identifying faults in power transformers. The early 

prediction of fault type in transformers is a crucial part of power 

system reliability. As a result of this, it is extremely essential to 

keep a close eye on the behaviour of the power transformer 

while in service. Periodic monitoring of the condition of power 

transformers is important to prevent power outages. Early fault 

detection can result in substantial operational and maintenance 

cost savings, as well as the prevention of any early breakdown 

or failure. The current research study aims to assist experts in 

precisely diagnosing power transformer faults by providing an 

alternative to the drawbacks that classical DGA methods viz. 

Dornensburg ratio, Rogers' ratio, IEC ratio, and Key gas 

possess i.e., the lack of a proper diagnosis for instances that do 

not fall under the usual DGA codes. This work proposes an 

artificial intelligence (AI)-based fault diagnoses algorithm, 

which is a Support Vector Machine (SVM) for improving the 

diagnostic accuracy of existing DGA methods. According to the 

author's knowledge, there are no existing research works that 

have developed an SVM-based fault classification approach 

using Google Colab.  As a result, the proposed work contributes 

to the fault diagnostics of power transformers.  The results 

presented in this research showed that the proposed method 

SVM has high accuracy in diagnosing faults in power 

transformers as compared to the four methods presented.  

Keywords—SVM, DGA, methods, power transformers, faults  

Nomenclature: 

NF       No fault 

PD       Partial discharge 

D1       Electrical discharge of low energy 

D2       Electrical discharge of high energy 

T1       Thermal faults of temperature T < 300° C 

T2        Thermal faults, 300°C < T < 700° C 

T3        Thermal faults, T > 700 C 

UD       Undetermined fault  

TO       Thermal Oil 

TC        Thermal Cellulose 

DGA     Dissolved Gas Analysis 

IRM      IEC Ratio Method 

RRM     Roger’s Ratio Method 

DRM     Dornenburg Ratio Method 

KGM     Key Gas Method 

 

I. INTRODUCTION  

Power transformers are essential components of power 
systems. Failures of power transformers are frequently caused 
by a lack of electrical properties in oil insulation, which will 
have a detrimental effect on electrical power systems [1]. 
Early diagnosis of power transformer failures can 
significantly minimize the cost of restoring damaged 
transformers while preserving the system's stability. 
Dissolved gas analysis is a frequently used diagnostic 
technology for detecting impending defects in power 
transformers based on the association between the 
concentration of dissolved gases in oil transformers and a 
specific problem [1]. 

Dissolved gas analysis (DGA) in oil is recognized as a 
credible and widely used technique for identifying faults in 
oil-filled power transformers. Different electrical and thermal 
stresses will cause the oil that insulates transformers to break 
down, letting out and dissolving many gases [2]. The 
concentration of these gases is measured in parts per million 
(ppm): hydrogen (H2), methane (CH4), ethane (C2H6), 
ethylene (C2H4), acetylene (C2H2), carbon monoxide (CO), 
and carbon dioxide (C02). For dissolved gas analysis to 
understand the onset of transformer faults, the IEC ratio 
method, Rogers' method, Dornenburg ratio method, and key 
gas method are frequently employed [2]. Several DGA 
interpretation techniques rely on gas ratios between the 
previously stated gases, except for the key gas method, which 
employs individual key gases. All of these traditional methods 
are simple to execute, but their accuracy and stability with 
DGA data uncertainties are limited [2]. 

Many studies have been conducted on transformer fault 
diagnoses using Python [3] – [4], MATLAB [5] – [6], WEKA 
[7] et cetera. However, no related works have explored Google 
Colab in this research field.  

The most significant part of fault gas analysis is the 
accurate diagnosis of the fault that produced the observed 
gases. In this work, the four traditional DGA methods for 
interpreting fault gas are examined.  
Microsoft Excel was used to design an Excel sheet of these 
DGA  methods presented that can be used to automatically 
find faults and the results of each method were compared with 
the results of the proposed Google Colab-based SVM 
diagnostic algorithm.  

 



 

II. MATERIALS AND METHODS  

A. DGA interpretation Methods 

Under abnormal electrical or thermal stress, insulating oils 
decompose and release minute quantities of gases. The 
makeup of these gases depends on the type of problem. Using 
dissolved gas analysis (DGA), faults such as partial discharge 
(corona), thermal, and arcing can be distinguished in a wide 
variety of oil-filled equipment [1]. Similar to a blood test or a 
scan of the human body, DGA can provide an early diagnosis 
and boost the likelihood of locating the proper treatment. 
DGA contains numerous techniques. In this research, four of 
the most popular techniques were examined.  

a) IEC Ratio Method                                                                            

This method was derived from Roger's Ratio, with the 
exception that the ratio C2H6/CH4 was eliminated because it 
indicated only a narrow temperature range of breakdown [1].                    
As indicated in the table below, the remaining three gas ratios 
have distinct code ranges compared to Roger's ratio approach. 
As can be seen in TABLE I and TABLE II, the following 
method involves a total of seven different fault types, five 
different gases, and four different gas ratios. 

TABLE I.  GAS RATIOS  [1]. 

Ratios  Gases  

R1 CH4/H2 

R2 C2H2/C2H4 

R3 C2H4 /C2H6 
 

TABLE II.  FAULT INTERPRETATION [1].  

 

b) Roger’s Ratio Method  

 This approach was refined further to become an IEC 
standard for diagnosis, the classic Rogers ratio method used 
four gas ratios: CH4/H2, C2H6/CH4, C2H4/C2H6, and 
C2H2/C2H4. The revised Rogers approach employs two tables, 
one of which defines the ratio's code as shown in TABLE III 
and the other the diagnosis criteria as shown in TABLE IV. 
The ratio C2H6/CH4 pretty much shows a restricted 
temperature range of breakdown and did not aid in further 
fault identification [3]. 

TABLE III.  ROGER’S GAS RATIOS [3]. 

Ratios  Gases  

R1 CH4/H2 

R2 C2H2/C2H4 

R3 C2H4/C2H6 

R4 C2H2/CH4 

 

 

 

 

 

TABLE IV.  ROGER’S GAS RATIOS INTERPRETATION [3]. 

 

c) Dornenburg Ratio Method  
 

The method initially analyses each gas and proposes a test 
if any gas exceeds the preset limit in parts per million, as given 
in TABLE V. This method can identify three faults, while 
TABLE VI shows that five gases and four ratios are used to 
detect faults. Dornenburg's interpretation is presented in 
TABLE VII [4].                

TABLE V.  DORNENBURG LIMITS FOR INDIVIDUAL GAS [4]. 

 

 

 

        

          

TABLE VI.  DORNENBURG GAS RATIOS [4]. 

 

 

 

TABLE VII.  DORNENBURG FAULT INTERPRETATION [4]. 

 

 

 

 

 

 

 

d) Key Gas Method  

The key gas method examines the onset of faults in a 
transformer by assigning four typical fault classes based on 
specific significant gases. These gases are referred to as "key 
gases" [5] and are shown in Fig. 1 to Fig. 4 [3]. 

Case C2H2/C2H4 CH4/H2 C2H4/C2H6 

PD <0.1 <0.1 <0.2 

D1 >1.0 0.1-0.5 >1.0 

D2 0.6-2.5 0.1-1.0 >2.0 

T1 <0.1 >1.0 <1.0 

T2 <0.1 >1.0 1.0 

T3 <0.1 >1.0 >3 

Case Fault 

diagnosis  

C2H2/

C2H4 

CH4/

H2 

C2H4 

/C2H6 

C2H6/

CH4 

0 NF <0.5 ≥0.1

<1.0 

<1.0 <1.0 

1 PD <0.5 <0.1 <1.0 <1.0 

2      

 D1 ≥0.5≤3

.0 

≥0.1

<1.0 

<1.0 <1.0 

3 D2 ≥0.5≤3
.0 

≥0.1
<1.0 

>3.0 <1.0 

4 T1 <0.5 >3.0 <1.0 <1.0 

5 T2 ≥0.5≤3

.0 

≥0.1

<1.0 

≥1.0≤3.0 ≥1.0 

6 T3 >3.0 ≥0.1

<1.0 

>3.0 ≥1.0 

Gas Limit, ppm  

H2 100 

CH4 120 

C2H4 50 

C2H2 35 

C2H6 1 

CO 350 

Ratios  Gases  

R1 CH4/H2  

R2 C2H2/C2H4  

R3 C2H2 /CH4  

R4 C2H6/C2H2 

Fault 

diagnosis 

 

CH4/H

2  

C2H2/

C2H4 

C2H2 

/CH4 

C2H6/

C2H2 

NF <0.1 <0.75 <0.3 <0.4 

PD <0.1 - <0.3 <0.4 

TD >1.0 <0.75 <0.3        

>0.4 

D2 ≥0.1≤1 >0.75 >0.3 <0.4 



 

 

Fig. 1. Overheated Cellulose. 

 

Fig. 2. Overheated Oil. 

 

Fig. 3. Corona in Oil. 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Arcing in Oil. 

e) Proposed method 

i. Data preparation 
The proposed SVM algorithm is used to identify normal 

operating conditions and faults in power transformers. As a 
training dataset for the SVM method, 306 DGA data from Oil 
Filled power transformers under varying conditions were 
obtained from other researchers to develop the DGA model. 
The gas concentrations, i.e., H2, CH4, C2H4, C2H6 and C2H6 in 
volume, are employed as discriminating features (input) of the 
method; the input vector for training the algorithm is a data 
array with dimensions of 306 by 5. Fig. 5 Show the project 
setup.  

ii. Data Validation 
Before the data were delivered to Google Collaboratory, 

validation was a critical stage in the process. This was 
accomplished by uploading each Excel data sheet to 
MATLAB and running it through a variety of SVM machine-
learning models to determine the data's validity. The models 
were provided with a confusion matrix. The data is 
subsequently uploaded as a CSV file into the framework on 
Google Collaboratory. Pandas is a function that permits the 
import of data. The information was then separated into input 
columns and target columns. The objective was the column 
labelled "fault type." The input column contains H2, 
CH4,C2H2,C2H4, and C2H6. Fig. 5 show the data pre-
processing stage. 

 

Fig. 5. Data preparation. 

The detailed process flow chart of the proposed work is 

shown in Fig. 6.  
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Fig. 6. Process flow chart of proposed work.  

 

iii. Support Vector Machine Model 

 
The proposed SVM algorithm utilized a kernel in the 

research. A kernel converts an input data space to the 
necessary format. SVM employs a method known as the 
kernel trick. In this research, the kernel transforms a low-
dimensional input space into a higher-dimensional space. In 
other words, it transforms an inseparable problem into a 
separable one by adding extra dimensions. It is mainly 
beneficial for nonlinear separation issues. The kernel trick 
enables you to construct a more precise classifier. The 
polynomial kernel is utilized because it is a more generalized 
variant of the linear kernel. The polynomial kernel may 
discriminate between input space that is curved or nonlinear. 

iv. Importing Libraries 
Importing all necessary libraries was the initial step. Fig. 7 

shows how the libraries were imported. 

 

Fig. 7. Import Libraries. 

v. Importing the dataset 
The data from the CSV file were loaded. Which uploads 

or saves the file to the local system or drive. The read_csv is a 
method file is utilized to load the data file. Then, variables 
corresponding to X and Y were assigned. Finally, the first five 
rows of the dataset are displayed in Fig. 8. 

 

Fig. 8. Importing the dataset. 

 

vi. Splitting the dataset into the Training set and Test 

set 
There are 305 rows contained inside this dataset. The data 

was divided into a training set and a test set. 33% of the data 
were stored as the Test set, while the remaining 67% was used 
for training as the Training set. Therefore, around 100 data 
points form the test set. Fig. 9 show the splitting of data. 

               

Fig. 9. Splitting Data. 

vii. Training the SVM Classification model on the 

Training Set 
Once the training testing has been completed, the SVM 

Classification Class imports the training data and adjusts the 
model, accordingly, showed in Fig. 10. The variable classifier 
was given the class SVC. The kernel utilized here was the 
polynomial kernel, denoted by the  "poly.". 

   

Fig. 10. Training the SVM Classification model. 

 



 

viii. Predicting the Test set results 
The model of the support vector machine was developed 

by importing the SVM module and giving kernel as the 
polynomial kernel parameter to SVC(), and a support vector 
classifier object is created. In this phase, the 
classifier.predict() method was used to forecast the Test set 
values, and the predicted values were saved in the variable y 
pred as shown in Fig. 11. 

 

Fig. 11. Predicting the Test set result.  

ix. Confusion Matrix and Accuracy 
This is the most common stage in classification methods. 

In this research, we analyzed the model's Accuracy and plotted 
the confusion matrix. When the actual values of the Test Set 
are known, the confusion matrix is a table used to display the 
number of correct and incorrect classification predictions as 
shown in Fig. 12. True values are formatted as the number of 
accurate forecasts made. Fig. 13 show the results of the 
accuracy score. 

 

Fig. 12.  Accuracy score. 

 

Fig. 13. Confusion Matrix.  

x. Evaluating the Model 
They measured the accuracy with which the classifier or 

model can predict power transformer breakdowns. By 
comparing actual test set values to expected values, accuracy 
can be calculated. The output of prediction is a one-
dimensional array. Using precision, recall, and f1-score which 
is a decisive element of the model how the model can predict 
the accuracy of 0.77 for the model with support of Fig. 14. 

 

 

Fig. 14.  Evaluating the Model. 

III. RESULTS AND DISCUSSION 

The TABLE VIII comparative analysis displayed the 
results of fault identification using a sample size of ten and 
observed the several faults that were identified using DGA 
methods. The model was able to identify faults that, the 
traditional methods failed to detect. Fig. 14 displays the Excel-
based soft computing tool results for DGA methods. Fig. 15 
illustrated the creation of a Pandas DataFrame to compare the 
classified values of the original Test set (y test) with the 
forecasted results (y predict) in this stage. Using a ‘single 
prediction’, each data point was predicted. 

TABLE VIII.  COMPARISON BETWEEN THE RESULTS FROM THE SVM 

MODEL METHOD AND THE RESULTS FROM LITERATURE AND LAB ANALYSIS 

 

 

 
Fig. 15. Evaluating the Model 

 

 

 

 

 

Sample 

No. 

 

H2 CH4 C2H2 C2H4 C2H

6 

Fault 

1 600 400 281 400 250 T1 

2 102 6 10 7 6 D1 

3 124 14 13 0.0001 4 D1 

4 24 109 0.0001 0.0001 69 T1 

5 10 26 0.0001 6 147 T1 

6 5.8 2.7 0 0.8 1.8 NF 

7 11 12 22 78 31 T1 

8 56 5.5 27.5 34.5 92 D1 

9 32 11.38 3.9 30.6 8.2 NF 

10 17.01 13.75 26.59 39.5 3.06 D2 



 

TABLE IX.  COMPARISON BETWEEN THE PROPOSED SVM MODEL 

METHOD AND TRADITIONAL METHODS  

 

The single prediciton model is shown in Fig. 16.  

 

Fig. 16. Model Predicting. 

IV. CONCLUSION 

Power transformers form the backbone of the electrical 
system and are frequently at risk of failure, particularly during 
load shedding. These failures can leave entire regions without 
power for extended periods or even days after load shedding 
has stopped. This can have a negative influence on the 
livelihoods of many individuals. These transformers are 
subjected to large switching transients and periods of Oil Short 
delay due to load shedding. Preventative maintenance is 
essential to ensuring that these transformers do not fail 
prematurely due to insulation failure. 

Inconclusive traditional methods presented in the research, 
including the Dornenburg ratio, Roger's ratio, key gas ratio, 
and IEC ratio, which are used to detect power transformer 
faults based on dissolved gas analysis, proven that in some 
instances, these methods do not correspond with the types of 
fault. Compared to traditional methods, a proposed method 
using a Support vector machine showed more accuracy in 
identifying faults in power transformers. 

According to the author's knowledge, there is no existing 
research work that has developed an SVM-based fault 
classification approach using Google Colab. As a result, the 
proposed work contributes to the fault diagnostics of power 
transformers.   
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Sample 
No. 

 

IRM RRM DRM KGM SVM 

1 D1 UD UD UD DT 

2 T2 UD UD D2 DT 

3 UD UD UD D2 DT 

4 UD UD TD UD PD 

5 UD UD UD UD T1 

6 UD UD UD NF NF 

7 D1 UD UD UD T1 

8 NF UD UD UD D1 

9 D2 UD UD UD NF 

10 D2 UD D2 UD D2 
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Abstract—The age of cybernetics is underway, with a lot of 

systems being computerized leading to the generation of a lot of 

data. Sending this data to remote systems and the cloud for 

analysis and/or processing introduces latency, reliability, and 

privacy issues. These issues are generally not acceptable to 

systems that need to respond in real-time or near real-time. 

Local processing of data is an alternative. Hence there is a need 

for high performance embedded computing systems to be 

employed at the edge. This paper proposes and reviews 

distributed embedded computing systems as a possible 

architecture for edge AI processing.  

Keywords—Distributed Embedded Systems, High 

Performance Embedded Computing, Embedded systems, Edge 

computing 

I. INTRODUCTION 

As early as 2002, Borcea et al [1] predicted an era of 
cyber-physical systems where incorporating computing 
capabilities in products is a norm. This was also echoed by 
Dixon [2] in his 2016 article discussing the progress in the 
computing industry as well as the future. The inclusion of 
computing capabilities in products is a norm, as such, the era 
of cyber-physical systems is upon us [3]–[7]. The reality of 
this situation is that the embedding of computers in devices is 
generating a lot of data [3], [8]. Traditionally the data would 
be transferred to a local server and to the cloud for processing 
(Fig. 1) [3], [9], [10]. This setup pushed the demand for High-
Performance Computing (HPC). However, this process of 
transmitting data from the point of origin to a remote server 
for processing is time consuming, thus introducing latency in 
some systems [3], [11], [12]. At the same time, data 
transmission opens the door for security breaches, affecting 
privacy and security [3], [4], [9], [12], [13]. Also, transmitting 
data consumes energy and the further it needs to move the 
more energy and bandwidth is required. Thus making overall 
system costs high [3], [9], [13]. Hence, a need to reduce 
communication and computational latencies as well as 
improve data security was noted. 

This need led to the adoption of a different paradigm - 
local processing of data by the resource constrained embedded 
systems [3], [10], [12], [14]. This, however, pushed the high-
performance computing into the world of embedded systems 
giving rise to the field of high-performance embedded 
computing (HPEC) [15], [16]. The demand for HPEC systems 

has been further intensified by the advent of the internet of 
things (IoT) which further advocates for the introduction of 
intelligence at the edge of computing [4], [9], [12], [17]–[20].  
Improved cognition at the edge of computing is making the 
historically separate and/or different fields of HPC and 
embedded computing to converge [4], [16], [20]. The 
improvement of cognition at the edge of computing, further, 
adds to the high performance requirements on embedded 
systems. There is, thus, a need for, and/or shift towards high 
performance embedded computing [4], [13], [21]. 
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Fig. 1. Traditional approach to processing data from embedded systems 

This paper reviews the distributed embedded processing 
and distributed embedded systems (DESs) as used achieve 
better performance that is required for local processing of 
data. The DESs characteristics are highlighted, and the paper 
ends with proposing some possible work to be done in the 
future. 

 

II. BACKGROUND ON DISTRIBUTED SYSTEMS 

Distributed processing allows simultaneous and 

collaborative data processing on different processing 

elements [22]. Generally, distributed systems (DSs) have 

higher scalabilities, reliabilities, and flexibilities than 

centralized systems [17]. Traditional DSs consist of 

resourceful (storage, compute and connectivity) systems but 

with high latency [14]. Instead of powerful computers, 



embedded computers can be used to process edge data faster, 

avoiding network latency and security issues introduced by 

centralised data processing of cloud-based systems [10], [11], 

[23]. Distributed embedded systems (DESs) refers to a 

collection of extremely resource constrained computing 

devices that cooperate to achieve a common goal. Traditional 

DSs are the precursors to the DESs. As such it is import to 

understand some of the general aspects of DSs that are 

common with DESs. These include the following [22], [24]: 

• Low latency – processing happens closer to data 

source. 

• Dependability – high reliability since distribution 

allows for independence of failures among nodes. 

• Composability – chosen components can be 

assembled in a variety of ways. 

• Scalability – system can be grown simply by 

addition of new nodes with new or replicated 

functionality. 

• Maintainability – systems are modular thus 

allowing for easy node replacement. 

• Fault tolerance – ability to remain in operation 

during and/or after occurrence of a fault. 

• Transparency – hides the complexity of the DS to 

the user & application programmes, thus making a 

collection of computers appear as a single computer. 

Despite being composed of a collection of homogeneous 

or heterogeneous cooperating components, a DS should 

appear to operate as a centralised system. This hiding of the 

complexity of distribution is the basis of a distributed 

architecture and is referred to as transparency. Transparency 

has different dimensions or forms which represent properties 

that a DS should have [17], [25]–[29]: 

• Access transparency – hiding the way in which 

resources are retrieved, thus allowing local and 

remote access using identical operations. 

• Location transparency – hiding where resources are 

located, hence enabling access without resource 

location knowledge. 

• Performance transparency – ensuring system 

performance, from user’s point of view, is not 

affected by system configuration or reconfiguration. 

This allows system reconfiguration to improve 

performance with varying loads. 

• Migration/Relocation transparency – hiding that 

resources may change location during use. It allows 

the movement of information objects within a 

system without affecting the operations of users or 

application programs. 

• Replication transparency – ensuring users cannot 

tell how many copies of resources exist. This 

enables multiple instances to be used to achieve 

fault tolerance and increase reliability as well as 

performance without user knowledge of replicas. 

• Concurrency transparency – hiding that resources 

may be shared therefore enabling several processes 

to operate concurrently using the shared resources 

with no interference between them. 

• Failure transparency – concealing failure and 

recovery of resources, hence allowing for tasks to be 

completed despite a component failure. 

• Scaling transparency – ensuring the system and 

applications are able to scale up or down with no 

change to the structure of the system or the 

application algorithms. 

III. DESIGNING DISTRIBUTED EMBEDDED SYSTEMS 

As stated by Wolf [24], the design of embedded systems 
(distributed or otherwise) relies heavily on three pillars, 
namely applications, architectures and methodologies. 
Applications define what the system will be doing and how, 
that is, the specifications, characteristics and design 
references. The architecture defines the major components, 
their connections and how they work together [30]. The 
desired system architecture is described by hardware (CPUs – 
single core, dual core or multi core including homogenous or 
heterogeneous, networks, co-design, etc.) and software 
(processes, scheduling, real time constraints, reliability etc.) 
level parameters [31]. On the other hand, methodologies look 
at the modelling, analysis, simulation, synthesis and 
verification of the system against the set performance and 
other criterion. 

The basic units of DESs are the processing elements (PEs) 
and the network (CAN, I2C, USB, PCI, etc.) [32], [33]. The 
PEs are the computing components and/or devices which can 
be, amongst others, microcontrollers, application specific 
integrated circuits (ASICs) and single-board computers 
(SBCs). Networking of embedded systems is achieved using 
a serial (e.g., CAN, I2C, USB, etc.) or parallel (e.g., ISA, PCI, 
PCI-X, etc.) bus or wireless protocol software with 
appropriate hardware [34], [35]. There are many ways of 
organising DES to achieve the required goal(s) and, amongst 
others, these will depend on requirements of the application, 
as well as other system constraints. How the networking of the 
PEs is done depends on the communication standard as well 
as the microcontroller types used [36].  When the same PEs 
are networked a homogenous DES is formed and using 
dissimilar PEs results in a heterogeneous DES. Heterogeneity 
is the standard for distributed embedded systems thus making 
interoperability a key concern [32], [37], [38]. Object-
Attribute architecture is introduced as a simple and consistent 
approach to designing DESs [38]. 
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Fig. 2. Idealised DES design/structure 



Wolf [39], notes that the design of DES is an example of 
hardware/software co-design because of the need to design the 
network topology in conjunction with the software running on 
the nodes. According to G. Coulouris et al [25], there are three 
ways in which the design of DSs can be described and 
discussed, namely: physical models, architectural models and 
fundamental models. The physical model is concerned with 
the type of computers and devices that make up the DS 
without specifics on technologies. The architectural model 
deals with the organisation of components across the network 
and their relationships, e.g. client-server or peer-to-peer 
model. Whilst the fundamental model is concerned with 
description of the properties that are present in all the 
architectural models e.g. interaction, failure and security. 

Kumar et al [40] discuss a DES for IoT image processing 
based on Raspberry Pi and FPGA. Their focus is on the 
application and not the DES. Hajjar et al [41] also discuss a 
DES using Raspberry Pi and FPGA, however, they focus on 
the network connection implementation. Both articles show 
the potential of heterogenous HPECs. 

A. Embedded Hardware for Edge AI 

Generally machine learning is a computing intensive 

process thus requiring high performance computers. There 

are many, and diverse, categories of processors to consider 

when selecting one for deep learning, and all have their 

strengths and weaknesses as highlighted in Table 1 [7]. 

 

The hardware requirements will vary based on the 

application and selection of the appropriate embedded edge 

hardware, for AI processing, should consider [7], [9], [15]: 

• Performance – can the hardware provide the speed 

needed by complex, data-intensive edge AI 

applications at the same time operating consistently 

and reliably, even in some harsh surroundings? 

• SWaP (Size, Weight, and Power) – Can the 

hardware meet the specifications for size and 

weight, thus conforming to the physical constraints 

of the application? Does it make the most sense 

from a power-consumption standpoint? 

• Cost – which hardware provides the functionality 

and specifications the project needs at the best price 

point? 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE I.  PROCESSING ELEMENTS TYPES FOR EDGE AI HARDWARE  
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B. DESs Software Architecture 

As previously mentioned, DESs are generally designed to 
ensure transparency. This requires that the system 
performance be independent of the underlying low-level 
system software and hardware components. A widely used 
approach is that of middleware [42]–[44]. Middleware refers 
to a software layer that provides a programming abstraction, 



as well as masking the heterogeneity of the underlying 
networks, hardware, operating systems and programming 
languages [25], [45]. Middleware speeds up the development 
of distributed systems through the simplification of 
communication between the applications and the various 
components making up the system [42]–[44], [46]. There are 
many types of middleware with some focusing on specific 
connectivity types, others on specific applications, application 
components and devises. There are also some that combine 
different capabilities for explicit tasks [43]. Some of the most 
common types of middleware software include [43], [45], 
[47]: 

• Message-oriented middleware (MoM) [48]  

• Remote procedure call (RPC) middleware 

• Data or database middleware 

• Application programming interface 

(API) middleware 

• Object request broker (ORB) middleware 

• Transactional middleware 

• Asynchronous data streaming middleware 

• Device/component middleware 

• OpenCL [33] 

• Portal middleware 

• Robotics middleware 

• ScOSA system software [44] 

Fig. 3. Middleware within the Embedded Systems Model [49] 

For middleware to be practical in the setting of embedded 
systems, it needs to be very efficient. Depending on the nature 
of the DES, efficiency can involve adaptability, flexibility, 
minimum use of the CPU, memory, battery power, network 
bandwidth, fault-tolerance etc.[44], [46], [49]. 

IV. CONCLUSION 

The paper has confirmed the move towards processing at 
the edge as way of reducing latency that is introduced when 
cloud processing is involved. At the same time, it built a case 
for DESs as a form of HPEC platform for computing at the 
edge. There is a need to develop a generic DES platform 
(hardware and software) that can be used across various edge 
applications including machine learning, IoT and cyber-
physical systems applications. Thus, there is a big scope of 
work for the future look into the development of HPEC 
systems based on DESs hardware, system software (including 
middleware). There is also a need to evaluate the 
performance, effectiveness and efficiencies of the developed 
DESs and middleware combination.  
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Abstract—In this paper, the standard 3T pixel structure 

detector using BJTs as pixels were replaced with cascode 

configured BJTs and several key parameters were compared. 

This work can be used to develop and optimise detectors before 

it is manufactured saving design time and cost. This was 

accomplished by inserting the diode-connected BJT in cascode 

configuration in the place of the normal diode connected BJT in 

the standard 3T pixel structure. Two different cascode 

configurations were analysed (the first is the BJT only one and 

the second one is a BJT MOSFET combined one). Furthermore, 

the y-parameter representation of the full 3T pixel structure is 

provided and subsequent mathematical model of both circuits 

was used to perform the comparison. The modified cascode 

configuration was found to have increased gain compared to the 

normal structure. The disadvantage is that the modified cascode 

configuration was found to be sensitive to β and Early Voltage 

where the standard structure is insensitive to these parameters. 

All three configurations were found to be temperature 

insensitive. Using this work, the designer can determine 

mathematically if the cascode configuration would perform 

better as opposed to standard 3T pixel structure detectors. The 

designer can also use this to optimise for a specific set of 

circumstances.  

Keywords—Image sensors, CMOS image sensors, integrated 

circuit modeling, analytical modeling, phototransistors. 

I. INTRODUCTION  

Radiation detecting applications and implementations 
have shown significant progress recently [1] – [5]. 
Implementations of detectors have been done in literature [6] 
– [9]. Readout circuitry of detectors have been published [10] 
[11], however generic mathematical modeling is somewhat 
lacking. Modeling can be done in multiple ways which can 
save on design time and costs. One such method is through the 
use of y-parameters and shunt-shunt feedback modeling. The 
inclusion of feedback results in more accurate results since the 
system would be deemed stable.   

II. SHUNT-SHUNT FEEDBACK MODELLING IN DETECTORS 

In 3T pixel structure detectors, one method that can be 
used to compare performance is y-parameter representation. 
The input is a current owing to the current flow as a result of 
incoming photons hitting the exposed part of a diode 
connected BJT connected since the diode is reverse-biased. 
The output is a voltage that is fed into a next stage where the 
impedance is expected to be very large such that negligible 
current would flow into the next stage.  

III. DEVELOPMENT OF THE MODIFIED 3T PIXEL STRUCTURE 

The 3T pixel structure was thoroughly analysed in [12]. 
The standard circuit is given below. 

 
 

 

Fig. 1. Standard 3T pixel structure.  

Although this structure performs quite well in terms of 
noise and temperature, one drawback is that the gain is 
relatively low which is seen in fig. 6(a). One way to increase 
the output voltage whilst keeping the rest of the specifications 
the same is to add another BJT and configure it in cascode 
configuration. Cascode configuration increases output 
resistance and reduces unwanted capacitive feedback. The 
modified 3T pixel structure using cascode configured pixels 
is given below.  

 
 

Fig. 2. Modified 3T pixel structure using cascode configured pixels (BJT 
only). 



 

 

 

Fig. 3. Modified 3T pixel structure using cascode configured pixels (BJT 
and MOSFET combination). 

As seen in fig. 2, a second transistor is required which will 
change the characteristics of the input resistance which is 
ropixel in eq. 1. In the standard configuration, the pixel’s small 
signal model consists of an output resistance only since it is 
diode connected [13]. The well-known cascode 
configuration’s small signal model contains two output 
resistances and two current generators for the BJT only 
version. The BJT MOSFET combination cascode configured 
version contains two output resistance and one current 
generator only. To determine the output resistance of the 
cascode configuration, the input should be shorted to ground. 
This results in Q1’s current generator to be 0 and thus it could 
be removed. The resulting small signal model that was used 
in this work is given in fig. 4. 

 

Fig. 4. Small signal model of the cascode configuration for the pixel only 
(BJTs only).  

 

Fig. 5. Small signal model of the cascode configuration for the pixel only 

(BJT and MOSFET combination).   

The current generator for Q1 is missing since the input is 
shorted to ground to create a reverse biased diode. The 
admittance of this output resistance of the cascode amplifier is 
used as seen in eq. 2 

A. Standard 3T pixel structure model 

In eq. 1, the standard model used in performance analogy 
is given.  

 
𝑣𝑜

𝑖𝑠

=
𝑎

1
𝑟𝑂𝑝𝑖𝑥𝑒𝑙

× 𝑏
                              (1) 

where 

𝑎 =  
1

𝑟𝑜1(1 + 𝑔𝑚1𝑣𝑔𝑠1) + 𝑟𝑜2(1 − 𝑔𝑚2𝑣𝑔𝑠2)
 

and 

𝑏 =
𝑟𝑜1 + 𝑟𝑜2 + 𝑟𝑜3

𝑟𝑜3 (𝑟𝑜2(1 + 𝑔𝑚2𝑣𝑔𝑠2) + 𝑟𝑜1(1 − 𝑔𝑚1𝑣𝑔𝑠1))
 

 
Assuming 𝑔𝑚1𝑣𝑔𝑠1 ≪ 1  and 𝑔𝑚2𝑣𝑔𝑠2 ≪ 1  and 

manipulating, eq.1 can be reduced to: 
 

𝑣𝑜

𝑖𝑠

≈
𝑟𝑂𝑝𝑖𝑥𝑒𝑙

𝑟𝑜3

(𝑟𝑜1 + 𝑟𝑜2 + 𝑟𝑜3)
                         (2) 

The parameter ropixel is the small signal equivalent of the base 
emitter shorted BJT which then acts as the reverse biased diode 
forming the pixel. The circuit equivalent of ropixel is merely the 
output resistance of the pixel BJT [12] 

B. Modified 3T pixel structure model 

In this section, a detailed description of the modified 3T 
pixel structure model is given. The output resistance of the 
cascode configuration is given in eq. 3. 

 

𝑅𝑜 ≅ 𝑟𝑜2 (1 +
𝑔𝑚2𝑟𝑜1

1 +
𝑔𝑚2𝑟𝑜1

𝛽𝑜

)                        (3) 

Traditionally if 𝑔𝑚2𝑟𝑜1 ≫ 𝛽𝑜  and 𝛽𝑜 ≫ 1 , the output 
resistance equation is reduced to 

 
𝑅𝑜 ≅ 𝛽𝑜𝑟𝑜2                                    (4) 

 
However since it could be difficult to ensure that 

𝑔𝑚2𝑟𝑜1 ≫ 𝛽𝑜  since the pixel BJT and common base 
connected BJT specifications can differ significantly, the full 
equation was used in this work. The full mathematical model 
where y-parameter representation was employed is given in 
eq. 5:  

 

𝑣𝑜

𝑖𝑠

≈
𝑟𝑜2𝑟𝑜3

(𝑟𝑜1 + 𝑟𝑜2 + 𝑟𝑜3)
(1 +

𝑔𝑚2𝑐𝑎𝑠𝑏𝑗𝑡𝑟𝑜1𝑐𝑎𝑠𝑏𝑗𝑡

1 +
𝑔𝑚2𝑐𝑎𝑠𝑏𝑗𝑡𝑟𝑜1𝑐𝑎𝑠𝑏𝑗𝑡

𝛽𝑜

)  (5) 

The combined BJT and MOSFET cascode configuration 
mathematical model is: 

𝑣𝑜

𝑖𝑠

≈
𝑟𝑜2𝑟𝑜3

(𝑟𝑜1 + 𝑟𝑜2 + 𝑟𝑜3)
× 𝑔𝑚2𝑐𝑎𝑠𝑚𝑜𝑠𝑟𝑜1𝑐𝑎𝑠𝑏𝑗𝑡𝑟𝑜2𝑐𝑎𝑠𝑚𝑜𝑠  (6) 

As seen in eqs. 5 and 6 several extra parameters are 
included. These refer to the applicable MOSFETs and BJTs 
in the cascode configurations. 

 
In the section IV, these three models were compared to 

establish the performance and tradeoffs if one decides to use 
the modified structures.  



 

 

IV. SIMULATIONS OF THE STANDARD AND MODIFIED 3T PIXEL 

STRUCTURE DETECTORS    

Several characteristics were analysed and compared in this 
work to show the similarities and difference between the three 
configurations. This was done using simulations where 
several parameters were fixed and one was varied. In this way, 
the characteristics can be clearly seen.  

The first simulation is a comparison between the gains of 
the two circuits (standard configuration and BJT only cascode 
configuration).  

 
(a) 

(b) 

Fig. 6. Gains of both structures (a) standard configuration and (b) 

modified configuration (BJT only). 

As it can be seen in figs. 6 (a) and (b) there is a 

considerable increase in overall gain. The same specification 

BJT that is used as a pixel was used as the common base 

transistor. Imperatively it would mean that the common base 

transistor should not be exposed to possible incoming 

radiation. Approximately 43 dB improvement is seen in the 

modified configuration. However, one should not just use this 

configuration due to the increase output voltage as there are 

some tradeoffs that will have to be considered in conjunction 

with the improved gain. A number of these parameters that 

would influence the output was simulated and the results 

presented. 

 

The first of these parameters of concern is temperature. In 

the standard configuration, the BJT that acts as the pixel 

consists of an output resistance only as previously mentioned. 

There is no direct temperature parameter seen and thus makes 

it temperature insensitive in ideal circumstances. With the 

inclusion of the cascode configured pixel, transconductance 

parameters appear which is directly linked to temperature. 

Fig. 7 shows the temperature influence in the output voltage 

when the pixel is illuminated. 

Fig. 7. Temperature effect on output voltage 

As seen in fig. 7 there is no significant difference between 

350 K operating temperature of the modified configuration 

compared to 77 K which is typically used in space 

applications in ideal circumstances. For practical 

implementation, this would align with Si BJT detecting 

applications. However, should a designer use SiGe HBTs as 

the detecting pixel, this would not be the case as carrier 

freezeout would influence the current flow at about 186 K 

and lower where current flow would be restricted [13].  

 

The pixel output resistance would change significantly 

with the introduction of the cascode configuration which 

influences β and Early Voltage. The following graphs show 

the impact of this on the output resistance of the pixel and the 

resulting dB voltage increase of the overall circuit. The 

following parameters were set for the output circuit in 

conducting these simulations: 

 VDD = 5 V 

 All MOSFET Early Voltages = 200 V 

 All MOSFET Threshold Voltages = 0.66 V 

 k'=µnCox = 200 µA/V2 

 All aspect ratios of MOSFETs = 2 

The pixel output resistance changes significantly with the 

introduction of the cascode configured pixel. Both output 

resistances under the same illumination conditions are shown 

in fig. 8. 

Fig. 8. Pixel output comparison between standard and modified 

configuration. 
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As it can be seen in fig. 8, the output resistance increases 

significantly with the inclusion of the extra common base 

transistor (from 20 GΩ to about 3000 GΩ). This reduces input 

current flow and will increase output voltage hence the 

significant improvement seen in the overall gain as shown in 

fig. 4. The next two graphs show how β and Early Voltage 

affect the output resistance of both configurations. 

(a) 

(b) 

Fig. 9. Pixel output resistance vs photon generated current for varying (a) 

β and (b) Early Voltage. 

It can be seen in figs. 9 (a) and (b) that an increase β and 

increase in Early Voltage has the same effect on the output 

resistance of the modified conguration (BJT only cascode 

configuration). Both results in an increased output resistance 

(4000 GΩ and 3000 GΩ maximum resistance respectively). 

The important aspect of this is how does this increase in 

output resistance affect the output voltage seen of the circuit. 

That is illustrated in figs. 10 (a) and (b). 

(a) 

(b) 

Fig. 10. dB output voltage increase using the modified structure compared 

to the standard 3T pixel structure vs photon generated current for varying 

(a) Early Voltage and (b) β. 

In both figs. 10 (a) and (b), it can be seen that an increase 

in output voltage is observed with an increase in Early 

Voltage and β (maximum 45 dB and 47 dB respectively). 

Since ro is proportional to ΔVCE, this explains why there is a 

large increase in output voltage since the input voltage is also 

increased significantly. Since β is a measure of amplification 

in a BJT transistor, an increase in β results in larger current 

flow. This, in turn, will result in a larger voltage drop as seen 

in normal common-emitter circuit. Since the common-base 

part of the cascode configuration exhibits a series resistance, 

a larger voltage drop is seen resulting in a larger output 

voltage.  

 

For the MOSFET-BJT cascode configuration, the 

following graphs depict the performance of the configuration: 

Fig. 11. Gain of modified configuration (BJT and MOSFET combination). 
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Fig. 12. Pixel output resistance vs photon generated current for varying  

Early Voltage for BJT and MOSFET combination configuration. 

Comparing figs. 11 and 12 with the BJT only version of 

the cascode configuration, it is observed that the gain is 

increased (from 24 MV/A to 20 GV/A). Additionally the 

larger the common gate transistor’s aspect ratio (AR), the 

larger overall gain is seen.  

 

It must be noted that one should not just use values and 

configurations to increase the output as much as possible, 

since the maximum output voltage is constrained to the 

supply voltage minus some transistor voltage drops. However 

the benefits of using these modified configurations are still 

worthwile considering the tradeoffs.  Power supply voltage 

variation does not affect any of these parameters analysed in 

this work.  

V. CONCLUSION 

In this work, a cascode configured diode connected pixel 
was inserted in the standard 3T pixel structure detector to 
obtain improved performance. This improved performance 
was in the form of much larger output voltage.  

However, this improvement comes with some tradeoffs 
where the standard 3T pixel structure is not sensitive to β and 
Early Voltage. With the inclusion of the cascode configured 
diode-connected BJT acting as a pixel, the detecting element 
(pixel), is sensitive to β and Early Voltage. Lastly, with the 
inclusion of a common gate configured MOSFET in the place 
of the common base configured BJT increases the gain and 
pixel output resistance more than the BJT only cascode 
configured version. However, since 3T pixel structure 
detectors are usually powered using low voltages (typically 
1.8 V to 5 V), the MOSFET-BJT combined cascode 
configured pixel would not be advisable to use since the 
resolution of the detector is large resulting in information loss.  

This work can be used by a designer to develop much 
improved 3T pixel structure detectors in simulation without 

the need to prototype and incur large amounts of cost. This 
will also save on design time.  
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Abstract—This paper explores the measurement of vulture 

streamer lengths that contribute to power line faults. Digital image 

processing techniques were utilized to measure the streamer 

lengths of captive vultures with the aim of developing a practical 

measurement system to study the streamers of naturally occurring 

vultures. Various image processing options considered in this 

study are discussed and the setup of a camera system at a test site 

is described. Finally, some of the initial measurement results are 

provided. The maximum streamer length captured and evaluated 

with the proposed measurement methodology was determined to 

be 77 cm. 

Keywords— power line faults, line performance, bird streamer, 

digital image processing, vulture, artificial intelligence, camera 

calibration. 

I. INTRODUCTION 

 Power line faults caused by bird excrement are categorised 
into two different mechanisms. Firstly, bird excrement that 
directly short circuits the electrical clearance at the towers are 
known as streamer faults (i.e. directly – at time of discharge), 
and secondly, excrement deposited on insulators over time may 
result in pollution related flash-overs (i.e.  indirectly – sometime 
after the streamer is discharged). Bird faults due to streamers and 
pollution account for approximately 38 % of faults on Eskom’s 
Main Transmission System [1].  

This paper focuses only on the streamer faults that occur 
directly at time of discharge, with emphasis on transmission 
lines, i.e. lines operating at greater than 132 kV. Faults due to 
bird electrocutions and nesting are not addressed in this paper. 

Previous research has documented broad estimates of 
expected streamer lengths from birds [2]. Laboratory 
experiments have shown that streamer volumes of between 50-
60 cm3 could potentially result in flashovers [1]. Taylor [3] also 
performed laboratory testing of streamer induced flashover. To 

date, however, actual streamers produced by birds have not 
been scientifically measured – although they have been visually 
observed and estimated to be as long as 3 m [4]. As part of 
ongoing research, the measurement of actual vulture streamer 
lengths is an important input for the design and development of 
new fault mitigation solutions. Mitigation of such faults are 
important to reduce unnecessary electrical stresses on network 
equipment such as transformers and to ensure better network 
reliability. 

Digital image processing has gained popularity for practical 
engineering applications and significant strides have been made 
in algorithm development and optimization. For this research, 
simple digital image structure analysis has been used to infer  
the vulture streamer lengths. 

II. BACKGROUND 

Generally, larger birds produce longer and thicker streamers 
than smaller birds. The longer the streamer, the greater is the 
probability of shorting-out the electrical safety clearance at the 
tower. Current research is considering the size range at which a 
bird is capable of producing a streamer long enough to cause a 
flashover. Observations of bird streamers indicate that species 
± 50 cm in height are potential culprits of streamer faults [5]. 
Vultures are one of the large bird species (78-98 cm in height) 
that are known to roost on transmission towers. For high 
voltage lines (greater than 132 kV) the typical electrical 
clearance ranges between 2.8 m and 6 m, and is dependent on 
the line voltage. For lower voltage lines, the electrical 
clearances are smaller and are more susceptible to smaller 
streamers bridging a larger portion or the entire clearance 
distance.  

Figure 1 shows examples of vulture streamer events on an 
Eskom Transmission line. The streamer was captured using a 
wildlife camera trap.  



 

 

 

 
Figure 1: Vulture streamer events on a power line (bottom [1]) 

The lines were live at the time these images were captured; 
however, the streamer events shown here did not result in a line 
fault. The red dashed polygon lines highlight the streamer 
discharges. 

Hobby type digital cameras used to capture the images 
shown in Figure 1 are generally not regarded as precision 
measuring instruments. This project was conceived as an initial 
investigation into the use of available wildlife trap cameras to 
obtain an estimate of vulture streamer lengths. For this phase of 
the research, an assessment of the sensitivity and measurement 
accuracy of this type of camera was investigated. Figure 2 is an 
example of a wildlife camera trap used for this research 

 

 

Figure 2: Example of a wildlife camera trap [6] 

III. POWER LINE BIRD FAULTS 

Polat et al [7], reports that bird faults on transmission lines 
can cause significant outages, sometimes with severe financial 
consequences – even into millions of dollars (China was 
specifically cited as an example). Having said that, it is very 
difficult to conclusively verify that a streamer caused a fault 
[8,9]. 

Restani et al [10] performed a study into faults on a 500 kV 
transmission line due to bird droppings (contamination) on 
insulator strings. The contamination was caused by large flocks 
of ravens roosting on the transmission line towers. Gregarious 
species that gather in groups to roost on towers (e.g. vultures) 
are more vulnerable to electrocutions than solitary birds, as 
clearances are reduced by individuals of a flock making 
physical contact with one another [5]. 

Mitigation measures include spikes to discourage perching 
in critical locations on towers and insulating covers above 
insulators to prevent streamer and contamination problems 
[11,12]. Spikes have been found to be effective in many cases 
[2,12], but care needs to be taken in their selection and 
placement. Spikes also have to be maintained as they have been 
observed to slide-about or are damaged by bird activity over 
time. 

IV. TEST SITE AND INVESTIGATION METHODOLOGY 

The research methodology involved the following: 
• Calibrate the camera sensor (i.e. pixel distance) to a 

reference measurement; 
• Install the cameras at the test site; 
• Data capture for a period of 1 month; and 
• Analyse the saved videos to determine the streamer lengths. 

 
A wildlife camera trap was setup in a vulture enclosure at a 

vulture rehabilitation facility near Hartbeespoort, west of 
Pretoria, South Africa. Figure 3 shows the rehabilitation 
enclosure. Ethical clearance for this research was not required 
as the work only involved video recording of the birds’ 
behaviour inside the enclosure. 

Over a one-month period, the cameras captured video 
footage of vulture behaviour in the enclosure. The cameras 
were motion-triggered and thirty second video clips were 
saved. The camera footage was downloaded and the video 
footage was manually reviewed. Only clips with streamers were 
further evaluated. 

The cameras that were previously installed on Eskom’s 
power lines (see Figure 1) were not intended for streamer length 
calculation, but rather for bird behaviour monitoring. 
Parameters such as the installation angle, the relative field of 
view, distance to the bird and other reference measurements 
were not documented during that project. The streamer imagery 
obtained from the initial research provided the motivation to 
conduct the research presented in this paper. 

Two cameras were attached to the outside of the enclosure 
fence, facing inside the enclosure. One was set up along the 
width (i.e. ‘A axis’ in Figures 3 and 4) and one along the length 
of the enclosure (i.e. the ‘B axis’). 

 



 

Figure 3: Vulture enclosure 

 
 

 

Figure 4: Camera mounted on enclosure fence 
 

The camera specifications and photography settings are: 
Resolution 5184x4000 pixels, F Stop 2.7 and ISO 800. The 
manufacturer did not publish the lens specifications. The 
camera was positioned to capture streamer events occurring 
between 1 m to 9 m away from the camera. Both cameras were 
focused on a perch beam that spanned the width of the 
enclosure, giving both side and front views of the perch beam. 
The field of view was adjusted so that the perch beam and the 
area directly beneath it was in-frame. The field of view for both 
axes are shown in Figure 5. 

V. DIGITAL IMAGE PROCESSING TECHNIQUES 

A. Measurement Principle 

Several imaging processing techniques are applicable as a 
potential solution. However; due to time constraints, only a 
simple image structure analysis solution using pixel length 

inference could be implemented. For accurate measurements, a 
camera calibration is required. A normal camera calibration is 
required to determine various physical parameters of the lens 
and sensor combination [13,14].  
 

 

     
 

 
 

Figure 5: View from camera along enclosure length (‘A’ axis – 
top) and width (‘B’ axis – bottom) 

A camera captures an image with each pixel representing a 
point in 3-D space with its projection into a 2-D space. Further, 
due to minor imperfections in the construction of the lens and 
sensor, the saved image may have distortions [14]. Improved 
measurement accuracy may be obtained if the camera’s 
extrinsic and intrinsic parameters are computed, and the final 
image is corrected for these distortions.   

The intrinsic parameters relate to the camera’s focal length, 
optical centre and skew coefficients. These parameters are 
specific to each camera and lens combination. Extrinsic 
parameters relate to the rotation and translation vectors that 
translate a 3-D scene into a 2-D coordinate. The calibration 
process generates matrix coefficients that may be applied to a 
saved image to correct the distortions [14]. The radial distortion 
coefficients model the radial distortions that cause straight lines 
to appear curved in the saved image. This usually occurs when 
light waves entering at the periphery of the lens bend more than 
they do at its optical centre. The tangential distortion 
coefficients model the tangential distortion that occur when the 

‘B’ axis 

‘A’ axis 

Perch beam 



lens and the image plane are not absolutely parallel with one 
another. To determine the projection of a 3-D point onto the flat 
2-D image plane, the point from the real world must be 
transformed to the camera coordinate system. This is achieved 
using the extrinsic parameters (i.e. the Rotation �  and 
Translation �) parameters. The equations that relate a 3-D point 
(Xw, Yw, Zw) in real world coordinates to its projection (u, v) in 
the image coordinates are [14]: 

 

���,��,�� 	 
 � ����,��,1 �                                            (1) 

 � 
 �� � �′                                                   (2) 
 � 
 �� � ��                                                   (3)  
 

Where: �  is a 3x4 Projection matrix consisting of the 
intrinsic matrix (K) that contains intrinsic parameters and the 
extrinsic matrix ([R | t]) – which is a combination of the 3x3 
Rotation matrix R and 3x1 Translation vector t.  

                      � 
 � � ��  | ��                       (4) 
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Where: fx and fy are the focal lengths. These are generally 

the same value. cx and cy are the coordinates of the optical centre 
of the image plane. Υ relates to the skew deviation between the 
axis (usually taken as 0). 

The most common type of camera calibration is the 
checkerboard pattern calibration technique [15]. This process 
requires taking pictures of a reference checkerboard pattern 
(with known dimensions) from different angles and distances 
away from the camera. The OpenCV camera calibration library 
may be used to generate the calibration data [15]. The pre-
compiled python function ‘findChessboardCorners()’ is used to 
process the checkerboard pictures to compute the calibration 
data. An example of the resultant checkerboard detection is 
illustrated in Figure 6. 

Using this data, the various intrinsic and extrinsic matrices 
and coefficients may be computed. The rotation and translation 
calibration can then be applied to each new image to obtain a 
corrected image. The corrected image can then be used for more 
accurate measurement. More complex calibration techniques 
such as the Geometric Clues or Deep Learning based 
techniques may also be used; however, they are not covered in 
this paper. 

 

Figure 6: Camera calibration using checkerboard technique [15] 

B. Pixel-to-length inference 

The first stage of this research utilized a simpler inference 
measurement to determine streamer lengths. The results of the 
streamer length computation using the camera calibration 
technique will be published as part of further work done on this 
project. It was therefore decided to use the basic inference 
technique for the initial stage and the checkerboard technique 
for subsequent stages of this project. 

Pixel-length inference was achieved using the principle of 
triangle similarity. This technique involves pixel calibration 
against a target image of known width (W) at a distance (D) 
from the camera (i.e. a reference image). From the picture of 
the reference object, the apparent distance in pixels (P) can be 
measured. This ‘measurement factor’ can then be applied to the 
image containing the streamer event and the length thereof can 
be inferred. Although less accurate, it allowed for simple data 
analysis for the initial stage of this project. Figure 7 shows the 
camera reference pictures that were used. The camera’s focus 
is best between 1 m to 6 m away from the lens. Images further 
away tend to be blurry or out of focus. 

The reference image consisted of black coloured rectangles 
of dimensions 5 x 4 cm, 10 x 4 cm and 25 x 4 cm. The images 
were captured at distances from 7 m to 1 m away from the 
camera. The images were captured in the horizontal orientation 
of the camera (i.e. as shown in Figure 4). The pixel length was 
measured using the Mac ‘Preview’ Application and the results 
are plotted in Figure 8. 

 

   
 
Figure 7: Reference images used for inference calibration (left - 7 m 
and right - 1 m away from camera). 

Intrinsic Matrix Extrinsic Matrix 



 
Figure 8: Inference calibration graphs 

From Figure 8, the pixel length for the specific sized 
rectangle may be obtained at a specific distance away from the 
camera. When the pixel length for the streamer is compared to 
the pixel length of the reference rectangle, the actual streamer 
length may be obtained. 

A power regression curve was fitted to the calibration data. 
The coefficient of determination (R2) is very high (i.e. approx. 
0.99 in all cases). This indicates that good accuracy can be 
achieved between the pixel to distance inference. The accuracy 
at a distance of 1 m away from the camera is 6 mm/pixel, at 5 
m the accuracy is 29 mm/pixel and at 7m, it is 41 mm/pixel. 
The millimetre level accuracy was deemed acceptable for this 
initial work as the main clearances are in the order of meters. 
The power function for the larger 25 x 4 cm data was used for 
determining the streamer lengths in this report as it yielded a 
better pixel-to-length ratio. A limitation of this technique is that 
the distance of the streamer from the camera needs to be known 
to infer the actual length. Using the equation of the fitted curve, 
the apparent pixel length of the 25 cm reference may be 
obtained. From this value, a single pixel length may be 
calculated. The single pixel length is then multiplied by the 
number of pixels of the streamer picture to infer the streamer 
length. 

VI. RESULTS 

Figure 9 is a 2-D representation of the scenario under 
investigation. The streamer length is determined using the 
direct linear distance between the tips of the streamer, i.e. the 
hypotenuse length (h). Of interest to this work, however, is the 
reduction of the electrical clearance distance (d) by the 
streamer, and therefore, the vertical distance (y) is also 
calculated. The hypotenuse length does not contribute to the 
reduction of the electrical clearance in 2-D space. In other 
words, if a streamer is ejected at an angle (θ), only the  ‘y’ 
parameter contributes to a reduction of the electrical clearance 
and therefore this distance is of interest for the engineering 
study. Only images from the ‘B’ axis (i.e. the enclosure length) 
were obtained. The camera installed on the ‘A’ axis (i.e. width 
section) did not record any video that could be correlated with 
the streamer events triggered by the ‘B’ Axis camera. Five 

streamer events have been captured and analysed as part of this 
study. The width of the enclosure is 9 m and the length of the 
green perch mat is approximately 3 m in the camera’s field of 
view. From these measurement references, the distance of the 
streamer from the camera may be estimated. 

Table I lists the streamer events recorded and their inferred 
lengths. Figure 10 shows the streamer with the longest 
calculated length (event 1). 

VII. DISCUSSION 

The initial data only yielded footage from the ‘B’ axis. The 
streamers are however projected in 3-D space. To obtain greater 
accuracy, the 3-D projection length should be considered. For 
this installation, however, the birds are forced to perch on the 
width-length beam. This configuration should result in 
streamers that are most accurate in the ‘B’ axis and the data 
obtained from this initial study is therefore considered to be 
suitable for the analysis. 

For this initial review, assumptions were made relating to 
the position of the bird on the perch beam. This distance 
assumption will impact the absolute length calculations. For 
further work, it is recommended that the perch beam be 
graduated with fixed measuring reference markers so that the 
birds distance can be better assessed. From review of the 
camera video footage, the shape of streamer was observed to 
distort as it travels ground-ward. The effect of this distortion of 
the streamer should be considered in determining the reduction 
of the electrical clearance. 

The cameras were mounted on the fence using cable ties. 
The footage from the ‘A’ axis camera showed that the camera 
position shifted after installation. This was attributed to the 
vultures flying directly the side of the fence as they were able 
to get a run-up before taking to flight. The vibrations from 
collisions with the fence caused the cable ties to slip and the 
camera shifted position. Consequently, the ‘A’ axis footage was 
unusable. 

Captive birds are fed with dead animal carcasses, prompting 
the question that their dietary patterns may be different to that 
of naturally occurring vultures as they may experience some 
stress while in captivity. 

 
 

 
 
 
 
 
 
 

 
Figure 9: Graphic representation of the streamer path 

TABLE 1: STREAMER EVENTS RECORDED  

Event 

Estimated 

distance from 

camera (m) 

Estimated vertical 

electrical clearance 
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hypotenuse streamer 

length (cm) 

1 7 76 77 
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Figure 10: Vulture streamer event 1 

It is unknown if the streamers of captive birds are 
comparable to that of naturally occurring birds. The vulture 
handlers at the rehabilitation facility have indicated that the 
food provided to the captive vultures is generally the same that 
they will consume in the wild. Further work is required to 
investigate the streamer lengths of wild vultures as compared to 
birds in captivity. 

The camera was motion triggered, and as such, many hours 
of video that did not contain vulture streamers were captured. 
The footage had to be manually reviewed to extract the frames 
that had streamers. There is an opportunity to train a deep 
learning object detector to automatically identify a streamer and 
only capture those specific frames. 

VIII. CONCLUSIONS AND RECOMMENDATIONS 

The initial work presented herein has provided acceptable 
results and is a good basis for future work that will be required 
to refine the measurement technique. The initial video footage 
used has yielded several streamer events. The maximum length 
streamer calculated from the initial video footage was 
determined to be 77 cm. Further events have been recorded 
since the analysis reported in this paper. The analysis of future 

events should include a fixed reference measurement indicator 
(such as a stick graduated at regular intervals and installed in 
the camera’s field of view) to provide greater confidence in the 
calculated values. 

Better mounting of the camera could also be considered. A 
stable tripod or any camera mount not fixed to the fence should 
yield better footage. 

Obtaining streamer lengths measurements from an 
operating power line could be considered to account for 
differences between naturally occurring and captive birds. Once 
a sufficiently large data set has been obtained, electrical 
modelling should be conducted to determine the probability of 
flashover. 
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Abstract—The stable operation of an islanded microgrid pow-
ered by multiple distributed energy sources (DESs) depends
on the control of the voltage magnitude, the frequency and
the power-sharing among the DESs. Uncontrolled power-sharing
among sources can lead to voltage and frequency stability issues
characterized by poorly damped oscillations. To achieve efficient
power-sharing, a level-one control strategy is required. This
paper proposes a communication-less hybrid control strategy
to implement power-sharing regardless of the inverter output
impedance. In this strategy, the power-sharing control is achieved
with the inverters in both grid-forming and grid-following control
modes—in particular, for the sources interfaced with rotating
machines. Simulation results show that the instantaneous power-
sharing is correctly carried out while maintaining the RMS
voltage at the required value. Furthermore, the voltage drops
remain within the 10% admissible range.

Index Terms—AC microgrid, inverter, grid-forming, grid-
following, power-sharing control

I. INTRODUCTION

Microgrids can be considered as a better approach to ensure
an efficient integration of distributed energy sources (DESs)
into the main grid. They can be operated in both grid-
connected and islanded modes. While operating in islanded
mode, microgrids can be adopted for local generation of
affordable, reliable and resilient power as an alternative to
the main grids in islanded areas [1]. This provides more
flexibility to communities living in areas with inadequate
electrical infrastructures (like rural environments) to meet
their electricity needs. However, the integration of DESs
within a microgrid may give rise to critical voltage and
frequency stability if the power-sharing among the sources
is not addressed accordingly [1], [2]. The control strategy
based on droop control is widely applied to carry out the
proper power sharing among the sources [3]. However, in the
droop control approach, the power-sharing control is depen-
dent on the inverter output impedance, which requires a trade-
off between voltage and frequency deviations and accurate
power-sharing [4]. Furthermore, communication-based control
strategies while achieving good power-sharing often result in
increased cost of the system [5].
This paper proposes a communication-less distributed hybrid
control strategy to carry out the power-sharing regardless of
the inverter output impedance (Fig. 1). The inverters are used
in both grid-forming and grid-following control modes. Unlike

the conventional droop control method, the proposed control
strategy decouples power-sharing control from the references
of the voltage and current applied to the inner voltage and
current control loops. This allows the inverters with the fastest
dynamics to be most closely controlled. In addition, it can
be applied even to islanded microgrids with different DES
unit interfaces such as inverters and a directly connected
synchronous machine.
Recent studies addressed the communication-less power-
sharing challenges within islanded microgrids. In [1], the
authors proposed an accurate power-sharing method for the
control of a multi-Distributed Generation (DG) microgrid by
employing low-bandwidth digital communications. However,
this study was limited to two DG units. The study undertaken
in [2] proposed a distributed integral controller based on
averaging algorithms, which dynamically regulate the system
frequency during a time-varying load. However, a secondary
control level is required. In this work, the proposed power-
sharing control strategy appears to be a more efficient method
of performing the instantaneous power-sharing irrespective of
the frequency droop control and the inverter output impedance,
in comparison with the approaches based on the conventional
droop control.
The remainder of this paper is organized as follows: Section
II describes the challenges of the power-sharing of VSI-based
microgrids. Section III presents the details of the proposed
hybrid power-sharing control method, while in Section IV
the performance of the proposed power-sharing method is
analyzed and discussed. Finally, Section IV concludes the
paper.

II. POWER-SHARING CONTROL OF VSI-BASED
MICROGRIDS

In an islanded mode, each power source must be able to
supply its share of the total load in proportion to its rated
power. The power-sharing concept is illustrated in the partic-
ular case of the islanded microgrid shown in Fig. 1. In this
simplified representation, the power sources are represented by
voltage sources. Rline1 and Rline2 are the feeder resistance
of line1 and line2, respectively. Xline1 and Xline2 are the
reactance feeder impedance associated with the line1 and
line2, respectively. Vi∠δi is the voltage of power energy
source (i represents the ith power source). δi represents



the phase angle difference between Vi and VM . VM is the
microgrid voltage at busbar M where loads are connected.

Fig. 1. Power-sharing principle in islanded microgrids.

The active and reactive power generated by the sources are
given by the following equations [6]:

Pi =
Xlinei

(
ViVM cos δi − V 2

M

)
+RlineiViVM sin δi

X2
linei +R2

linei

(1)

Qi =
Xlinei

(
ViVM cos δi − V 2

M

)
−RlineiViVM sin δi

X2
linei +R2

linei

(2)

The power angle δi is small in the case of a microgrid and
it can be assumed that sin δi ≈ δi and cos δi ≈ 1. Equations
(1) and (2) can then be rewritten as

Pi =
XlineiVM (Vi − VM ) +RlineiViVMδi

X2
linei +R2

linei

(3)

Qi =
XlineiVM (Vi − VM )−RlineiViVMδi

X2
linei +R2

linei

(4)

Equations (3) and (4) show that the flow of active and
reactive power between sources and loads depends on the
terminal voltages of the sources Vi and the power angle δi
that is the representation of frequency in the microgrid based
on the inverters, assuming that we know the feeder impedance
parameters (Xlinei and Rlinei) and voltage of loads (VM ).

According to Fig. 1 and to the corresponding equations, the
effective control of active and reactive power sharing dictates
the stable operation of the microgrid. The load demand should
be shared among sources according to their power ratings to
ensure the power supply and balance stability. The power-
sharing stability can be defined as the ability of the microgrid
to maintain the power balance and effective load sharing
among the sources. Poor power-sharing among sources can
lead to voltage and frequency stability issues characterized by
poorly damped oscillations.

III. PROPOSED MICROGRID CONTROL ARCHITECTURES

To decouple frequency control from power sharing control,
We propose a hybrid grid-forming and grid-following control
scheme. In this architecture, specific control roles are assigned
to voltage source inverters (VSIs) connected to the microgrid.
One VSI should act as a grid-forming VSI to control the
voltage magnitude and set the adequate frequency (V-f control
mode) for the entire microgrid, the other VSI is controlled in
grid-following mode (PQ control mode) as a constant current
source to inject a controlled current in amplitude and phase
into the microgrid.

To identify the grid-following and grid-forming converters
in a microgrid, we are calling “GF node” the particular mi-
crogrid busbar where a grid-following converter is connected,
through its LC filter and connection impedance. “Slack node”
is used to identify a microgrid busbar where a grid-forming
converter is connected, through an LC filter and connection
impedance. Finally, we call “PQ node” the particular micro-
grid busbars where the loads are connected.

A particular identification of microgrid busbars is given
in Fig. 2 [7]. Thus, the considered islanded microgrid is
composed of one “GF node”, one “PQ node” and one
“Slack node”.

The power balance in the microgrid given in Fig. 2 can be
established on the Slack node as follows:

Ps = P1 − PPQ −
∑

Plossi (5)

Qs = Q1 −QPQ −
∑

Qlossi (6)

where
• Ps and Qs are the active and reactive power generated

by the grid-forming VSI,
• P1 and Q1 represent respectively the active and reactive

power injected by the grid-following VSI according to
the GF node,

• PPQ and QPQ represent the active and reactive power of
loads, connected at the PQ node, respectively,

• Qci is the reactive power generated by the filter capaci-
tance related to the ith VSI, and

• Plossi and Qlossi are the loss of active and reactive power
due to the ith feeder impedance lines.

Equations (5) and (6) specify the active and reactive power
that the grid-forming converter can exchange in the islanded
microgrid.

A. Instantaneous active and reactive power-sharing

The proposed instantaneous power sharing as defined in this
paper is independent of the frequency stability but is rather
dictated by the voltage variation on the Slack node. In this
approach, all the voltage fluctuations on the Slack node are
translated as an immediate power variation, and this means
that the grid-forming source takes action to compensate for the
power mismatch. Fig. 3 illustrates the proposed power-sharing
approach. The instantaneous power-sharing can be analyzed
through a model composed of a controlled voltage source
connected to the Slack node. This voltage source models
the grid-forming VSI, while a current source models the grid-
following VSI. The current through the inductance of the LC
filter, il1 is equal to the current at the LC filter output iM1

since an ideal filter capacitance is assumed (see Fig. 2). As a
result, iM1 represents the injected current into the GF node.
In addition, loads are connected to the PQ node. iload is the
current absorbed by the loads.

By applying Kirchhoff’s law at the Slack node, the voltage
drop on the line impedance between the PQ node and the
Slack node in sinusoidal steady-state is given by



Fig. 2. Identification of “GF node”, “PQ node” and “Slack node” in islanded microgrid powered by one grid-forming VSI and one grid-following VSI.

Fig. 3. Schematic diagram of modeling the proposed power-sharing approach.

VM2 − VPQ = Zline2iM2 (7)

where

• VM2 is the voltage on the Slack node,
• VPQ represents the voltage on the PQ node,
• Zline2 is the feeder impedance of the line2, and
• iM2 is the current generated by the voltage source VM2.

Since iGF = iM1, the current iM2 is modeled by equation
(8):

iM2 = iload − iGF (8)

If the length of the feeder line2 is short and the voltage
VM2 is set constant by the grid-forming inverter, this induces
the voltage VPQ close to the VM2. As a result, the voltage drop
across the feeder impedance of the line2 can be expressed as
VM2−VPQ = gVM2, where g (g ≤ 0) is a proportional factor
which can be dictated by the injected power generation on the
PQ busbar. Equations (7) and (8) can be rewritten as

iload − iGF =
gVM2

Zline2
(9)

Equation (9) can be rewritten as a function of the real and
reactive power as

idload + jiqload − (idGF + jiqGF ) =
gVM2∠δ2

Rline2 + jXline2
(10)

Pload+jQload−(PGF + jQGF ) =
gVM2∠δ2VM1∠δ1
Rline2 + jXline2

(11)

Equations (10) and (11) show that the fluctuating voltage
on the Slack node is associated with the power deviation
between generation and demand.

B. Control structure

Fig. 4 gives an overview of the proposed hybrid power-
sharing control strategy applied to an islanded microgrid
powered by one grid-following VSI and one grid-forming
VSI. The proposed control approach is implemented in the
dq−synchronous reference frame from the Park-Clarke trans-
formation of the measured current and voltage.

The current ilabci (iMabci) and voltage VMabci are measured
in abc natural frame at the output of VSIs. Current signals
ilabc1 and ilabc2 are measured on the inductances of the LC fil-
ters (grid-following VSI and grid-forming VSI, respectively).
iMabc2 is measured at the LC filter output of the grid-forming
VSI. VMabc1 and VMabc2 are the voltage signals measured
at the LC filter output of the grid-following VSI and of the
grid-forming VSI, respectively.

Regarding the grid-following VSI, the current signals ilabc1
are transformed into ild1 and ilq1 components of the current by
using Park-Clarke’s transformation [7]. The rotation angle θ1
is generated by phase-locked-loop (PLL) from the measured
voltage signals VMabc1 at the output of the grid-following VSI.
The signals of ild1 and ilq1 are compared to the set point
currents i∗ld1 and i∗lq1. The proportional-integral (PI) controllers
handle the error i∗ld1−ild1 and i∗lq1−i∗lq1 from two comparators.
The output voltage signals generated by the PI controllers
are added to the feedforward signals VMd1 and VMq1, and to
the decoupling signals of −ω1Lf1ilq1 and of ω1Lf1ild1. The
voltage signals V ∗

invd1 and V ∗
invq1 at the output of controllers

are transformed in the abc natural frame for controlling the
grid-following VSI in voltage V ∗

invabc1.
Furthermore, a similar approach is chosen for the grid-

forming VSI, however with several differences. Two measure-
ments of the current signals ilabc2 and iMabc2 are performed
to account for the current on the LC filter capacitance.
Current signals ilabc2 and iMabc2, and voltage signals of
VMabc2 are also transformed into ild2 and ilq2, iMd2 and
iMq2, and VMd2 and VMq2 components of the current and
of the voltage, respectively. Compared to the grid-following
control, the grid-forming control requires a rotating angle
θ2 which corresponds to the nominal frequency ω∗ of the
system (ω∗ = ω2 = 2πfn, where fn is equal to 50 Hz or
60 Hz). The direct and quadrature components of voltage
signals VMd2 and VMq2 are compared with the set point
voltages V ∗

Md2 and V ∗
Mq2. Error signals V ∗

Md2 − VMd2 and
V ∗
Mq2 − VMq2 are controlled through the PI controllers. The

voltage controllers generate the current signals that are added



Fig. 4. Control structure of level-one control applied to an islanded microgrid based on VSIs.

to the feedforward signals FiMd2 and FiMq2 and to the
decoupling signals −ω2Cf2VMq2 and ω2Cf2VMd2. Current
signals resulting from this sum are considered as set points of
filter inductance current i∗ld2 and i∗lq2, and they are compared
to the measured current signals ild2 and ilq2. The error signals
i∗ld2−ild2 and i∗lq2−ilq2 of current from these comparators are
controlled via PI controllers. These controllers generated the
voltage signals that are combined with the feedforward signals
VMd2 and VMq2, and the decoupling signals −ω2Lf2ilq2 and
ω2Lf2ild2. Voltage signals V ∗

invd2 and V ∗
invq2 resulting from

this summation are transformed in the abc natural frame by
using Park-Clarke’s inverse transform.

Finally, the presented control structure does not ensure
any control of the reactive current produced by the LC filter
capacitance.

C. Reactive circulating current

The general voltage drop relationship between the grid-
following VSI and grid-forming converter (Fig. 2) can be
assessed using the following equation [7].

VM1 = VM2 +
Rline

VM2
(P1 − Pload) +

Xline

VM2
(Q1 −Qload)

(12)
where
• VM1 and VM2 are respectively the measured voltage

magnitude on the GF node and Slack node,
• P1 and Q1 are the injected active and reactive power into

the GF node,
• Pload and Qload represent the active and reactive power

of loads, respectively and
• Rline = Rline1 + Rline2 and Xline = Xline1 + Xline2

are the equivalent resistance and reactance of the feeder
impedance between Slack node and GF node, respec-
tively.

Assuming that the active power generated by the grid-
following source is equal to the load demand P1 = Pload and
no reactive power demand from the local loads (Qload = 0),
Equation (12) can be rewritten:

VM1 = VM2 +
Xline

VM2
Q1 (13)

VM1 = VM2 +
Xline

VM2
(Qs1 +QC1) (14)

Equation (13) shows that if VM1 − VM2 ̸= 0, i.e. there
is a reactive current flowing between the two inverters. The
flow direction depends on the voltage difference. If VM1 is
greater than VM2, the reactive current flows from the grid-
following VSI to the grid-forming VSI. This can reduce
voltage microgrid stability.

Fig. 5. Microgrid control architecture based on the grid-forming VSI and
grid-following VSI.

IV. RESULTS

To test and evaluate the efficiency of the proposed control
strategy, the islanded microgrid shown in Fig. 5 is used
[8] and simulated with Matlab/SimscapePowerSystems. It is
composed of three different VSI and their corresponding
energy sources or distributed generators (DGs) connected to
the PCC through power lines of different lengths. We assumed
a constant impedance load of 8 kW - 5 kV ar connected at
the PCC. A simplified schematic of the islanded microgrid is
shown in Fig. 6 [8]. The energy sources are modeled using
an average model. Battery inverter (V SI1) is acting as a



grid-forming inverter to maintain the voltage magnitude and
frequency at 230 V RMS and 50 Hz. Meanwhile, Photovoltaic
(PV) inverters V SI2 and V SI3 are acting as grid-following
inverters that inject 3 kW and 5 kW , respectively. The
power line parameters are shown in Table I. The PI controller
parameters and LC filter parameters are given in Table II.

Fig. 6. Test microgrid layout

TABLE I
TYPICAL LINE PARAMETERS [9]

Type of line R’
Ω/km

X’
Ω/km

IN
A

R′

X′

Low voltage line 0.642 0.083 142 7.7
Medium voltage line 0.161 0.190 396 0.85
High voltage line 0.06 0.191 580 0.31

TABLE II
PI CONTROLLER AND LC FILTER PARAMETERS

PI controller and LC filter KP KI
Lf

mH
Cf

µF
V SI1: Voltage control loop 1.1 2.8 19.2 11.7
V SI1: Current control loop 120 6000 19.2 11.7
V SI2: Current control loop 120 6000 40.6 5.6
V SI3: Current control loop 120 6000 9.6 23.4

A. Steady-State conditions of constant impedance load
The first scenario consists in testing the performance of the

proposed control strategy in the steady-state conditions of a
constant impedance load. Fig. 7 gives the obtained results for
the RMS voltage at the outputs of V SI1, V SI2, V SI3, and the
PCC where a constant impedance load of 8 kW - 5 kV ar is
connected. We can note that the V SI1 sets the RMS voltage at
230 V within the microgrid, thus assuming the assigned role.
This can be observed through RMS voltage at the outputs of
V SI2 and V SI3 and at the PCC. Futhermore, a mismatch can
be noted when comparing the output voltages between V SI1
and V SI3 or V SI2 (2% between V SI1 and V SI3 and 0.4%
between V SI1 and V SI2). This mismatch remains within the
10% admissible range and is due to the voltage drop along the
power line.

Fig. 8 and Fig. 9 show the instantaneous active and reactive
power-sharing among the DGs. It can be noticed that the
power-sharing among the DGs is performed according to the
assigned control roles. V SI2 and V SI3 act as constant current
sources, they inject 3 kW and 5 kW , respectively into the
PCC as shown in Fig. 8. It is noted that the active power
at the output of V SI1 is maintained at zero because the total
active power of constant impedance load connected at the PCC
is supplied by V SI2 et V SI3.

Fig. 9 gives the instantaneous reactive power-sharing within
the microgrid. The reactive power load at the PCC is mainly

supplied by the V SI1 because V SI2 and V SI3 are controlled
to inject only active power. The observed reactive powers are
generated by the output LC filters of VSIs according to the
voltage across each capacitance.
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Fig. 7. RMS voltage at the output of the connected VSIs to the PCC.
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Fig. 8. Active power at the output of the connected VSIs to the PCC.
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Fig. 9. Reactive power at the output of the connected VSIs to the PCC.

B. Change conditions of constant impedance load

The second scenario consists in analyzing the performance
of the proposed distributed hybrid control strategy by adding
a constant impedance load of 4.5 kW at the PCC and by the
reducing reactive power at the same busbar. Fig. 10 shows the



obtained results for the RMS voltage at the output of V SI1,
V SI2, and V SI3, and the PCC. V SI1 also maintains the
RMS voltage within the islanded microgrid. This is illustrated
through RMS voltage values at the busbars V SI2, V SI3 and
PCC. These voltages are also close to that imposed by the
V SI1. The observed small voltage mismatch concerning the
RMS voltage at the V SI1 busbar is also caused by the length
between grid-forming V SI1 busbar and grid-following VSIs
busbars (V SI2 and V SI3).
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Fig. 10. RMS voltage with load change to the PCC at t = 4s.
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Fig. 11. Active power with load change to the PCC at t = 4s.
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Fig. 12. Reactive power with load change to the PCC at t = 4s.

Fig. 11 and Fig. 12 illustrate the instantaneous power-
sharing within the islanded microgrid. The active power-
sharing is shown in Fig. 11. The increase of the constant
impedance load at 4 s leads V SI1 to compensate the active
power change at the PCC busbar by increasing its active
power (+ 100%). Whereas the V SI2 and V SI3 act as constant
current sources according to the assigned control roles (grid-
following VSIs). Fig. 12 depicts the instantaneous reactive
power-sharing within the microgrid when the reactive power
change at the PCC. V SI1 reduces its reactive power (- 6.6%
) to compensate for the observed reactive power change at the
PCC. The reactive power change at V SI2 and V SI3 leads to
a reactive current which flows from V SI1 and V SI3 to V SI2.

V. CONCLUSION

This paper presents a communication-less hybrid control
strategy to ensure power-sharing and balancing in an islanded
multi-sources microgrid. The proposed control strategy con-
sists in achieving power-sharing control by using the invert-
ers in both grid-forming and grid-following control modes.
Furthermore, this control scheme allows decoupling power-
sharing control from the references of the voltage and current
applied to the inner voltage and control loops. In this way,
it allows to overcome the limitations of the conventional
droop control method. Simulation results show the efficiency
of the proposed method. The instantaneous power-sharing is
correctly carried out while maintaining the RMS voltage at the
required value. Furthermore, the voltage drops remain within
the 10% admissible range. In future work, the proposed power-
sharing control strategy will be compared with other power-
sharing control methods.
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Abstract—The power systems in the areas of human 

resources and customer demand were greatly impacted 

by COVID-19 due to a series of restrictions on human 

movements, lockdowns of factories, and several job 

losses during the period. In situations like this, the use of 

microgrids may help attain a balance in the consumption 

and generation of power, thereby leading to customer 

satisfaction. The energy resources’ optimal power 

scheduling in a standalone microgrid, taking into 

consideration the upside risk (UR), is proposed in this 

work. The standalone microgrid is made up of different 

energy resources such as a diesel generator (DSG), 

photovoltaic (PV), wind turbine (WT), and battery 

storage system (BSS). In this paper, the energy not 

supplied (ENS) is minimized in standalone mode by 

considering the effects of COVID-19. The UR is the 

change between the actual and target ENS when the 

target ENS is greater than the actual. Also, COVID-19 

led to a significant reduction in the ENS. 
 

Keywords—upside risk, microgrids, reliability, COVID-

19, pandemic. 

 
I. INTRODUCTION 

As of late 2022, reliable information from the World 

Health Organization (WHO) [1] revealed that there 

have been over 600 million confirmed cases, over 6 

million confirmed deaths, and over 12 billion 

confirmed vaccine doses, of COVID-19 globally. 

COVID-19 impacted the power system greatly, 

particularly in customer demand. Moreover, the 

attention of industries and researchers has been 

recently drawn to microgrids. The implementation of 

microgrids has led to an increase in reliability [2, 3] 

and a decrease in losses in the power system [4]. 

Microgrids have been designed to combine resources 

from diesel generators (DSGs), renewable energy 

resources (RERs), and battery storage systems (BSSs) 

to have the smallest possible energy not supplied 

(ENS).  

A lot of research has been conducted on microgrids [5, 

6], but there is room for more research, particularly in 

assessing the effects of pandemics such as COVID-19. 

Authors in [7] assessed the microgrid utilities 

investment risk in Rwanda’s rural electrification 

project using the Stochastic Technical and Economic 

Microgrid Model (STEMM) to determine the 

economic feasibility of microgrid projects and the 

impact of technical design decisions. In [8], Li et al. 

investigated the downside risk and upside potential of 

the optimal economic dispatch of microgrids using the 

group search optimizer. A Pareto solution trade-off 

was obtained among the downside risk, the upside 

potential, and the expected generation cost. And the 

final economic dispatch solution was chosen using a 

fuzzy decision-making method. A stochastic planning 

program was conducted for the data center microgrid 

considering risk management and batch workload 

scheduling [9]. The microgrid consisting of 

conventional resources, renewable resources, and 

energy storage, was modeled to improve its carbon 

footprint and electricity cost. The associated operation 

risk was measured using volatility risk. The strategy 

on the unit commitment of conventional resources, 

batch workload allocation, energy storage operation, 

and power procurement, was formulated using a 

stochastic planning scheme. Alford, in [10] posited 

that the acquisition and development of microgrid 

technology should be a political objective to satisfy 

national security and environmental protection 

concerns; thereby concluding that microgrids have 

assisted the USA’s Department of Defense (DoD) in 

achieving its goals of sustainability and energy 

security through its ability to facilitate clean energy 

production and save energy. An analysis of power 

systems investment, transport, and mining, conducted 

in [11] to solve the power problems in the state of 

Bihar, India, showed that the deployment of 

microgrids is a cheaper and better option than the use 

of coal sourced from Australia. Sortino ratio was 

adapted for microgrid optimization in [12] to 



maximize aggregate profit per unit risk by optimally 

distributing the total load demand to different micro-

sources. A risk estimate was then found by 

consolidating the change in the target profit of the 

reserve market and energy for diverse levels of 

uncertainties in electric vehicles and renewable 

energy. Zakaria et al. reviewed the stochastic 

optimizations of microgrid applications in [13]. The 

aspects of information, sampling, uncertainties 

modeling, and the merits and demerits of stochastic 

optimization techniques were covered; and it 

concluded that the deterministic optimization 

techniques do not perform as the stochastic 

optimization techniques in terms of economic, 

technical, and social aspects of microgrid systems. 

Authors in [14, 15] concluded, based on the data 

analyzed, that COVID-19 brought about an economic 

downturn, a decrease in electricity demand, and a 

decrease in carbon emission during the period. 

In this paper, ENS minimization in the standalone 

mode and optimal power scheduling of microgrids 

(containing DG and RERs) is implemented with the 

aim of evaluating risk. The Weibull, Beta, and normal 

distribution functions are used due to the uncertainties 

in the load profile and generation of the RERs. An 

increase in ENS leads to dissatisfaction with the parts 

of consumers and microgrid operators. A phenomenon 

referred to as upside risk (UR) is caused when the ENS 

violates the expected limit. The simulations are carried 

out in MATLAB environments for five different 

sample cases. Optimal power scheduling (for different 

resources of the microgrid) and the UR were 

evaluated. And the impact of COVID-19 on the ENS 

(as it affects the standalone microgrids) was examined. 

The rest of the paper is arranged as follows: The 

description of study area features in Section II, and 

model development featuring system modeling and 

problem formulation is highlighted in Section III. 

Section IV features the results and discussion, and the 

conclusion is highlighted in section V. 

 

II. DESCRIPTION OF THE STUDY AREA 

South Africa (30.5595° S, 22.9375° E), the most 

industrialized country in Africa, is the study area for 

this research. South Africa, the southernmost country 

in Africa, is projected as of June 2022 to be about 60,6 

million in the population [16]. Currently, the major 

source of energy for South Africa is coal, comprising 

a whopping 80 percent of the total energy mix.  South 

Africa experiences periodic outages in the form of 

scheduled interruptions, usually referred to as load 

shedding. Lack of maintenance of power system 

infrastructures, aging infrastructure, lack of technical 

skill experts, sabotage, and vandalization of power 

infrastructure, are the causes of the current load 

shedding in South Africa. Load shedding is practiced 

whenever there is an overload on the country's 

electricity system, which usually happens between 40-

50 days a year [17]. COVID-19 infected millions of 

people and caused excessive deaths within a short 

period. The recorded cases and deaths are shown in 

Fig. 1, while the active cases and recovery are shown 

in Fig. 2 [18]. Load demand decreased during the 

pandemic and the average power generation dropped 

because of COVID-19 [19]. 

 
Fig. 1. COVID-19 confirmed cases and death in South Africa 

(September 21, 2022). 

 

 
Fig. 2. COVID-19 active cases and recovery in South Africa 

(September 21, 2022) 

 

III. MODEL DEVELOPMENT 

A. System Modeling  

The proposed model used for this research is shown in 

Fig. 3. The microgrid structure is made up of DSGs, 

photovoltaics (PVs), wind turbines (WTs), and BSSs. 

The stochastic behavior of the power generation and 



the load are modeled using Normal, Beta, and Weibull 

distribution functions due to the uncertainties in the 

load profile and generation; and the simulations are 

done for five sample cases. 

 

B. Problem Formulation  

Here, we discuss the objective function and the 

system constraints. 

 

1) Objective Function  

This aspect deals with the impact of UR when the 

ENS is minimized. As the total ENS (TENS) is 

minimized, the objective function is [4]: 
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where Na and Nb are the numbers of microgrid 

resources on buses a and b respectively, at the tth hour 

and sth case (scenario). And probs which is the 

probability of the sth case is assumed the same for all 

cases with no loss of generality.  

 

2) Constraints  

The following constraints were considered from the 

different power equipment of the microgrid: 

i). DSGs Constraints: The Constraints here are made 

up of the minimum decrease rate (down rate) and 

maximum increase rate (up rate) of the DSGs’ power, 

the DSGs’ maximum and minimum power generation 

[20].   
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where Pg,t,s is the power output of gth DSG, and v 

denotes the inputs of the function. 

 

ii). BSSs Constraints: The constraints for BSSs’ 

minimum and maximum rate of charge or discharge 

and state of charge (SOC) are [20]: 
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where b is the upper limit of the function and η is the 

battery efficiency. 

 

iii). UR Constraints: The possibility of value or asset 

increasing beyond the expectations is referred to as 

UR. This concept is considered a positive risk by 

giving the operators the liberty of reaching their goals 

in managing the system using different options, 

methods, and tools. But when a variable is taking lots 

of risks, the UR concept can show a red flag. UR is 

associated with the microgrid operator’s disposition to 

take risks and use the maximum system’s capacity in 

keeping the highly prioritized variables within certain 

reasonable margins. Managers with high-risk 

tolerance choose high UR and vice versa. Meanwhile, 

choosing high UR may hurt the microgrid during 

uncertainties because the system finds it difficult to 

respond to unexpected shocks, as the focus of the 

system is on some predetermined objectives. 

Considering a target (targets) for each case (s) of UR 

(for URs) [4]: 
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where λ, a range of numbers between 0 and 1, is used 

for risk adjustment when operating and EUR is the 

standalone microgrid’s expected UR. 
 

iv). Power balance constraints: The power balance 

constraints are expressed as [4]: 
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where Pg,t,s is the power output of gth DSG, PVi,t,s is the 

power output of ith PV, and WTj,t,s is the power output 

of jth WT, at the sth case and tth hour. The charge and 

discharge power of the battery are Pch,bat and Pdisch,bat, 

respectively. While the ENS and PL are the ENS and 

the demanded load of the system. 

 
Fig. 3. Studied system. 

 

 

v).  COVID-19 constraints: The effects of COVID-19 

on the power system are factored into the research 

leading to the definition of a new coefficient (CVD). 

CVD is the average percentage change in the load 

during the COVID-19 pandemic in comparison to the 

pre-COVID period. Therefore, we have [4]: 
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C. Optimization Method  

Mixed-integer programming (MIP) is used in the 

optimization work of this research. The problem is 

solved in the MATLAB environment to get optimal 

results. The proposed method is explained as follows: 

Step 1: Input independent data into the system.  

Step 2: Generate stochastic microgrid load (DSGs, 

RERs, and BSSs outputs). 

Step 3: Analyze the ENS value first with UR, then 

without UR, and compare the results. 

Step 4: Analyze the ENS value with UR, then without 

UR; consider different cross elasticities and compare 

the results.  

Step 5: Investigate the microgrid’s ENS value by 

applying the COVID-19 impact, first with UR, then 

without UR, and compare the results. 

 

 

 

IV. RESULTS AND DISCUSSION 

COVID-19 impacts and UR are applied to minimize 

ENS in a standalone microgrid in this research. The 

total installed outputs of all PVs, WTs, and DSGs are 

50kW, 48kW, and 22kW, respectively. All variables 

are computed in the simulation but only the necessary 

outputs are reflected in the results section. The Pbat min, 

Pbat max, SoCmin, and SoCmax are -52 kW, 52 kW, 10%, 

and 90%, respectively. The BESS’s charge and 

discharge efficiency are set at 90%. Table I presents 

the ENS of the microgrid’s system as calculated 

without the impact of the UR on the system. The target 

ENS is shown, and for comparison, the passive URs 

(i.e., UR values without activating its constraints) were 

calculated. 

Table I: The ENS and passive UR [kWh] 

Case ENS Target Passive UR 

Case 1 0 8.725 8.725 

Case 2 7.345 8.725 1.38 

Case 3 12.423 8.725 0 

Case 4 12.257 8.725 0 

Case 5 5.736 8.725 2.989 

Average 7.552 8.725 2.619 

 

As can be seen from Table I, the value of the passive 

UR reaches the maximum when the ENS of the system 

is zero, indicating maximum positive risk. Conversely, 

the values of the passive UR tend to zero when the ENS 

values of the system are more than the target values 

indicating minimum positive risk. Then the UR 

constraints are initiated and diverse λ values are used 

to acquire a complete perception of the proposed 

system, as shown in Figure 4. 

 

 
Fig. 4. Change in UR and ENS with λ variation. 

 

Fig. 4 shows that a stepwise increase in λ between 0.5 

and 0.95 leads to a decrease of between 15.67% to 

1.33% in the average percentage of ENS as compared 

to Table I (the base case). Moreover, when the UR 

constraints are employed, there is a decrease in the 



average UR. The average UR ranges between -47.46% 

to -4.52% lesser than the base case.  

 

Table II shows the results of COVID-19’s 

implementation on the passive UR and ENS of the 

microgrid system. The ENS of the system considerably 

decrease by about 77.1% as compared to the base case 

(Table I). 

 
Table II: The COVID-19 effect on ENS and passive UR [kWh] 

Case ENS Target Passive UR 

Case 1 0 3.525 3.525 

Case 2 1.002 3.525 2.523 

Case 3 3.634 3.525 0 

Case 4 4.028 3.525 0 

Case 5 0 3.525 3.525 

Average 1.733 3.525 1.714 

 

It is observed that there was a considerable reduction 

in the load profile due to COVID-19 and the related 

events, hence, the reduction in the system’s ENS. The 

UR constraints are then activated, and the results of the 

simulation are obtained and reported in Fig. 5. 

Fig. 5 shows that the effects of COVID-19 on the 

system’s ENS are more considerable than in Fig. 4 

with the same λ variation. 

 

V. CONCLUSION 

The optimal power scheduling for minimizing ENS in 

a standalone microgrid is proposed in this research. 

The UR was evaluated with the implementation of 

COVID-19’s effects on the load profile. 

 
Fig. 5. The COVID-19 effect on ENS and UR with λ variation 

 

The simulations were conducted in a MATLAB 

environment. The studies were conducted with and 

without UR and the results were analyzed. Analysis 

revealed that the average COVID-19 effects on the 

ENS of the microgrid system are as remarkable as 

77.1%. The proposed method can be adopted by 

microgrid operators to manage policies more 

beneficially for system operations. 
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Abstract—, This paper proposes a modified droop control 
technique ifor iaccurate ipower-sharing iof ia iresilient istand-
alone imicrogrid. iTwo icases iwere ipresented iin ithis istudy; 
iIn icase i1, ia istand-alone imicrogrid isystem iwith ia isingle 
iinverter ioperating ias ia ivoltage isource iand ia ilocal iload iis 
ipresented. iA iconventional idroop-based icontrol istrategy 
iwas iused ito imodify ithe ivoltage imagnitude iand ifrequency 
iin irelation ito ireactive iand iactive ipower isignals iin iorder ito 
iemploy ian iinner icurrent iloop iand ian iouter ivoltage iloop. 
iAlthough ithe icontrol ischeme iaccomplishes ihigh iflexibility 
iand ireliability, ithe ionly idrawback iis ithat ithe isharing iis 
irealized ivia ifrequency iand ivoltage ivariations iin ithe 
isystem, iwhich ihas imotivated ithe icase-2 istudy ito isolve 
ithese iproblems. iThe iislanded imicro-grid isystem iconsidered 
iin icase i2 iconsists iof itwo iinverters ioperating ias ivoltage 
isources (also iknown ias inetwork-forming iconverters) iand ia 
ishared iload. iThe iload iis ishared ibetween ithe ifirst iand 
isecond iconverter iafter ia ispecified iperiod. iTherefore, isince 
icase- i2 iaims ito isolve ithe iproblems iof ifrequency iand ivoltage 
ivariations iinduced iby ithe iprimary icontrol iin icase-1, 
icentralized isecondary icontrol (modified idroop icontrol 
itechnique) iis iimplemented iin ithe imicro-grid iin icase-2 ito 
ireinstate ithe inominal ifrequency iand ivoltage iamplitude 
ivalue iin ithe imicro-grid. iAdditionally, icase i2 iconsidered 
ithe iintegration iof ivirtual iimpedance iin ithe iconverter's 
ioutput iusing ian iadditional iclosed-loop icontrol ito iattenuate 
idistortion, iminimize ithe iinfluence iof icirculating icurrent, 
iand iensure ithe isharing iof iharmonic icurrent iunder 
iunbalanced iand inon-linear iloads. iThe isystem imodel iwas 
isimulated iusing ithe iMATLAB/Simulink ienvironment. 

Keywords— Micro-grid modeling, network-forming 

converter, transient stability, droop-based control, virtual 

impedance, and MATLAB/Simulink. 

I. INTRODUCTION  

Flexibility iand ireliability iare ithe ifundamental 
iproperties iof ithe ienabling imicrogrids, iwhich iare 
iconnected iwith ipower iflow icontrol iinto ithe imain igrid. 
iSuch iproperties iare idesigned ito iallow ia isystem ito 
irespond irapidly iand iefficiently ito ivariations iin iload 
idemand iand idistributed igenerating ioutput iwhile 
imaintaining isystem iperformance iand istability. iTherefore, 
ithe idesign iof imicro-grid icontrol istrategies imust ibe istable 
ito ioperate iadequately ialongside iand iindependently iof ithe 
iutility ipower inetwork, imaintaining iservice iquality 
irequirements i[1]. iMulti-layer icontrol istrategies iensure 
idisturbance irejection iand ipower iquality iin imicrogrids iby 
iregulating iand iproviding istable ivoltage iamplitude iand 
ifrequency ivia icontrol iloops ithat iadjust iactive iand 
ireactive ipower iflow, ias iwell ias ifiltering, iharmonic 
icurrent isharing, iand ireactive ipower icompensation 
icapabilities i[2]. iBy icomparison, iplanned iislanding imay 

ioccur iduring ischeduled imaintenance ior iwhen ithe 
inetwork's ipower ilevel icompromises ithe imicrogrid 
ioperation. iAt ithe isame itime, iunintentional iislanding 
ihappens ibecause iof ifaults, iuncertainties, ior iother 
iunplanned ioccurrences. iIslanded ioperating imode ienables 
icontinuity iof isupply i(at ileast ifor ihigher ipriority iloads), 
ireflecting icost isavings iand ienhanced ireliability i[1]. 
iMore iso, iat ileast ione iconverter iwill iact ias ia ivoltage 
isource ito icontrol ithe imicrogrid’s inetwork ivoltage 
iconditions iand ipower iquality, ifollowed iby inetwork-
feeding iconverters iin ithe istand-alone ioperating imode. 
iOwing ito ithe ipower idisparity ibetween idistributed 
igenerators i(DGs) iand iloads iwhen ia imicrogrid iis 
ioperating iin iislanded imode, ithe ivoltage iand ifrequency 
imay iexceed itheir ipermitted ilimitations, icausing ithe 
imicrogrid ito ibecome iunstable. iThe imicrogrid irequires ian 
iaccurate icontrol iapproach iin ithis imode iof ioperation ito 
iensure iimproved ipower-sharing iamong idifferent iDGs 
iand ito ibalance ithe ipower ishortfall. iDroop icontrol iusing 
ithe iV–F icontrol imethod iis iused ito icontrol ithe ivoltage 
iand ifrequency. iIt's iworth inoting ithat iwhen imore ithan 
ione iconverter iis ifunctioning iautonomously ias ia inetwork, 
iit imust ibe isynced iusing ithe iPhase iLock iLoop i(PLL) 
ifeature, iand ithe iadditional ipower ineeded iby ithe iloads 
ishould ibe idelivered icollectively i[3]. 

Maintaining ienergy ibalance iin iany imode iof imicrogrid 
ioperation iis icritical ifor iimproved imanagement iof ivoltage 
iand ifrequency ilevels iin ithe imicrogrid inetwork. iAny 
imismatch ibetween igeneration iand iload idemand iresults 
iin ia ivoltage iand ifrequency ideviation, iwhich ihas ia 
idetrimental iinfluence ion ienergy isupply iquality iand, ias ia 
iresult, iaffects ithe ioperation iof isensitive iloads ilinked ito 
ithe imicrogrid inetwork. iIn ion-grid imicro-grid ioperation 
imode, ithe iutility igrid iregulates ivoltage iand ifrequency, 
iwhereas, iin ioff-grid ioperation imode, iall idistributed 
igenerations iare iresponsible ifor ipower ibalance ias iwell ias 
ivoltage iand ifrequency iregulation ivia iactive icoordinated 
ipower imanagement iand ipower-sharing icontrol istrategies 
i[4]. iHence, ito imanage ipower irequirements, ipower 
iconverters iare icontrolled ias inetwork iforming, ioperating iin 
ithe isame iway ias ivoltage isources, iwhich iare iparticularly 
iused iin iislanded ioperating imode i[5]. 

Several istudies ion idroop icontrol istrategies ifor 
idistributed igeneration isources iintegrated iinto ia ilow 
ivoltage inetwork iof ithe imicro-grid ipower isystem ihave 
irecently ibeen ipublished iin ithe iliterature. iPing iet ial. i[6] 
iused ia inovel ivirtual iimpedance iconsisting iof ia ivirtual 
inegative iresistor i(VNR) iand ia ivirtual iinductor 
iincorporated iinto ia imicro-grid ipower isystem ito 
iinvestigate ithe icoupling ieffect iand idynamic iinstability iof 



 

iactive iand ireactive ipower icontrol iin ithe iresistive inature 
iof ithe iLV inetwork. iThis ienhances igrid-connected 
iinverter icontrol istability iin ithe icase iof iline iparameter 
idrift. iSatish i[7] igave ian iinsight iinto imicrogrid icontrol 
iand iits ivarious icontrol iaspects. iThey idiscussed ithe idetails 
iof ithe inecessity, iobjectives, ifeatures, iand imodes iof 
ioperation iof ithe imicrogrid. iJae-Jin iSao iet ial. iRef. i[8] 
ipresent ian ieffective iand ireliable ivoltage icontrol iapproach 
ibased ion imodified ivoltage idroop icontrol iin ia ilow 
ivoltage i(LV) idistribution isystem iwhen ia imajor ivoltage 
iproblem idevelops. iThe iproposed imethod ichanges ithe 
idroop icontrol imode ifrom iconventional idroop icontrol ito 
imodified idroop icontrol iand ivice iversa. iIt idetermines ithe 
imode ichange icondition ito imaintain ithe ipoint iof 
icommon icoupling i(PCC) ivoltage iwithin ithe ivoltage 
idead iband. iTo ilessen ithe ieffect iof iline iimpedance, iZhou 
iet ial. i[9] ioffer ia imodified iQ-V idroop-control iapproach. 
iThe iprecision iof ireactive ipower-sharing ihas iincreased, 
ibut ithe ivoltage irestoration iprocedure icontinues ito ihave 
ian iimpact. iIts iimpact ion ipower idistribution iis idescribed 
iand iexamined itheoretically. iLi iand iKao i[10] iproposed 
ithat ithe idroop iratio ibe idynamically iadjusted ito 
icompensate ifor ithe ivoltage iloss icaused iby ithe ihuge 
ivirtual iinductor. iThis iprocedure inecessitates icomplex 
icomputations iand ihas ian iimpact ion ithe isystem's 
ireliability. iGuerrero iet ial. i[11] ichanged ithe iinverter 
ioutput iimpedance iprofile ifrom ipredominantly iresistive ito 
iinductive iby iadding ia ilarge ivirtual iinductor ito ithe 
iinverter ivoltage icontrol iloop. iDespite ithis, ithe iinverter's 
ioutput ivoltage idecreased idramatically iowing ito ithe 
imassive ivirtual iinductance. 

Therefore, ito iaddress ithe idrawbacks iof ithe 
iconventional itechnique i(droop icontrol) iand ialso iimprove 
ithe idroop icontrol iresponse, ithis ipaper ipresents ia 
imodified idroop icontrol ito iimplement ia ivirtual-impedance 
ioutput-control istrategy ifor iinverter icontrol iof iLV 
imicrogrid. iThe icontrol itechnique iis iused ito ienhance ithe 
iaccuracy iof ithe ipower ibalance. iThe iproposed imodified 
idroop-control ischeme ioffers iexcellent isteady-state iand 
idynamic iefficiency, ieven iwhen ithere iis ia isignificant 
iimpedance imismatch ibetween ithe iparallel iinverters. iThe 
ifollowing iare ithe imain icontributions iof ithis ipaper: 

• A isystematic imodeling iapproach iof ithe inetwork-
forming iconverters ifor itransient istability iof ia istand-
alone imicro-grid. 

• Investigation iof ithe itransient ibehaviors iof ithe igrid-
forming icontrol ischeme iunder isignal idisturbances. 

• The idroop icontrol itechnique iis iused ito iimplement ian 
iinner icurrent iloop iand ian iouter ivoltage iloop. 

• Centralized isecondary icontrol iwas imodeled ito irestore 
ithe ifrequency iand ivoltage ivariations igenerated iby 
ithe iprimary icontrol, iin iaddition ito ithe idroop-based 
iprimary icontrol ithat iwas iimplemented iabove. 

• The ifine-tuning iof ithe ishunt icapacitor iand idamping 
iresistor ivalues ito imitigate inoise iand iimprove ithe 
ipower ioutput iduring ithe iperiod iof idisturbances iin 
ithe iload icurrents. 
This ipaper idiscusses ithe ifollowing: iThe idescription iof 

ithe imethodology iused iin ithe ipaper i(hierarchical icontrol 
itechniques iof ithe imicro-grids), ithe idynamic imodel iof 
ithe imicro-grid, ithe imodeling iof ithe icontrol itechniques, 
ithe isimulation, iand ithe idiscussions iof ithe iresults 
iobtained, iand ifinally, ithe iconclusions. 

II. METHODOLOGY 

This isection idescribes ithe itwo icontrol itechniques 
iused iin ithe istand-alone imicro-grid iconsidered iin ithis 
ipaper. iCase i1 iutilizes ithe iConventional idroop icontrol 
itechnique i(primary icontrol iloop) iwhose igoal iis ito ideal 
iwith ithe ichange iof iactive iand ireactive ipower iwith ia 
ichange iin ifrequency iand isupply ivoltage, irespectively. 
iThe iprimary icontrol iloop icaused ia ideviation iin ithe 
inominal ivalue iof ithe ifrequency iand ivoltage iamplitude. 
iHence, ithis iposes ithe ineed ito ieliminate isuch ideviations 
iin ithese itwo isystem iparameters. iTherefore, ia isecondary 
icontrol iloop i(modified idroop icontrol itechnique) iwas 
iintroduced iin ithe isecond icase istudy ito idecrease ior, ibetter 
istill, ieliminate ithe ifrequency iand ivoltage ideviations 
icaused iby ithe idroop icontrol itechnique, ihence, ishifting 
ithem ito itheir inominal ivalues. iThe icontrol itechniques 
iused iin ithis ipaper iare idiscussed iin idetail iin ithe 
ifollowing isubsections. 

A. Hierarchical Control Techniques of the Micro-grids 

The idroop iapproach iis ifrequently iused ion ihierarchical 
icontrols ito ifacilitate ithe isimultaneous ioperation iof 
iseveral ivoltage isources isharing inetwork iloads iwhile 
iensuring ipower iquality i[12]. iMultilayer icontrol ischemes 
iregulate iand iprovide istable ivoltage iamplitude iand 
ifrequency ivia icontrol iloops ithat iadjust iactive iand 
ireactive ipower iflow, ias iwell ias iadd ifiltering, iharmonic 
icurrent isharing, iand ireactive ipower icompensation 
ifunctionality, ito iguarantee idisturbance irejection iand 
ipower iquality iin imicrogrids i[13]. iBy iadding ivirtual 
iinertia ithat imatches ithe iphysical iproperties iof itraditional 
ipower inetworks ithrough ivoltage iamplitude iand 
ifrequency icontrol, ithe imain ilayer iprovides iexact ipower-
sharing ibetween ithe iinverters. iTherefore, ithe isecondary 
icontrol iwas iable ito icorrect ithe idroop icontrol's ivoltage 
iamplitude iand ifrequency iabnormalities. iAt ithe iPCC, ithe 
itertiary ilayer icontrols ithe iflow iof ipower ibetween ithe 
imicrogrid iand ithe iutility igrid i[5]. iThe imajor ifeatures iof 
ieach ihierarchical ilevel iof icontrol iare idepicted iin iFig. i1. 
iThe idroop iapproach iis iused ito iderive ithe iprimary 
icontrol ilayer ito iproperly iregulate ithe ipower idelivered 
iby ieach iconverter ivia ivoltage ifrequency iand iamplitude 
iregulation. iThe isecondary icontrol ilayer ireduces ithe 
ifrequency iand ivoltage iamplitude ivariations igenerated iby 
idroop icontrol iin ithe isteady istate, ithen irestores itheir 
ivalues ito iparticular ireferences iwhile imaintaining ithe 
ipower-sharing iachieved iby ithe iprimary ilayer i[14]. 

The iinertia iproperty iof isynchronous igenerators iis 
ielectronically imimicked iin inetwork-forming iconverters 
iby ithe idroop-based icontrol itechnique ito iimprove 
imicrogrid istability iand icoordination iof ivoltage isources 
ioperating iin iparallel, ithereby iregulating ithe ivoltage 
iamplitude iand ifrequency icorrespondingly ito ithe iactive 
iand ireactive ipower icomponents. iThe iprimary iand 
isecondary icontrol iactions iare idepicted iin iFig. i2. iThe 
iprimary ilayer iis iexpressed iusing ithe idroop iapproach 
iwith ithe ifollowing ifundamental iequations: 

                                  �� = ���� −��	�                           (1) 

                                   
� = 
��� − ����                             (2) 



 

 
Fig. 1. The requirements at each hierarchical control level 

 
Fig. 2. The primary and secondary control actions 

where i�� idenotes ithe iinverter iangular ifrequency i � i(� 
i= i1, i2, i3 i…n), iwhich icorresponds ito ithe imeasured 
iactive ipower i�� i, i���� i iis i ithe i inetwork i inominal i 
ifrequency, i iand i�� i iis i ithe icoefficient ifor ithe iactive 
ipower ifor ithe idroop itechnique. i	� i idenotes ithe ioutput 
ivoltage iamplitude iof ithe iconverter, iwhich icorresponds ito 
ithe imeasured ireactive ipower i
�. i iSimilarly, i	��� i i i iis 
ithe i i inominal i i ivoltage i i iamplitude, iand i� i i iis i the 
icoefficient irelated ito ithe ireactive ipower ifor ithe idroop 
itechnique. iThe iactive iand ireactive ipower-sharing 
irelationships ibetween itwo inetwork-forming iconverters iare 
ias ifollows i[14]: 

                                      ��	� = ��	�                               (3) 

                               ���� = ���� + 
� − 
�                      (4) 

The ivoltage iamplitude iand iangular ifrequency ifrom 
ithe idroop iequations iare iused ito igenerate ithe isinusoidal 
ivoltage ireference iof ieach iconverter, ias ishown iin iEq i(5). 

                                       
��� = 
� sin�����                       (5) 
In ithe iangular ifrequency idroop iequation, ia ifeed-

forward icomponent iis iincorporated iwith iregard ito ithe 
iactive ipower ito ienhance ithe idynamic itransient iresponse 
iin ithe i reference ivoltage, iwhich iis igiven ias: 

                       �� = ���� −��	� −���
��
��                        (6) 

 
The idroop icompensation iis iequivalent ito ia 

iproportional iderivative i(PD) icontroller, i in iwhich i the 
igain, i��� iadds ito ia iquicker itransient iresponse ito 
iactive ipower ifluctuations, iand ithe iderivative iterm iis ithe 
ifeedforward isignal. iHence, ithis iparameter ican iimprove 
ithe ilocation iof ithe isystem's iclosed- iloop ipoles, 
iincreasing ivariability iand ilowering idamping. iThe idroop 
iapproach iemulates iimpedance iat ithe iconverter ioutput iby 
iadditional iclosed-loop icontrol, iknown ias ivirtual 
iimpedance, ito idecrease idistortion, ilessen ithe iinfluence iof 
icirculating icurrent, iand iassure iharmonic icurrent isharing 
iunder inon-linear iand iunbalanced iloads. iHence, ithe 
ivoltage ireference isignal iincludes ithe ivirtual iimpedance 
ias ia inew ivariable idependent ion ithe ioutput icurrent, 
iwhich iis igiven ias i[15]: 

            
��� = 
� sin��ℎ� −  !"� + #" ��$
�� %                     (7) 

The iintegral iover itime iof iEq. i(7) iis idenoted iby i�ℎ, 
i�� icorresponds ito ithe iconverter ioutput icurrent. i�� iand i�� 

idenote ithe iresistive iand ireactive iinductive icomponents 
iof ithe ivirtual iimpedance, i�� i, irespectively. iThe ivirtual 
iimpedance iadmits iexpression ias: 

                  &" = !" + '#"                                          (8) 

Moreso, ithe ivirtual iimpedance ivariable iis iadjusted ito 
ioffer iprimarily ian iinductive inetwork ito iensure ienough 
icontrollability iof ithe iactive iand ireactive ipower iby ithe 
idroop iequations iof i(1) iand i(2). iFig. i3 ishows ithe ivirtual 
ioutput iimpedance iloop ifor ithe idroop icontrol, ivoltage, 
iand iinner icurrent iloops. iThe ivirtual ioutput iimpedance 
ican ialso iperform iother ipurposes, isuch ias iproviding ia 
isoft-start ioperation iby idesigning ia ilarger iimpedance 
ivalue iat ifirst iand ithen igradually ireducing iit i[16]. 

 
Fig. 3. The droop control with virtual output impedance control loop [5] 

In iprimary icontrol, ithe idroop icontrol iapproach 
iachieves ian iacceptable ipower ibalance ibetween inetwork-
forming iconverters. iHowever, iit iproduces ian iinaccuracy iin 
ithe isteady- istate ivoltage's ifrequency iand iamplitude, 
iwhich iis icorrected iby isecondary icontrol i[15]. 

III. THE DYNAMIC MODELLING OF THE MICRO-GRID 

Due ito iplanned ior iunplanned ioccurrences, ithe 
imicrogrid iis inot ilinked ito ithe ielectricity iutility iwhen 



 

ioperating iin ian iisolated imode. iAs ia iresult, inetwork 
ifeeders iare iprovided iby inetwork-forming iconverters. 
iThis istudy iinvestigates itwo icases. iThe ifirst icase 
ipresents ian ioff-grid ioperation imode iwith ia isingle 
iinverter ioperating ias ia ivoltage isource, iand ione ilocal 
iload iis isupplied. iThe isecond icase ipresents ian ioff-grid 
ioperation imode iwith itwo iinverters ioperating ias ia 
ivoltage isource, ialso iknown ias inetwork-forming 
iconverters, iand ione icommon iload. iCase i1 iintends ito 
iimplement ian iinner icurrent iloop iand ian iouter ivoltage 
iloop ibased ion ithe idroop icontrol itechnique, iwhich 
imodifies ithe imagnitudes iof iboth ifrequency iand ivoltage 
iwith iregard ito iactive iand ireactive ipower isignals, 
irespectively. iThe imicro-grid imodel idesign iof iFig. i4 
ipresents ia iDC isource ithat iemulates ithe idistributed 
igenerator, ithree- iphase ihalf-bridge iinsulated ibipolar 
itransistor i(IGBT) iswitches ifrom iS1 ito iS6, ielectrical 
icomponents, iand ia icontrol isystem. iThe imodulation 
isignal iis icontrolled iby ithis iseries iof iswitches, iwhich 
irepresents ia iDC/AC iconverter. iFigure i4 ialso ishows ihow 
ithe ifilter iconnects ithe iconverter ioutput ito ithe iload. iMore 
ispecifically, ithe ifilter's ishunt icapacitor iand idamping 
iresistor ivalues iwere ifine-tuned ito ireduce inoise iand 
ienhance ipower ioutput iduring iperiods iof iload icurrent 
ifluctuations. iThus, ithe ifilter icapacitor's ilow iimpedance 
iacts ias ia iharmonic ibypass, ipreventing iharmonic 
icurrents ifrom ientering ithe iload iand iproviding ivoltage 
isupport iat ithe inode [16], i[17]. 

 
Fig. 4. Micro-grid with network-forming converter and one local load 

The imodel idesign iof iFig. i5 iincludes ian iadditional 
iconverter, iwhich iwill ishare ithe iload iwith ithe iother 
iinverter iafter ia ispecified iperiod. iThe iinverters iare 
idesigned ito ibe igradually iconnected ito ithe imicro-grid. 
iHence, iwhen iinverter i1 istarts ioperating iinitially, iinverter 
i2 iwill istart ioperating iafter ithe ispecified iperiod ihas 
ipassed. iThe idesign iof ithe icompensator icontrol 
iparameters iwill iessentially ivary iwith idifferent ioperation 
ipoints, isampling irates, iand ipower iranges. iThe ideveloped 
icontrol ivalues iare iequal ifor ithe itwo icases iconducted 
iand ituned iwhile irunning ithe isimulations ibased ion ithe 
iparameters' icore ifunctions iand icharacteristics [18], [19], 
[20]. 

 

Fig. 5. Micro-grid with two network-forming converters and one common 
load 

IV. SIMULATION RESULTS AND DISCUSSIONS 

This isection ipresents ithe isimulation iresults i and 
idiscussions ion imodeling ithe inetwork-forming iconverters 
ifor itransient istability iof ia istand-alone imicro-grid. iIn 
ithis ipaper, itwo icases iare iconsidered; icase-1 ipresents ian 
ioff-grid ioperation imode iwith ionly ione iinverter 
ioperating ias ia ivoltage isource iand ia ilocal iload. iThe 
icase-2 ipresents itwo iinverters ioperating ias ivoltage 
isources, ialso iknown ias inetwork-forming iconverters, iand 
ia icommon iload. iThe istand-alone imicro-grids ishown iin 
iFigs. i4 iand i5 iare isimulated iin iSimulink/MATLAB 
ienvironment, ias ishown iin ithe iAppendices. iTable iI 
ipresents ithe imicro-grid isystem iparameters. 

TABLE I.  MICROGRID SYSTEM PARAMETERS 

Parameter Description Value 

 Nominal frequency, (�)� 50Hz 

 Nominal angular frequency, ��)� 2π × (�)� 

 DC-link voltage, 
*+ 800V 

 Load resistance, !# 25Ω 

 Load inductance, ## 5mH 

Inverter 1 Output resistance, !01 0.5Ω 

  Output inductance, #01 5mH 

  LC filter capacitance, +(1 10µF 

  LC filter damping resistor, !(1 20Ω 

  Line resistance, !#1 70mΩ 

  Line inductance, ##1 1mH 

Inverter 2 Output resistance, !02 0.7Ω 

  Output inductance, #02 7mH 

  LC filter capacitance, +(2 15µF 

  LC filter damping resistor, !(2 50Ω 

  Line resistance, !#2 85mΩ 

  Line inductance, ##2 1.5mH 

 



 

 
Fig. 6. Active and reactive power for case1 

 
Fig. 7. Nominal and output voltage for case1 

 
Fig. 8. Nominal and output frequency for case1 

 
The iload iused iin icase i1 iis iresistive; itherefore, ithe 

ireactive ipower icomponent ishown iin iFig. i6 iis ialmost 
inegligible, iwhile ithe iactive ipower iis icalculated ito ibe 
i7200 iW. iFig. i7 idemonstrates ithe istable isystem 
ioperation, iwhich iresults iin iacceptable isignal iperformance 
ifor ithe ivoltage iresponse, iwhich ireaches iits inominal 
ivalue. iFig. i8 ishows ithe iconsequence iof iemploying ijust 
ithe iprimary icontrol iloop iwith ia ideviation iin ithe ioutput 
ifrequency iresponse. iThe iintroduction iof ithis isteady-state 

ineeds ithe iinclusion iof ithe isecondary icontrol iloop ito 
irestore ithis iproblem. 

 
Fig. 9. Active and reactive power of inverters 1 and 2 for  case 2 

 
Fig. 10. Nominal and output voltage of inverters 1 and 2 for case 2 

 

 
Fig. 11. Nominal and output frequency of inverters 1 and 2 for case 2 

The iactive iand ireactive ipower-sharing ibetween ithe 
itwo imicro-grid iinverters iis iillustrated iin iFig. i9, iwhich 
iis iobtained ivia ithe idroop icontrol iprocess. iThe iinverter i1 
istarts iworking ion iits iown iat i� i= i0 i�, iproviding ithe 



 

imaximum ipower ineeded, iand iat i� i= i2 i�, ithe iinverter i2 
istarts isharing ithe ipower. iMoreover, ibecause ithe 
ifrequency iis ia iglobal ivariable iand iall imicro-grid inodes 
ihave ithe isame ifrequency, ithe iactive ipower iaccomplishes 
icomplete ipower-sharing, ias iillustrated iin iFig. i9. iOn ithe 
iother ihand, ireactive ipower-sharing iis inot ifully 
iaccomplished isince ithe ivoltage iamplitude iis ia ilocal 
ivariable iwith idistinct ivalues iat ieach inode. iNotice ithat 
ithese ipower- isharing iresults ihave ibeen iobtained iby 
ifinding ithem ito ibe iideal, ilossless, iand iwithout iany 
inetwork iconnectivity iconstraints. iSimilarly, iFig. i10 
iillustrates ithe istable isystem ioperation, iwhich ireaches ithe 
ivoltage inominal ivalue. iIt iis ievident iin iFig. i10 ithat ithe 
ioutputs iof iboth iinverters itrack ithe inominal ivoltage 
ivalue, iwhich iresults iin isystem istability. iFig. i11 
iillustrates ihow ithe isecondary icontrol iloop irestores ithe 
ideviation iin ithe ioutput ifrequency iresponse icaused iby 
ithe iprimary icontrol iloop. iThis iresults iin ian iexcellent 
itransient iresponse iwith ia isoft istart, iresulting ifrom ithe 
iPLL isynchronization ifunction iimplemented iwith ithe iLPF 
iand ithe itime iderivative iterm iincluded iin ithe idroop 
icontrol ischeme. 

V. CONCLUSION 

The iproper iimplementation iof imicro-grids iand itheir 
icontrol isystems iis icrucial ito iultimately ireap ithe ibenefits 
iof ilowering ioperating icosts, iincreasing igrid ireliability 
iand iefficiency, iand ialleviating ienvironmental iimpacts. 
iMore iso, ithe iimplementation iof icontrol itechniques iis 
ineeded ito iaccomplish iexcellent igrid iefficiency iand 
iintegration ibetween ithe iconventional igrid iand imicro-grid 
isystems. iHence, ithis ipaper ipresents ithe imodeling iof ithe 
inetwork-forming iconverters ifor ithe itransient istability iof 
ian iautonomous imicrogrid. iTherefore, ito iaddress ithe 
itransient istability iproblem icommon ito ithe istandalone 
imicrogrid, ithe inetwork iconverters iused iin ithis istudy 
ioperate iin ithe inetwork-forming imode. iThe inetwork-
forming iconverters iwork ias ivoltage isources, iwhich iare 
iprimarily iused ito imanage ithe ipower irequirements iin ian 
iislanded ioperating imode iof ithe imicrogrid. iNetwork-
forming iconverters icontrol ithe ivoltage iamplitude iand 
ifrequency iat ithe ipoint iof icommon icoupling. iIn ithis 
ipaper, ithe idroop icontrol itechnique i(primary icontrol 
iloop) iwas iimplemented ito icontrol ithe ifirst icase istudy 
iwhich iconsists iof ithe imicro-grid iwith ia inetwork-forming 
iconverter iwith ia ilocal iload. iThe iprimary icontrol iloop 
icaused ia ivariation iin ithe inominal ivalue iof ithe 
ifrequency iand ivoltage iamplitude. iHence, ithis iposes ithe 
ineed ito ieliminate isuch ideviations iin ithese itwo isystem 
iparameters. iTherefore, ia isecondary icontrol iloop iwas 
iintroduced iin i the isecond icase istudy ito idecrease ior, 
ibetter istill, iminimize ithe ifrequency iand ivoltage 
ivariations iinduced iby ithe idroop icontrol itechnique, 
ihence, imoving ithem ito itheir inominal ivalues. iThe 
isimulation iresults ishow ithat ithe icontrol istrategies iused 
iare iefficient iin ithe imicrogrids iunder iconsideration ifor 
imaintaining ipower iquality irequirements iand ieven ipower 
iflow istabilization iagainst ithe ivariations iin ipower 
igeneration ithat iare itypical iof irenewable ienergy isources. 
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Abstract—Energy consumption from the residential sector
forms a large portion of the grid demand. The growing accessi-
bility of residential load profile data presents an opportunity for
improved residential load forecasting and more effective demand
side management strategies. However, the stochastic nature of
residential power usage limits the effectiveness of traditional
load forecasting techniques. Machine learning is a tool well-
suited for predicting processes containing stochastic elements.
Long short-term memory (LSTM) neural networks are especially
suited for predicting time-series data such as electrical load
profiles. This paper investigates the efficacy of an LSTM to
perform residential load forecasting. Two LSTM-based prediction
strategies are compared by forecasting the load profile for a set
of five simulated, periodic, temperature profiles representing a
population of electric water heaters (EWH). In Method A an
aggregated load profile representing a feeder-point measurement
is applied to a single LSTM model to forecast the load. In Method
B each simulated temperature profile, representing appliance-
level measurements, is applied to its own LSTM temperature
prediction. The predicted temperature profiles are combined and
used to determine the load forecast. Method A outperforms
Method B and is able to predict the EWH energy with a
percentage error of approximately 0.76%.

Index Terms—load forecasting, LSTM, periodic signal, Monte
Carlo simulation, electric water heater (EWH)

I. INTRODUCTION

Residential energy consumption forms a significant portion
of electrical energy demand, ranging from 14% to 57% of
the national consumption depending on the country [1]. Thus,
managing residential energy demand is important for maintain-
ing grid stability and performance. Demand side management
(DSM) strategies aim to manipulate consumption profiles to
the benefit of the utility as well as the consumer/prosumer. For
the utility it is important to minimise the demand during peak
usage times to maintain grid stability and power quality [2].
As a consumer, changing the pattern of their home electricity
usage can help reduce costs and take advantage of time-of-use
(TOU) tariffs [3].

To implement effective DSM strategies it is important
to anticipate future load demand [4]. However, performing
accurate residential load forecasting remains a challenge due
to the stochastic nature of residential power usage [5]. A
proposed solution is to use a machine learning tool to perform
residential load forecasts. Machine learning is an effective tool
for predicting processes which involve stochastic events [6].

This paper aims to investigate to what extent machine
learning can be used to forecast residential load profiles.
The residential load is represented using large, temperature
regulated devices such as electric water heaters (EWH). A
combination of periodic profiles, produced by a small pop-
ulation of simulated, steady-state EWHs, constitute the load
profile. LSTM prediction models are used to evaluate two load
prediction strategies, each implementing a different residential
load model. Method A uses a single prediction model, with an
aggregate load representing a feeder-point level measurement.
Method B uses multiple prediction models, with individual
loads representing appliance-level measurements.

The rest of the paper is structured as follows: Section II
describes challenges in predicting residential demand as well
as literature detailing various applications of machine learning
to electrical load forecasting. Section III details the method-
ology used to perform this investigation. In Section IV the
results from each of the prediction strategies are illustrated and
discussed. Section V discusses recommendations for future
work, and in Section VI the paper is concluded.

II. BACKGROUND

A. Demand Side Management

An important aspect of demand side management is the abil-
ity to predict load demand and profile patterns. These forecasts
inform investment decisions and planning for future electrical
infrastructure, and minimises the risk of electrical supply
shortages. Traditionally, electric utilities have performed short
to long-term demand forecasts on the distribution/generation
level [4]. In recent years there has been a transition to-
wards the installation and use of digital meters for measuring
household power consumption [5]. Residential consumption
information is becoming increasingly more accessible, and
therefore presents an opportunity to perform load profiling and
forecasting on the residential level with a higher degree of data
resolution and detail [6].

Despite the increased accessibility to consumption data,
performing accurate residential load forecasting remains a
challenge. Residential usage patterns can vary widely depend-
ing on the socio-demographic conditions, seasonal patterns,
geographical location, residents’ lifestyle, habits etc [8], [9].
Additionally, this variability presents a problem for prosumers



who must analyze and predict their own loading and gener-
ation in order to effectively participate in energy exchange
programs.

B. Machine Learning for Load Forecasting

Machine learning presents a suitable tool for analysing
residential load data because of its ability to detect latent
patterns as well as estimate future outcomes based on previous
information. A Deep Q neural network is used by Tai et
al. [10] to implement an adaptive, appliance management
system that adapts to human behaviour and comfort. A semi-
supervised learning approach is used by Li et al. [11] to
identify residential user profiles i.e number and type of home
residents, based on their smart meter data. Wijesingha et al.
[12] proposed a residential load priority system that predicts
solar power generation using Artificial Neural Networks, and
selects between the grid and battery storage for load demand
using reinforcement learning. Henri et al. [13] conduct a
comparison of four different machine learning approaches for
the prediction and scheduling of residential photovoltaic (PV)
battery operations. Ahmadiahangar et al. [14] examine the per-
formance of a mixed-effects regression model in forecasting
consumption for a single household.

The memory retention capabilities of LSTMs make them
a particularly suitable tool for this application. The use of
LSTM networks is shown to demonstrate high accuracy for
single variate and multivariate time-series predictions [15],
[16]. Research carried out by Bouktif et al. [17] used an LSTM
neural network to forecast the electrical load of a metropolitan
area in France. Additionally, work by Siami-Namini et al.
[18] demonstrated that LSTM neural networks outperform
traditional autoregressive integrated moving average (ARIMA)
models for predictions on time-series data.

III. METHODOLOGY

For this investigation, Monte Carlo simulations are used to
generate load profiles for a population of temperature regu-
lated, steady-state, residential EWHs with distinct but periodic
patterns. Two sets of LSTM models are used to implement two
different prediction strategies to determine future loading. The
investigation consists of three main components: EWH tem-
perature modelling, generation of Monte Carlo simulations,
and load profile prediction with LSTM neural networks. An
outline of the methodology components is illustrated in Fig. 1.

Fig. 1: Outline of methodology components.

A. EWH Temperature Simulation

Before forecasting the EWH load profile using LSTM it is
necessary to first develop a means of simulating the changes
in internal temperature using a steady-state, one-node EWH
model proposed by Dolan in [19]. The simulation environment
assumes a full, 150 litre tank with a 3 kW heating element and
uniform, instantaneous heat distribution with no draw events.
It is also assumed that all the energy inside the tank is sourced
from the heating element and heat lost due to standing losses
only.

The EWH temperature change during cooling is simulated
using a standing loss model as described by Nel [21]:

Tinside[n+ 1] = Tamb[n] + (Tinside[n]− Tamb[n])e
a (1)

Where Tinside and Tamb are the internal EWH temperature
and ambient temperature at samples [n + 1] and [n] respec-
tively, and a is a temperature decay constant formulated as:

a =
−tn

cmtankR
(2)

Where tn is the interval between samples [n] and [n+1], c
is the specific heat capacity of water, mtank is the EWH mass
and R is a thermal conductivity constant of the EWH.

The change in EWH temperature during heating is deter-
mined using:

∆Tinside[n] =
Einput[n]

cmtank
(3)

Where Einput is the energy input to the EWH, derived from
the EWH element rating.

Using the initial conditions and EWH characteristics from
Yen et al. [20], Equation (1) and (3) are used to generate
a EWH temperature profile by simulating EWH heating and
cooling cycles over a 24-hour period. The accuracy of the
simulation is determined using the mean absolute error (MAE)
which is formulated as:∑n

i=1 |yi − xi|
n

(4)

Generally, yi is a predicted value, xi is the actual value and
n is the total number of data points. A smaller MAE value
indicates fewer prediction errors.

The MAE of the simulation is calculated by taking yi as
the simulated temperature values, xi as the actual temperature
values and n as the total number of simulated and actual
temperature data points. The MAE between the simulated
and actual temperatures, is determined to be 0.26 °C. Fig 2.
compares a single, simulated temperature profile against actual
EWH temperature measured in [20].

B. EWH Population Generation

The simulation model is used to generate five steady-state,
periodic internal temperature profiles each representing a dif-
ferent EWH in a population. To introduce randomly distributed
attributes and ensure a distinct set of temperature patterns, each



Fig. 2: Validation of simulated EWH temperature profile.

simulation is performed by varying EWH characteristics using
Monte Carlo sampling. For each EWH simulation the tank
volumes, element power ratings and ambient conditions are
kept constant, but the upper and lower temperature thresholds
as well as thermal conductivity characteristics are varied.
Finally, to generate a sufficiently large set of training data for
the LSTM, each temperature profile is made to span a period
of twenty-five days.

C. Load Profile Prediction

The five temperature profiles are applied to LSTM neural
networks that develop models to predict the loading for each of
the simulated EWHs. Two prediction model strategies, Method
A and Method B as outlined in Fig. 1, are implemented.

a) Method A: The five temperature profiles are used to
calculate load profiles for each EWH. These load profiles are
aggregated to produce a single, time-series profile. Power and
time data points from the aggregate profile are used as the
feature set for an LSTM to train a load prediction model.
Using this model, a forecast for the loading over a 24-hour
period is performed. To compare the output of the forecast,
an additional load profile comprising a 24-hour period is
produced. This profile is determined using only Equation (3)
and the simulated EWH temperature profiles. The accuracy of
Method A is measured by determining the MAE where: yi is
the predicted load value from simulation, xi is the actual load
value determined using the models described by Nel [21] and
n is the total number of predicted and actual data points.

b) Method B: The internal temperature, ambient temper-
ature and time data points from the five temperature profiles
are used as feature sets for an LSTM to train individual
temperature prediction models, one for each EWH. For n
simulated EWHs this approach requires at least n LSTM
models. Each of the temperature prediction models is used to
forecast the temperature over a 24-hour period. A load profile
is then determined from each of the predicted temperature
profiles. These five load profiles are aggregated to produce
a single, combined, load profile. To compare the resultant
load profile, an additional load profile comprising a 24-hour
period is produced. This profile is also determined using only
Equation (3) and the simulated EWH temperature profiles. The

accuracy of Method B is measured by determining the MAE
between the aggregated and temperature derived load profiles.

IV. RESULTS & DISCUSSION

A comparison of the predicted EWH load profiles from
Method A and Method B to the actual EWH load profile is
presented in Fig. 3. The actual EWH load profile has a total
energy of 6.56 kWh.

For Method A the difference between the actual and pre-
dicted EWH energy is 0.050 kWh with a percentage error
of 0.76%. The MAE between the actual and predicted load
profiles is 0.013 kW.

For Method B the difference between the actual and pre-
dicted EWH energy is 0.104 kWh with a percentage error
of 1.59%. The MAE between the actual and predicted load
profiles is 0.036 kW.

A summary comparison of the Method A and Method B
results are illustrated in Table 1.

The load profile predictions of Method A result in a lower
MAE value and are therefore more accurate than those of
Method B. This is likely due to the use of a single prediction
model, thereby preventing the accumulation of errors resulting
from the use of multiple prediction models. In addition,
although the temperature simulations have distinct patterns,
each of them is periodic with no stochastic variations. The
use of repetitive data points likely aided the development of
the LSTM prediction model despite the lack of comprehensive
training features.

The load profile predictions for Method B contained more
errors. In Method B, the load profile forecast is determined
using the output of several predictive models. Each predictive
model will forecast a load profile with some amount of error
included. As a result the combined load profile will contain
the cumulative errors from each of the individual forecasts. For
Method B, as the number of simulated EWHs and subsequent
prediction models increases, there will be an increase in the
accumulation of prediction errors in the resultant load profile.

The LSTM model development and forecasting approach
used in Method B is more computationally intensive than
Method A. For each simulated EWH an additional temperature
prediction model must be trained. Furthermore, each model
must perform an additional temperature forecast to determine
an associated EWH load profile. In comparison, Method A
requires the development of only one LSTM prediction model
with a single forecast to predict the load profile.

V. FUTURE WORK & RECOMMENDATIONS

The ability of an LSTM to accurately predict a periodic
pattern is demonstrated, but it is unknown how well it will

TABLE I: Prediction Method Comparison

Method Models ∆ Energy (kWh) Percent Error MAE (kW)
A 1 0.050 0.76% 0.013
B 5 0.104 1.59% 0.036



Fig. 3: Comparison of the actual load profile to the predicted load profiles.

perform when predicting load patterns that include human
activity such as EWH draw events and expanded to include
other residential loads. Future work should examine the effects
of such stochastic events on the LSTM load prediction perfor-
mance. This could be achieved by adding random draw events
to the temperature profile simulations, or including simulations
for appliances with more complex power profiles such as a
washing machine or refrigerator.

VI. CONCLUSION

The stochastic nature of residential power usage presents
a challenge in performing accurate residential load profile
forecasts. It is proposed that a machine learning tool be used to
accurately predict these stochastic processes. To investigate the
efficacy of machine learning in forecasting residential loads,
an LSTM neural network is used to evaluate and compare
two residential load prediction strategies. The residential loads
are represented using a population of periodic, simulated load
profiles similar to those of domestic EWHs. In Method A the
residential load forecast is performed using a single aggregated
load profile. In Method B multiple EWH temperature predic-
tions are combined to produce the residential load forecast.
Based on the results it is found that Method A is able to most
accurately predict the residential load energy with a percentage
error of 0.76%. It is demonstrated that an LSTM can be
used to predict the profiles of periodic, steady-state residential
loads with a high degree of accuracy. The results indicate
that a residential load forecast using an aggregate load model
based on a single feeder-point measurement, represented by
the Method A approach, is likely to be more accurate than
a collection of individual, appliance-level measurements as
shown in Method B.
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Abstract—South Africa's current energy crisis is 
exemplified by regular periods of load-shedding, as electricity 
supply falls behind demand. Failure to conduct rotational load 
shedding risks destabilizing the entire national power grid. In 
2021, the load-shedding hours increased by 32% compared to 
2020. Consequently, the requirement for backup supplies by 
customers has increased. The study assessed the viability of 
installing alternate electricity generation supplies to mitigate 
load shedding for residential customers within eThekwini 
Municipality and discusses the impact on the municipality. The 
techno-economic assessment was carried out using the Hybrid 
Optimization of Multiple Energy Resources (HOMER) tool. 
Mitigating load shedding with a diesel generator was the 
cheapest option. However, the overall levelized cost of energy 
(LCOE) was R 3.70 /kWh. While not capital intensive, the 
generator's disadvantages included being noisy and requiring 
frequent refueling. While batteries were quiet and offered a 
more convenient solution, it costs nine times more than the 
generator with an LCOE of R 4.19/kWh, which is 13% higher 
than the generator. Incorporating solar PV panels reduced 
carbon emissions; however, it increased the initial capital 
expenditure by R 15000 / kW installed. The type of backup 
supply selection for the residential customer will be primarily 
influenced by the customer's objectives, including their ability 
to accommodate the technology's installation and operating 
procedure. In addition, the customer's access to capital and 
carbon reduction goals will impact their ultimate technology 
choice of a backup supply to mitigate load shedding. 

Keywords—Battery energy storage, load shedding, techno-
economic modelling, residential solar 

I. INTRODUCTION -THE PARADIGM CHANGE IN 
ELECTRICITY USE  

Due to the enabling environment for PV and developing 
storage options, there will be a shift in the topology of how 
electricity is consumed by customers, which will be different 
from legacy methodologies. Fig. 1 summarises the changing 
landscape and potential technology uptakes within the 
electricity sector [1]. 

A. The Past 
South Africa started electricity generation in 1882. With 

limited capacity and high costs, reticulated electricity was 
only utilized by those that could afford it. In 1923, Eskom 
was created as the national electricity generator [2]. At the 
time, the cheapest form of electricity was grid-supplied 
electricity. Fossil fuel-fired generators were used as an 
alternative during grid failure. Renewable energy technology 
options were limited and considered expensive and 

unreliable. After the turn of the century, South Africa 
became more cognizant of renewable energy and established 
more policy instruments, notably the Renewable Energy 
Policy White Paper, which aimed to introduce 10 000 GWh 
of renewable energy into South Africa's energy mix by 2013 
[2]. In addition, the Renewable Energy Independent Power 
Producer Program (REIPPP) was introduced to promote 
renewable energy nationally. The program is an auction-
based power procurement programme aiming to increase 
renewable power generation at the cheapest possible cost 
through a bidding program [3]. According to the IRP, 800 
MW of renewable energy projects per annum are envisaged 
for commissioning in South Africa [4]. 

 

 
Fig. 1. Change in electricity supply topology – adopted from [1] 

B. The Present 
Due to enabling policy instruments, renewable energy 

technologies have become more prevalent. As the demand 
increased, the prices started to decline. In 2018 Solar PV was 
63% cheaper relative to prices in 2010 [5]. Solar PV is now 
at comparable grid prices and is a feasible supply 
configuration while the grid is available. With the inclusion 
of solar PV, a customer could consume and occasionally 
provide electricity back to the network. The current trend is 
that solar PV becomes the primary energy source while the 
grid acts as a backup supply. Depending on the customer's 
loading, a fossil fuel generator or a battery could be used to 



ensure supply continuity when the grid is unavailable. 
Currently, South Africa, like many African nations, is faced 
with power deficits and inconsistent electricity supply. The 
main reasons include insufficient generating sources and 
poorly maintained infrastructure [6]. South Africa has a load-
shedding schedule to manage the supply shortages better. In 
2021, 1136 hours of load shedding resulted in a total load 
reduction of 2455 GWh [7]. Depending on the number of 
stages and block allocation, customers could experience 
between one and four events of load shedding per day [8]. 

C. The Future 
South Africa's Government policy embraces the inclusion 

of distributed energy resources [4]; therefore, the widespread 
installation of PV is expected to continue. The rapid price 
drop in batteries will also play a key role in future supply 
configurations. The change in supply topology will 
ultimately bring change in the way customers would interact 
with the grid. Past interactions were limited to the 
unidirectional flow of electricity from the producer to the 
consumer. However, future interactions would allow for a 
bidirectional flow of electricity [1]. Contrary to the lowering 
cost curve of PV technology, electricity prices in South 
Africa have risen by 150% when comparing 2018 with 2010. 
According to Eskom's Fifth Multi-Year Price Determination 
(MYPD) revenue application for 2023/24, the proposed tariff 
increase is 38.10%, further elaborating on the rising 
electricity pricing trend within the country. [9]. 

A revision to Schedule 2 of the Electricity Regulation 
Act (ERA) permits the generation and trading of up to 100 
MW of electricity through a regulatory registration process 
instead of a licensing process [10]. This amendment 
represents a partial liberation of the generating and retail 
sectors within South Africa. Without the need to follow a 
licencing process, significant time is saved in introducing 
generation to the market. Further, under the United Nations 
Framework Convention on Climate Change (UNFCCC) and 
its Paris Agreement (PA), South Africa has pledged to 
contribute to global climate change efforts [11], [12]. 
However, electricity usage accounts for 40% of all carbon 
emissions in eThekwini. As a result, the city adopted the 
Durban Climate Action Plan, which aims to transition to 
40% renewable energy by 2030 and 100% renewable energy 
by 2050 [13]. As a result, some customers may be inclined to 

install cleaner energy sources to support these ambitious 
goals.  

The transition from past to present is in line with the real-
life scenarios that eThekwini Municipality is currently 
experiencing. However, while promoting widespread local 
generators is deemed to strengthen the security of supply, it 
would also introduce technical, planning and human resource 
challenges that must be carefully managed [4] 

II. RESEARCH METHOD 
A typical residential load profile was constructed, 

averaging 900 kWh per month. After that, techno-economic 
assessments were carried out utilising the Hybrid 
Optimisation Model for Electric Renewable (HOMER) tool. 
Key inputs include, among other things, the loading profile, 
the amount of solar irradiation and technical performance 
parameters. The inputs also considered financial and 
modelling parameters. Technology and electricity costs were 
included as financial inputs, while discount and inflation 
rates were included as modelling inputs. The simple payback 
period, the internal rate of return (IRR), the levelized cost of 
electricity (LCOE), and the net present cost (NPC) were 
some of the important outputs. 

III. MODELLING AND ANALYSIS AND SCENARIO SETTING 
The scenarios are intended to evaluate the use of a diesel 

generator, solar PV and storage technology in conjunction 
with the grid to offer a backup supply for a typical residential 
dwelling (30 kWh per day). Each scenario was subject to 48 
load-shedding events, each lasting 2 hours. Further, the 
scenarios were optimised according to the lowest net present 
costs (NPC) over the project's lifetime. Fig. 2 depicts the 
various scenarios. 

Scenario 1 includes utilising a diesel generator as a backup 
supply when load shedding occurs. 

Scenario 2 involves using lithium-ion batteries as a backup 
supply when load shedding occurs.  

Scenario 3 (a) considers Scenario 1, with the integration of 
solar photovoltaic panels.  

Scenario 3 (b) considers Scenario 2, with the integration of 
solar photovoltaic panels. 

TABLE I.   INPUT PARAMETERS APPLICABLE TO THE MODELLING. 

PV System Battery Energy Storage 
Total PV installed cost  R 15 000 / kW Battery Storage Type Lithium Ion 
Replacement inverter cost R 7 500 / kW  Battery Storage Costs R 7 000 / kWh 
Replacement inverter year Every 10 years Replacement battery year Every 10 years 
PV degradation per annum 0.8% Round trip efficiency 90% 
Diesel Generator 
Generator installed costs R 2240 / kW Minimum load ratio 25% 
Generator lifespan 15 000 hours Lifetime 15 000 hours 
Minimum generator load 25 % Fuel Curve Slop 0.273 L / hr / kW 
Diesel price R 20 / Per Litre Diesel price escalation  8% per annum 
General Modelling Inputs Electricity Price 
Modelling period 10 Years Energy price  R 2.60 / kWh 
Nominal discount/inflation rate 12% / 5% Yearly electricity price escalation 8% 



Loading: The loading has been split into critical and non-critical loads. Non-critical loads (50%) would not be electrified during 
load shedding.  

 
Fig. 2.  Graphical representation of scenarios 1,2 and 3(a), 3(b) 

IV. DISCUSSION AND SUMMARY OF RESULTS 

A.  Scenario 1  
Scenario 1 represents the case where a diesel generator 

was used to provide continuity of the supply during load-
shedding events. Forty-eight random load-shedding events 
have been considered, each for 2 hours. The optimum 
generator size was 2.5 kW with an NPC of R 287 752 over 
the project lifespan. The LCOE was R 3.70 / kWh 
considering regular operation and outages. The initial 
investment required was R 5 600. Without a renewable 
energy source, none of the carbon emissions could be 
mitigated, and they remained at 6 916 kg/year. As illustrated 
in Figure 3, the generator would only function during load 
shedding as the cost per kWh of generator operation was R 
7.56 /kWh while the grid-supplied electricity was R 2.60 
/kWh. Therefore, the generators' sole purpose is to provide a 
backup supply during load shedding.  

B. Scenario 2  
Scenario 2 represents the case where a battery is used in 

place of the diesel generator with the primary aim of 
providing continuity of supply during loading shedding. The 
optimum battery storage required was 7 kWh, producing an 
NPC of R 325 187 over the project lifespan. The LCOE was 
R 4.19 / kWh. The initial investment required was R 52 000. 
Without a renewable energy source, none of the load could 
be fed from renewable energy resulting in zero 
improvements in carbon emissions. 

Furthermore, without a time-of-use tariff, the battery 
energy storage system cannot leverage the potential of 
energy arbitrage. Therefore, the battery will only discharge 
during a load-shedding event, similar to the generator in 
scenario 1. However, scenario 1 has an advantage because it 
could accommodate more load-shedding events in closer 
succession as it would only require more diesel. On the other 
hand, in the case of the battery energy storage, it would need 
to charge before discharging; therefore, its ability to 
accommodate significantly more events of load shedding or 
longer durations are limited, especially after load shedding in 
the peak loading periods. While the use of batteries to 
mitigate load shedding is more expensive and limited in its 
ability to respond in the event the frequency and duration of 

load shedding increases, it can operate without the hassle of 
diesel purchases, storage and refills. Further, battery energy 
storage is a silent operation while generators produce noise 
that could affect neighbours and may not be allowed in 
apartments and communal living areas. 

C. Scenario 3(a) 
Scenario 3 represents 3 kW of solar PV panels connected 

to the diesel generator. The inclusion of solar improves the 
NPC to R 242 373 however requires an additional 
investment of R 45000 for the solar PV panels. The 
investment would pay itself off in 4.62 years and generate an 
IRR of 21.5%. The LCOE has also improved to R 2.75 / 
kWh. The customer would save R 8 577 in the first year of 
operation from installing solar PV panels. As illustrated in 
figure 4, the solar PV energy production and the load do not 
fully coincide. The lack of coincidence produces excess 
energy. However, this energy is of no financial value without 
suitable energy storage and an export tariff mechanism. 
Further, if load shedding does not occur when excess energy 
is available, the diesel generator would need to be used to 
supplement the loading. The carbon emissions have reduced 
to 4812 kg/year, an improvement of 30%. 

D. Scenario (3b)  
Introducing 1 kW of solar PV panels in conjunction with 

the battery energy storage improves the NPC to R 297 797 
however requires an additional investment of R 15 000 for 
the solar PV panels. The investment would pay itself off in 
9.29 years and generates an IRR of 3.7%. The LCOE has 
improved by 8.6% to R 3.83 kWh. The project generated 
savings of R 4061 in the first year of operation due to 
reduced grid purchases. As illustrated in figure 5, with a 
smaller PV size, the solar PV energy production and the load 
better coincide, resulting in less energy exported to the grid. 
Sizing the generation to align with the load is the correct 
methodology to adopt without an export tariff, as excess 
energy is of no financial value. Despite the small solar PV 
size, the carbon emissions have reduced to 5856 kg/year. 
Further, without a time-of-use pricing signal to the customer, 
there is no incentive to plan for battery charging in off-peak 
periods. Battery charging in peak periods adds to the total 
peak loading, which only exacerbates the load constraints of 
the country. 

E. Cost of unserved energy (COUE) 
Understanding the cost of unserved energy is crucial, as it 

defines and influences future policy decisions on electricity 
markets, regulations, network developments and investment 
decisions [14]. A method to quantify the COUE as approved 
by the National Energy Regulator of South Africa (NERSA) 
for the residential sector is to express the proportion of 
household expenditure on electricity to the household's total 
income and, after that, divide it by the total electricity usage. 
[15].  

              (1) 
 

COUE residential  = Cost of unserved energy 
n   = Number of households 



H % elec exp = Portion of household expenditure on   
electricity 

H income   = Household Income 
kWh   = Household electricity consumption 

 

By considering the national dataset relevant to 2015, the 
COUE for the residential sector in South Africa was 
calculated to be R 6.77 / kWh [15]. Similarly, considering 
the 2020 dataset, the COUE was calculated to be R 9.03 / 
kWh [16]. Not having electricity at a household level inhibits 
access to communications, leisure activities and security 
systems [15]. The LCOE of all the scenarios is lower than 
the estimated COUE of 2015 and 2020. The lower LCOE 
indicates that the alternate generation investment benefits the 
customer compared to not having access to that electricity 
during load shedding.   

F. Impact of load shedding on municipal financials: tariff 
dynamics 
As illustrated in Fig. 6, load shedding impacts the 

financial recovery mechanism of the municipality. 
Considering the residential, retail tariffs against the bulk 
purchasing tariff, load shedding sometimes prevents a loss to 
the municipality. While in other cases, it creates a loss. 
Prevention of the loss verse the creation of the loss happens 
due to the pricing dynamics on the time of use bulk tariff. 
Load shedding during the winter peak periods prevents 
losses, while all other periods create a loss for the 
municipality. The losses due to load shedding range between 
72 c/kWh and 151 c/kWh, while the savings (not incurred) 
due to load shedding in the winter peak is 219 c/kWh. 
Promoting battery charging during off-peak periods is 
prudent, as it won't contribute to the national peak loading. 
Further, the municipality can generate the highest return 
during that time. 

 

 

 

Fig. 3. Time series plot highlighting energy usage analysis with generator and grid 

 

 

 
 

Fig. 4. Time series plot highlighting energy usage analysis with generator, solar PV and the grid 



 

 

Fig. 5. Time series plot highlighting energy usage analysis with battery energy storage, solar PV and the grid 

 

 

Fig. 6. Financial loss per kWh / per hour for the municipality 

 

V. DISCUSSION AND SUMMARY OF RESULTS 
The cost competitiveness of solar PV has made it a rival 

competitor with a smaller carbon footprint than traditional 
fossil fuel generators. As a result,  it has become popular and 
is being adopted by many residential customers to strengthen 
their electricity supply.  

Residential consumers with minimal up-front capital who 
want to back up their electricity supply could purchase a 

small portable generator. A 2.5 kW generator could be 
acquired for an investment of R 5 600. However, the 
customer must manage the noise levels and prepare fuel 
purchases and storage. On the other hand, batteries offer a 
convenient alternative as they are quiet to operate without 
refuelling. However, a 7-kWh battery at R 52 000 is required 
to mitigate against 48 load-shedding events per annum. This 
investment is nine times higher when compared to the diesel 
generator scenario. In addition to the high initial costs, the 
levelized costs were reduced to R 4.19 / kWh. Without time-



of-use tariffs, the battery could not harness the cost-saving 
benefits derived from energy arbitrage and further reduce the 
LCOE. The lowest LCOE of R 2.75 /kWh was generated by 
the scenario combining 3 kW of solar PV panels and a 
2.5kW generator. The inclusion of solar PV reduced 2104 kg 
of carbon per annum and assisted with offsetting 38.1% of 
the load during the day, producing a savings of R 8577 in the 
first year of operation. Combining solar PV with batteries 
resulted in the highest investment cost of  R 67 000. Without 
the time of use and feed-in tariffs, battery energy storage and 
solar benefits are underutilised. 

Customers who aspire to minimise their carbon footprint 
would be required to install a renewable energy source. As 
observed in Scenarios 3(a) and 3(b), incorporating solar PV 
lowered emissions between 15% and 30%. The cost of 
unserved energy in the residential sector as of 2020 was R 
9.03. All the alternate generation scenarios produced an 
LCOE below the COUE. The LCOE, less than the COUE, 
indicates that the customer benefits from alternate-generation 
investments. Load shedding reduces electricity sales during 
the 2-hour outage. Except for the winter peak period, all 
other times of load shedding results in a loss per kWh 
ranging between 72 c/ kWh to 151 c/kWh for the 
municipality.  

There must be a multidisciplinary effort by all parties to 
promote the most optimal supply arrangement in households. 
The municipality must be able to provide time-of-use and 
feed-in tariffs. The technology exists for the customer to 
choose an alternative generation for their homes, but the 
ideal solution to mitigate load shedding will depend on the 
customer's specific circumstances, such as their affordability 
and level of commitment to contribute to a low-carbon 
future. 
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Abstract— Under-frequency load shedding (UFLS) is one 

of the interventions employed for power system frequency 

stabilization and has the potential to increase grid flexibility. 

Such flexibility is necessary to accommodate the integration of 

variable renewable energy sources (VRES) such as Solar. This 

paper presents a summary of a study that was undertaken to 

evaluate the frequency response of the Zambian integrated 

power system for different under-frequency load shedding 

(UFLS) scenarios and contingencies using the steep gradient 

strategy. With the power system simulation for engineering 

(PSS/E) tool, the islanded and interconnected scenarios of the 

system were simulated. The study showed that, while 10% UFLS 

gave the best response in all scenarios, the system frequency 

recovered at a better nadir and had no overshoot in the 

modified-interconnected compared to the islanded and 

interconnected scenarios.  

Keywords— frequency stability, renewable energy sources, 

rate-of-change-of-frequency, under frequency load shedding  

 

I. INTRODUCTION  

 “Frequency stability refers to the ability of the power 
system to maintain steady frequency following a severe 
system disturbance resulting in a significant imbalance 
between generation and load” [1]. It is one of the critical 
requirements for stable operation of power systems and an 
important consideration in planning, especially as the load 
demand increases [2] and more variable renewable energy 
systems, such as solar photovoltaic (PV) and wind, are 
integrated to the grid [3]. For stable operation of the power 
system, it is required that there is an active power balance 
between the load and generation which is measured using 
frequency. Therefore, a demand-generation imbalance 
resulting from a loss of generation or load manifests itself 
as a variation in the system frequency [2].Synchronous 
machines influence and play a significant role in frequency 
stability since their rotational speed is directly proportional 
to the frequency of the system. In view of this, control 
applications such as the governor systems, droop, etc., are 
employed to regulate the frequency of the power grid to 
acceptable operational levels [1]. These methods however, 
require a spinning reserve [4], which at times may not be 

adequate for the size of the disturbance or dispatched fast 
enough in relation to the rate of frequency decay. In such 
circumstances, other means such as under-frequency load 
shedding (UFLS) and Over-frequency Generator Tripping 
(OFGT) are employed to regulate frequency [5], [6].  

This study was motivated by the disturbances and 
provides insights into the frequency response of the 
Zambian power system and the optimal levels of load to 
shed in improving system stability. Zambia experienced 
several system disturbances in 2021 which led to a 
significant loss of power, the UFLS was one of the 
interventions that was applied to stabilize the system. This 
paper shares the experience of the Zambian scenario. The 
plans to increase generation through an energy mix by 
integrating more of VREs on the Zambian grid comes with 
concerns that could affect the grid stability which require to 
be addressed as a mitigation measure.  

II. PRINCIPLES OF UNDERFREQUENCY LOAD SHEDDING 

The UFLS is largely influenced by the inertia of the 
power system because a power system’s frequency response 
and characteristics at the instance of a disturbance depends 
on level of inertia [5]. 

A. Power System Inertia 

Power system inertia is related to the stored energy in 
the rotating masses of generators and loads connected to the 
power system. It is defined as the period in which the stored 
energy in the rotating masses could be used to supply the 
total rated power [7] and for a generator, it is given by  
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where J (kgm2) is the generator’s moment of inertia 
including its turbine, ωn (rad/s) is the rotor angular speed 
and Sn (VA) is generator rated power. The major 
contributors to the system inertia are the generators and 
turbines of synchronized conventional power plants. Others 
are loads like motors connected to the grid [7]. The total 
system inertia is essential for the frequency stability and is 
given by [8]: 
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where Sni (MVA) is the rated apparent power of the i-th 
generator, Sn,sys is system rated power equal to the sum of 
Sni and Hi  is the inertia constant of i-th turbine-generator in 
MVA [8]. 

B. Rate of change of frequency 

The rate-of-change-of-frequency (ROCOF) is the 
derivative of the power system frequency with respect to 
time (df/dt) and it is given by [5]:  
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where 0+ is the moment just after disconnection of the 
load/generation, 6789:;<;=>?   is the difference between 
generation and load, 7<@;A  is the system load, B&  is the 
nominal frequency, and H is the system inertia. As shown 
in the equation [3], the ROCOF is proportional to the size of 
the generation-load imbalance and inversely proportional to 
the inertia, H. The initial value of the df/dt is the 
instantaneous ROCOF just after an imbalance of power, 
before any control action [5]. 

C. Underfrequency Load Shedding 

When large generating units trip or there is a 
considerable loss of power infeed, the resultant swing in 
frequency is relative to the size of loss [9]. Under 
circumstance of such severe disturbances, unless sufficient 
generation with the ability to rapidly increase output is 
available, the decline in frequency may reach levels that 
may lead to tripping of generation units on under frequency 
thus aggravating the situation further and may cause the 
power system to island or worse still cause a total blackout. 
To prevent extended operation at lower-than-normal 
frequency, underfrequency load shedding (UFLS) is 
employed to achieve a coordinated reduction of the 
connected load to the level that can safely be supplied by 
available generation, thus  restore power equilibrium  [1]. 
According to Rudez and Mihalic (2009), UFLS is one of the 
most important protection systems, which in many scenarios 
represents the last chance to prevent a system blackout after 
a serious disturbance occurs in a power system [5]. 

UFLS schemes are implemented to shed (trip) selected 
loads for pre-determined underfrequency scenarios. The 
instant of tripping a load is determined by under-frequency 
relays that continuously compares the actual frequency and 
ROCOF to the set thresholds [10]. Rudez and Mihalic 
(2009) categorized the UFLS schemes as traditional, semi-
adaptive and adaptive. The steep gradient UFLS scheme 
belongs to the adaptive group [5]. Hassan Alhelou (2020) 
grouped them into conventional, adaptive, and 
computational intelligence-based techniques [11]. 

Alhelou presented that traditional UFLS, considered 
most common and basis of all other approaches, depend on 
relays which use locally measured frequency constantly 
compared against set threshold. While they are simple and 
easy to implement, they don’t provide optimum load 
shedding. They simply follow a preset rule in which a fixed 
amount of load is shed when frequency deviates from the 
nominal value [11]. In [8], the authors described an adaptive 
approach based on the wide-area monitoring system 
(WAMS) and aimed at performing situation-conditioned 
actions achieved by obtaining a few-seconds-in-advance 

prediction of frequency to obtain the most suitable 
frequency response while addressing frequency 
measurement related challenges. In [12], a pattern-
recognition based system frequency response model 
capable of detecting less severe frequency deviations and 
thus disconnect fewer consumers than the conventional 
under-frequency load shedding approach was proposed 
owing to the complexity and communication needs 
associated with WAMS. Alhelou in [11] presented 
computational intelligence techniques such as artificial 
neural networks (ANN), genetic algorithms (GA), fuzzy 
logic control (FLC), adaptive neuro-fuzzy inference system 
(ANF), and particle swarm optimization (PSO) which have 
the advantage of being robust and flexible in dealing with 
complex non-linear systems. In [13], the authors discussed 
the future effectiveness of UFLS in systems with increased 
penetration of renewable energy sources (RESs) and 
associated reduced rotating mass. They argued that this 
would imply higher frequency gradients and higher 
harmonics and could make frequency measurements and 
short relay operation times more challenging.  

In practice, disconnection stages are derived from 
appropriate dynamic studies based on applicable scenarios 
and realistic operational concerns. Planning for a UFLS 
scheme considers geographical distribution of load to shed, 
use of the common reference for frequency and load 
shedding steps across the network, the need to avoid over 
frequency (overcompensation) as this can lead to further 
generation loss, the rate of frequency decay for different 
magnitudes of generation deficiencies, the system's ability 
to increase power generation, possible emergencies that can 
occur, and the load shedding program required [9], [14]. 

III. ZAMBIAN INTERCONNECTED POWER SYSTEM 

The Zambian Interconnected Power System (IPS) 
consists of hydro and thermal generating stations as major 
sources of power, with about 2% of Solar (PV) and 3% of 
Heavy Fuel Oil generation out of approximately 3,500MW 
generation capacity. The power system stretches across the 
country, with major power stations (hydro and thermal) and 
the interconnection to the Southern African Power Pool 
(SAPP) network located in the southern part, while the bulk 
load centers and connection to Democratic Republic of 
Congo are in the northern part [15].  

Research has shown that systems with significant 
integration of variable renewable energy systems (VRES), 
such as Solar PV and wind, have been facing reduced inertia 
leading to frequency stability related challenges [3], [16], 
[17] [18]. While the Zambian IPS currently has relatively 
low amounts of VRES integration, being a predominantly 
hydro-generation system, available generation is mainly 
affected by hydrological conditions and therefore impacts 
the reserve carrying capacity of the system. Besides the 
traditional interventions for frequency control involving 
synchronous generators ZESCO Limited, the national utility 
owning and operating over 80% of the system, implemented 
the steep gradient UFLS.  

IV. SAPP UFLS SETTINGS 
The Southern African Power Pool (SAPP) is an 

electricity power pool whose main purpose is to coordinate 
power system and market operations on the southern Africa 
IPS. The Zambian IPS is interconnected to the SAPP IPS 
through Zimbabwe and Namibia [19]. SAPP requires that 



the frequency should not deviate to outside 49.50Hz and 
50.50Hz for a credible single contingency, such as a trip of 
a largest generating unit or instant loss of load equal to the 
largest generating unit on the interconnected system [20]. 
Currently, the largest generating unit on the SAPP IPS is 
930MW at Koeberg nuclear power station in South Africa 
[Source: SAPP], [21]. 

In the SAPP the System Operators are required to 
implement mandatory first level automatic under-frequency 
load-shedding for frequencies lower than 48.75Hz with time 
delay of 800ms targeting 8% load for shedding [20]. 
However, ZESCO implemented a tighter 5-stage UFLS 
scheme from 49 – 48.5Hz with time delays of 100ms and 
5% targeted load shedding at each stage. The generating 
units in the system are set to trip between 46 Hz and 47.5 
Hz with time delay ranging from 2 to 10 seconds. 

V. STUDY APPROACH 

To evaluate the appropriateness of an associated UFLS 
scheme, it becomes necessary to simulate disturbances that 
are sufficiently large such that spinning reserves are not 
sufficient to maintain frequency stability and thus activate 
UFLS [22].  

In this study, the loss of generating units at the major 
power stations in the Zambian IPS was first evaluated using 
the power system simulation for engineering (PSS/E) tool 
and contingencies at Kafue Gorge (KGPS) were observed 
to be more severe than at Kariba North Bank (KNBPS). 
KNBPS has 6 x 180MW (1080MW) hydro-generating units 
while KGPS has 6 x 165MW (990MW). The following 
scenarios were simulated. 

A. Islanded Scenario 

For the Islanded Scenario, i.e. the Zambian IPS not 
connected to any other system including the SAPP IPS, 
incremental losses of generation were simulated as 
contingencies, i.e. loss of 1 unit up to all the 6 units at 
KGPS. For each contingency, pre-selected varying 
percentages of load to disconnect (UFLS) was simulated, 
i.e. 0%, 10%, 12% and 15% of UFLS.  

B. Interconnected Scenario 

In the interconnected scenario, the Zambian IPS was 
connected to the SAPP network, which is the usual mode of 
operation as this enhances system security and economic 
operation. Based on results from the islanded scenario, 10% 
UFLS scenario was selected and investigated further under 
the interconnected and modified-interconnected scenarios. 
The contingencies with loss of 4 and 6 units at KGPS were 
selected, mainly due to the banked arrangement of the units 
at the station and these being severe scenarios. 

C. Modified-Interconnected Scenario 

The Modified-Interconnected scenario is simply the 
interconnected scenario with modified UFLS settings aimed 
at improving the frequency response of the system with 
respect to the contingencies.  

D. Contingencies for the Simulations  

In each scenario, two contingencies were simulated by 
tripping 4 and 6 units at KGPS at t = 1 second and further 
running the simulation for 30 seconds, i.e. 4 x 145MW = 
580MW and 6 x 145MW = 870MW. 

E. Dynamic Simulations 

To simulate the stability of the system, using PSS/E, the 
load/power flow was first run to achieve convergence before 
converting the static data file to dynamic. The flow chart 
shows the detailed process. The results obtained from the 
simulation was used to observe frequency stability response 
of the system for different scenarios under study. 

 
Fig. 1: Flowchart for the stability simulation and analysis using PSS/E. 

The Load shedding parameters adjusted were pick up 
setting and the trip time of the load until frequency stability 
was achieved for a generation load imbalance. 

VI. ASSUMPTIONS 

It is necessary to identify key assumptions that inform 
the basis of the PSSE model utilised in the screening process 
[9]. A Peak Scenario representing a peak demand scenario 
was prepared with total load of 2343.9 MW and generation 
of 2641.0 MW. The difference in the total load and 
generation is mostly attributed to exports and losses. 



A. Model Description 

The model consisted of Zambian and Societe Nationale 
d'Electricite (SNEL) Katanga Networks, SNEL Katanga 
network is considered part of the Control Area Covered by 
the Zambian National utility. The model contained 335 
buses and 82 Machines. 

B. External Grid 

The SAPP network was modelled as an external 
generator using the PSS/E classical GENCLS model with 
an Inertia Constant (H) of 4.5MW.s/MVA and damping 
constant (D) of 0 per unit. 

C. Synchronous Machine Dynamic Model 

Largest generators are Hydro units located at Kariba 
North Bank Power Station with 180MW capacity. The 
turbine governors for KNBPS and KGPS were modeled 
using the PIDGOVD in the simulation tool, PSS/E, as 
shown below. 

 

 
Fig. 2: PIDGOVD parameters for Kariba North Unit 6 

D. Generator Loading at KGPS 

For this simulation, each unit at KGPS was loaded at 
145MW which is close to the actual mode of operation for 
purposes of meeting the reserve requirements. 

The governor Dead Band for units was taken as -0.15 Hz 
to +0.15 Hz. (-0.003 to +0.003 in per unit). 

VII. RESULTS AND ANALYSIS 

A. Islanded Scenario - Loss of KGPS Units 

• Loss of 4 KGPS Unit 

For the loss of 4 units at KGPS, these units were tripped 
at t = 1 second and the frequency response observed for 30 
seconds for each pre-selected % UFLS. Figure 3 below 
shows system frequency response for the loss of 4 units at 
KGPS giving a value -0.8 Hz/s as ROCOF.  

• Loss of 6 KGPS Unit 

For the loss of 6 units, at t = 1 second, 6 units at KGPS 
were tripped and the system frequency response was 
observed for 30 seconds for each pre-selected % UFLS. 
Figure 4 below shows the resulting response giving a value 
-1.3 Hz/s as ROCOF. 

 

 
Fig. 3: System frequency response for the islanded scenario following 

the loss of 4 units at KFG power station 

 
Fig. 4: System frequency response for the islanded scenario following 

the loss of 6 units at KFG power station 

• Results Analysis 

The results for the islanded scenario showed that 10% 
UFLS gives the best frequency recovery for the selected 
worst contingencies of losing 4 and 6 machines at KGPS, 
because it had the lowest frequency overshoot and an 
acceptable nadir of about 48.3Hz and 47.3Hz respectively. 
The ROCOF under loss of 6 units was higher than the value 
for loss of 4 units. It is seen here that the larger the 
contingency, the steeper the ROCOF. As presented in [23] 
this aspect is utilized to make UFLS adaptive to different 
system contingencies. 

B. Interconnected Scenario - Loss of KGPS Units  

Under this scenario, the contingencies and % UFLS 
remained the same as for the islanded case, except that the 
Zambian grid was modelled to be interconnected to the 
SAPP grid. 

• Loss of 4 KGPS Unit 

As earlier highlighted, at t = 1 second, 4 units at KGPS 
were tripped and response observed for 30 seconds for each 
pre-selected % UFLS. Figure 5 below shows system 
frequency response giving a value -0.5 Hz/s as ROCOF.  

 

F
re

q
u

e
n

cy
 (

  
 )

 
F

re
q

u
e

n
cy

 (
  
 )

 



• Loss of 6 KGPS Unit 

At t = 1 second, 6 units at KGPS were tripped and 
response observed for 30 seconds for each pre-selected % 
UFLS. Figure 6 below shows system frequency response 
giving a value -0.8 Hz/s as ROCOF. 

• Results Analysis 

The results for the interconnected scenario showed that 
for the loss of 4 and 6 units at KGPS, the frequency recovers 
with frequency nadirs of 48.5Hz and 48Hz respectively. 
However, for the loss of 4 units at KGPS, the frequency 
response had an overshoot reaching 50.6 Hz while the loss 
of 6 units did not. 

 
Fig. 5: System frequency response for the interconnected scenario 

following the loss of 4 units at KFG power station 

  
Fig. 6: System frequency response for the interconnected scenario 

following the loss of 6 units at KFG power station 

C.  Modified-Interconnected Scenario - Loss of KGPS 

Units 

In this scenario, the interconnected scenario was 
modified by changing the pickup frequency from 48.5Hz to 
48.6Hz, time delay from 200ms to 100ms with the amount 
of load to shed was unchanged. The following figures 7 and 
8 show results of the modified-interconnected scenario 
compared to the interconnected one.  

• Results Analysis 

It can be seen from the results that the frequency of the 
system under the modified scenario recovered at a better 
frequency nadir of about 48.5Hz than 48Hz for the 6 units 
contingency and had no overshoot.  

 
Fig. 7: System frequency response for the modified-interconnected 

scenario following the loss of 4 units at KFG power station  

 
Fig. 8: System frequency response for the modified-interconnected 

scenario following the loss of 6 units at KFG power station 

VIII. CONCLUSION 

This study was undertaken to evaluate the frequency 
response of the Zambian IPS under contingencies resulting 
in the loss of 4 and 6 units at Kafue Gorge (KFG) power 
station for the islanded and interconnected scenarios.   

The results showed that the system under the modified-
interconnected scenario, with 10% UFLS, recovered with a 
lowest frequency nadir and had no overshoot compared to 
the other two scenarios. It is recommended that this be 
considered for implementation. It was also generally 
observed that the larger the contingency, the steeper the 
rate-of-change-of-frequency (ROCOF) which confirms the 
importance of considering ROCOF in UFLS schemes.  

On the other hand, with numerous literatures confirming 
several advantages of approaches based on data-driven 
predictive models, which include mitigation of challenges 
related to measurements, easier to implement and configure, 
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etc., it is recommended that a study on these approaches be 
undertaken on the Zambian IPS.   

The voltage response of the system and the impact of 
significant penetration of variable renewable energy sources 
(VRES) on under-frequency load shedding (UFLS) 
requirements were not considered in the study. It is 
recommended that these are considered for future study 
owing to increasing penetration of VRES in power systems. 
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Abstract— Increased penetration of renewable generation 
units may lead to the displacement of conventional synchronous 
generators, and consequently, reduce the system inertia. The 
decline in the system inertia increases the demand for primary 
frequency response (PFR) needed to system stability, with the  
expected surge in PFR demand; this research discusses a new 
approach for PFR electricity market ancillary service design. 
The design proposed in this study co-optimises energy, inertia 
and PFR while considering uncertainties in renewable energy 
production. The approach proposed caters to the temporal and 
heterogeneous nature of system inertia expected in low-inertia 
power systems and presents a new market design that allows 
synchronous and non-synchronous inertia sources to participate 
in the frequency response market. The outcome of this research 
will contribute to medium to long term reliable operation of 
power systems with prevalent non-synchronous generation. 

Keywords—electricity market, inertia, PFR, SCUC, MILP 

I. INTRODUCTION  
Conventional power systems are changing globally 

towards cleaner energy through the increasing penetration of 
renewable energy sources (RES) and the use of power 
electronic converters to interface with the grids. This 
development has been further fast-tracked by the Paris climate 
change agreement. In Europe, wind and solar energy have an 
installed capacity of 128.8GW and 87.9GW respectively, 
representing 14.1% and 9.7% of the entire European 
electricity production [1], [2]. Due to the concerted effort 
stemming from the Paris agreement to make electricity 
generation more sustainable, coupled with ageing electricity 
infrastructure being phased out, there has been an expected 
increase in electricity generated from renewable energy which 
is projected to continue [3]. In south Africa, Eskom [4]  
projects by 2030 RES would take up approximately 46% of 
its generation capacity. Bumping up RES installed capacity to 
36GW [5]. This increased penetration of RES brings about 
increased operational challenges, that is, system inertia 
decline which inherently leads to an increased demand for 
primary frequency response (PFR).  

 The differing characteristics of RES from conventional 
units, that is, the stochastic nature and mode of connection via 
power electronic converters removes the buffers offered by 
synchronous generators in the event of a disturbance is greatly 
reduced [6]. The consequences are - 

(a) It slows down the natural reaction of the system, and, 

(b) It no longer gives the controllers and the operator the 
needed time to implement adjustments, because the 
resulting rate of change of frequency (RoCoF) is 
steeper and decline in frequency nadir becomes 
much higher in systems with reduced system inertia. 

 Thus, to ensure adequate provision of PFR, we must 
ensure there is enough incentive for PFR provision in the 
ancillary service (AS) electricity market. However, current 
products in the AS markets only cater to services such as, 
spinning/non-spinning reserves, regulation up/down. The AS 
markets do not have products that cater to PFR and system 
inertia. Hence this study proposes a new framework for AS 
electricity markets that cater to PFR and system inertia, 
considering the temporal and heterogenous nature of inertia.  

II. POWER SYSTEM INERTIA  

A. Characteristics of inertia in conventional power systems 
 System inertia has a huge impact on frequency stability—
where frequency stability is the ability of the power system to 
maintain or restore a steady and stable frequency after a severe 
system disturbance (short term / long term). Maintaining 
system frequency within an acceptable operating range 
(~50Hz or 60Hz) is an important requirement in ensuring 
system reliability and security. Tielens [6] defined the inertia 
of an object in motion as the resistance to its change in state 
of motion, and changes in its displacement. Hence, in 
conventional power systems, the objects in motion refer to the 
rotating masses (turbines and synchronous generators) 
connected to the grid [7]. Their resistance to change in speed 
is indicated by the moment of inertia of the rotating mass. 
System inertia is one of the essential system factors on which 
the synchronized operation of present-day power systems is 
based. Inertia is mostly estimated using the swing equation in 
(1). The swing equation characterises the dynamic behaviours 
of the power system with respect to the change in active power 
and rate of change of frequency (RoCoF). [7]–[10].  
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Where - 𝑓$  is the nominal system frequency,  𝐻%&%  is the 
system inertia, 𝑆 is the apparent power of the system,  𝑓 is the 
measured system frequency, 𝑃'	𝑎𝑛𝑑	𝑃( being the mechanical 
and electrical power respectively.   

B. Inertia in Future Power Systems 
It is anticipated that most synchronous generators will be 

replaced or switched off in favour of renewable energy 
generation sources with lower levelized cost of energy and 
lower marginal costs [3], [6]. Within the context of inertia, as 
discussed in section I, these renewable energy sources are 
markedly different from traditional generation units. With an 
increase in renewables, reduced inertial response in future 
power systems is inevitable. This will increase the 
susceptibility of power systems to a steeper RoCoF [3]. 
Higher RoCoF could trigger anti-islanding RoCoF relays and 



disconnect generating units from the grid. Hence, saving the 
system from reaching an unacceptable level of RoCoF that 
might trigger the UFLS scheme as experienced in the black 
system event in Southern Australia on the 28th of September 
2016, or the power outage in the United Kingdom on the 9th 
of August, 2019, that disconnected a million customers due 
to the system’s inability to resist disturbance [11], [12]. In 
Southern Australia the generation mix showed that wind 
energy had the largest infeed into the grid and the inability of 
the wind farms to resist deviations in voltage led to the 
triggering of the UFLS scheme, with a RoCoF value of 6.25 
Hz/s, leading the system frequency to decline to 47Hz in 0.4s. 
However, the thermal generation plants in the mix were able 
to resist the deviations [11].  

Another theme that pervades increased penetration of 
RES into power grids is the heterogenous nature of inertia 
that follows [13]. Variations in RoCoF and inertia at different 
location of the power system has been observed in South 
Africa, as well as Germany [3], [13], [14]. 

Many studies highlight the need to pay attention to 
differences in RoCoF values at different nodes on the 
network in future power systems with lower synchronous 
inertia [3], [11]–[15]. All of these have led to the degradation 
of frequency stability and an increased demand for primary 
frequency response (PFR) or primary frequency control 
(PFC) which is needed to maintain frequency stability and 
grid integrity. Hence, a need arises to ensure that low-inertia 
interconnected power systems can acquire the required 
primary frequency response services needed to maintain 
frequency stability and curtail contingencies associated with 
under-frequency load-shedding events. 

1) Electricity Markets 
Since the unbundling of electricity infrastructure from 

vertically integrated utilities, electricity markets have been 
designed to ensure competition for providing various 
services, that is, ancillary services (AS), needed to 
maintain/support power systems operations. Most electricity 
market designs operate with efficient economic principles 
coupled with the improved technology of modern power 
systems[16]. The stochasticity of RES and lack of inertia 
associated with these resources, impose a considerable 
demand for additional flexibility, particularly for the 
ancillary services needed to maintain real-time 
generation/demand balance[17]. The AS market products 
include spinning reserve, non-spinning reserve, and 
regulation up and down. At the moment, prevailing AS 
market designs do not cater to the peculiarities of PFR and 
inertia in low-inertia power systems [18].  

Due to the unbundling of the electricity infrastructure 
which has incentivized competition in the electricity industry, 
most regions or countries operate with a pool-based market 
structure, to cater to and simultaneously clear (i.e. co-
optimise) energy, and ancillary service [16]. In this setup, you 
have a day-ahead market, which can be a single or multi-
period security-constrained unit commitment (SCUC) 
complimented with a real-time market, which can either be a 
single or multi-period security-constrained economic 
dispatch (SCED). To cater to PFR and inertia within this 
market structure, the peculiar requirement of PFR must be 
included in the market clearing formulation. Because, like 
other services, PFR and inertia must be simultaneously 
cleared in tandem with AS and energy. 

III. PRIMARY FREQUENCY RESPONSE 
North American Electric Reliability Corporation (NERC) 

termed primary frequency response (PFR) as “the response 
designed to cope with severe exigencies such as large 
generators tripping off-line” [19]. It involves generators in 
automatic and quick action to change their output in 
accordance to a significant frequency deviation (usually 
within seconds) [18]. It is the first measure to arrest system 
frequency. NERC divided frequency control into three 
categories based on response time window: primary, 
secondary, and tertiary control [18]. This control comes from 
automatic governor response, load (motors), and other 
devices that provide an instant response based on local 
control systems. The three stages of control work together to 
impede, stabilize and return system frequency to its pre-
contingency state after an imbalance.  

After the loss of a generator, at this stage, all synchronous 
generators supply extra MW relative to their size [7], [19]. 
The primary frequency response then jumps in, with the hope 
of halting and steadying frequency before under-frequency 
load shedding (UFLS) is initiated.  
This stage is known as the “arresting period”[18]. Once the 
decline is arrested, primary frequency control will ensure 
stability by continuing to respond. After the frequency is 
stabilized, the secondary frequency control then reinstates 
the, system frequency back to the regular operation range. 
Eventually, Tertiary control will restore the reserved 
capacities. The response of the power system in the event of 
a contingency can be aptly summarize with Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A. Reserves and Ancillary service 
System operators require sufficient operating reserve to 

control and maintain system frequency to ensure there is 
enough room to maneuver in severe disturbances pertaining to 
primary, secondary, and tertiary frequency control. However, 
the most viable mechanism (market) to procure operating 
reserves is the ancillary services (AS) market [20]. The 
present AS market products includes spinning reserve, non-
spinning reserve, and regulation up and down. The present AS 
market design does not include or cater to PFR and inertia 
constraints in power systems with high renewable penetration 
[18]. 

B. Reserve requirements 
Different methodologies to determine reserve 

requirement has been discussed extensively in the past to 

 
 

Figure 1:Frequency response pattern in the event of a generation 
demand imbalance. [7] 

 



ensure system reliability; N-1 rule, NREL 3+5 rule, NREL 
2.5 rule, and wind variability modification AIGS [21]–[23]. 
Thus, when a reserve rule is established, it is modelled as a 
constraint in the unit commitment model for energy and 
reserve scheduling to maintain reliability levels against 
uncertainties that could occur [20]. Li [20] and Lew et. al. 
[21] tried navigating the stochasticity in renewables by using 
3% of forecast load, as well as 5% of wind forecast to handle 
the intermittent nature of renewables. To handle the issue of 
forced outages Bouffard in [23], and [24] employed a 
stochastic SCUC multi-period market-clearing approach. 
Their approach was modelled in such a way that the reserve 
constraint was not implemented as a hard constraint, and any 
reserve violation was reflected in the expected load not 
served (ELNS). In the optimization problem formulation, 
generators and transmission lines with high failure rates were 
selected apriori. O’Sullivan [26] utilized a frequency-based 
response constraint approach to determine optimal dispatch. 
Their approach ensured the dispatch obtained did not result 
in a frequency below stipulated values irrespective of a 
contingency event, which was the loss of the single largest 
unit. In [27] the authors included the probability of load 
shedding in their frequency-based response approach. 
However, their model was executed using sequential 
programming, which sequentially clears products within an 
electricity market structure. This system leads to price 
reversals amongst the products being cleared sequentially.   

In [28] the authors formulated and solved a multiperiod 
UC that simultaneously accounts for both primary & tertiary 
reserve constraints. Their formulations used simplified 
frequency model to cater to the dynamic frequency response 
during energy and AS scheduling process. The authors in [16] 
[29] focused on a more detailed model of governor responses 
to determine the PFR prices, catering to the peculiar dynamic 
behaviors of governors during frequency response. Bhana 
and Overbye [30] employed an iterative approach to dispatch 
interruptible loads to provide primary frequency response. 
During each iteration, the dynamic simulation results are used 
to update parameters in the problem formulation.  The 
approach, however, falls short at its applicability to large 
power systems. Padraig et. al. [31] attempted to solve the 
problem of simultaneously clearing energy and PFR by 
developing two forms of inertial constraints in their problem 
formulation, a static and dynamic time-invariant constraint. 
The static constraint sets the online system stored rotational 
energy above a constant level, specified by the largest 
infeed/outfeed to the system, whilst the dynamic constraint 
sets the minimum rotational energy requirement as a function 
of the largest infeed or outfeed at each economic dispatch. Li 
[18]– [20] in their study designed a new primary frequency 
market that hosts offers from both loads and generators 
simultaneously. They developed a method to quantify PFR 
requirements on an hourly basis. The authors implement an 
electricity market model where load resources equipped with 
UFLS relays can participate in a PFR market alongside 
generator sources in real-time with the commitment of 
generators fixed. Their study was the only study that was able 
to utilise the full network model of large interconnected 
systems, that is, the electric reliability council of Texas 
(ERCOT). Thus, their model was able to cater to dynamic 
frequency response for different system inertia conditions, 
then obtain the required PFR requirements at the varying 

system inertia levels. Because of the full network model 
ERCOT used in the study, they were able to capture the 
interplay between unit commitment statuses of generating 
units, inertia and PFR requirements. Their study however 
fails to cater to non-synchronous sources participating in their 
new PFR market design. 

In the literature studied, there exist common themes and 
gaps, which are aptly summarized below, some of which have 
not yet been tended to: 

(a) There is a gap between current reliability 
requirements needed to maintain grid integrity and the 
corresponding AS products. Most utilities use the spinning 
reserve as a substitute for PFR, however, PFR and spinning 
reserve are two distinct products. This difference is much 
more exacerbated in low-inertia power grids as PFR 
requirement increases. 

(b) In the unbundled electricity market structure where 
competition is incentivized, there is a need to cater to more 
resources to provide PFR, as against the current electricity 
market structure where core focus is on co-optimizing energy 
and AS, thus creating an inadequate product market fit for 
PFR. 

(c) There is also a need to ensure electricity market 
design caters to non-synchronous resources providing PFR 
response, that is, battery energy storage systems (BESS), 
wind farms (providing virtual inertia).  

(d) There also exist the possibility of frequency 
measurements not being adequately assessed, as such rolling 
over to the objective function of the problem formulation. 

(e) Also, most electricity market designs, do not cater to 
the heterogeneity and temporal of inertia in low-inertia power 
grids, whilst evaluating PFR requirements.  

(f) Most electricity market designs studies catering to 
PFR designs mostly derive their frequency response from 
simplified dynamic models. These models provide a close to 
accurate depictions of frequency response. However, these 
models might still fall short in large, interconnected power 
systems, such as ERCOT’s or South Africa’s power network. 

IV. ENERGY, PFR, & INERTIA SCHEDULING 
Identifying the system’s inertia condition is crucial for a 

power grid with a significant level of renewable energy 
penetration. If the system’s inertia is known, it can be used to 
model a hard constraint into a Day-Ahead unit commitment 
or Real-Time economic dispatch problem to ensure sufficient 
inertia support available for the next day. The amount of PFR 
needed should be determined based on system inertia. 
Previous market structures operated from the assumption that 
the amount of reserve should equal the amount of generation 
lost [32]. However, in low inertia systems, conditions like this 
do not hold true as RoCoF differs as a function of system 
inertia and size of power imbalance, as well as the fact that 
system inertia varies with system load demand. Hence, in low 
inertia conditions, the reserve needed to cater to the 
contingency might be more than the loss. As such, this 
research leverages the methodology implemented in [32] by 
utilizing full system dynamics to determine PFR 
requirements. As stated prior, simplified dynamic models 
implemented in literature may provide a decent 



approximation of frequency response for a relatively simple 
system [16], [29], [33], [34]. However, for a large system, 
such as the South African network, frequency characteristics 
can be affected by factors such as turbine-governor models, 
contingency location, and the number of governors available 
to provide frequency response. 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

 
 

 The pseudo model of the SA network developed at the 
university of Cape Town (UCT) is intended to be used for 
simulations in this research. The pseudo model includes 
detailed information on turbine-governor models, which is 
responsible for activating PFR provision in the event of a 
large contingency.  As such, utilizing a full system dynamic 
model gives a full picture of the non-linear frequency 
response provided by synchronous machines. This provides 
an edge over simplified frequency models implemented in 
other studies. The overarching structure to be used in this 
study is shown in Fig. 2. 

A. PFR Quantification 
The PFR quantification method proposed in this study has 
five main procedures: 

(a)  Select representative conditions: Utilizing varying 
net load levels as seen in South Africa to conduct frequency 
stability studies for evaluating PFR requirements at different 
net load levels. Whilst catering to the different system inertia 
values expected at different load demand levels. 

(b)  The study also proposes evaluating the impact of 
varying load types on PFR requirements. 

(c) Selection of dynamic models of the power system 
equipment: The pseudo–South African dynamic network 
model which mimics the South African network is to be 
employed. 

(d)   Simulations for quantifying the minimum PFR 
requirement: In the event of a large contingency, i.e., the loss 

of the largest units is simulated. The frequency response 
criterion is that frequency excursions are impeded before the 
first layer of under frequency load shedding (UFLS) relays 
are breached. 

(e)  Determine the ratio of PFR sources within that node 
on the grid to satisfy PFR requirements: The novelty of this 
study is to combine traditional and non-traditional energy 
sources. This is a first-of-its-kind approach or combination in 
literature as most studies only use PFR from generators or 
load resources equipped with under-frequency relays.  

B. Frequency Measurements 
PFR requirement is evaluated using the disturbance-based 

estimation approach. An inertia estimate is obtained under the 
assumption that the RoCoF and the size of the power 
imbalance are available. The inertia estimation should take 
place immediately after a disturbance before frequency 
containment responses are initiated, as such the changes in 
load due to frequency and voltage variations will not 
influence the power imbalance [35]. This study proposes to 
mitigate the rollover issue of frequency measurements 
impacting RoCoF and inertia estimations and inherently PFR 
requirements. The approach employed in [36] is proposed. 
Equation 2 shows frequency can be calculated from the time 
derivative of the voltage phase angle. A method of curve 
fitting would be used to impede the impacts of measured 
transients in the measured frequency following a power 
imbalance, to reduce the possibility of obtaining inaccurate 
RoCoF. Using a lowpass Butterworth filter with a corner 
frequency appropriately selected to eliminate undesired 
transients in the measured frequency, as well as noise and 
oscillations. 
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  (2) 
Where- 𝛿  is the voltage phase angle, 𝑓%  is the sampling 
frequency, 𝑓) is the nominal frequency. 

C. PFR-Inertia Constraints Modelling 
 In the new PFR electricity market AS design framework 
being proposed in this study, we propose a new market model 
that makes procuring PFR services and energy co-
optimisable. However, it is important to cater to the differing 
nature of PFR, as this service is different from other AS 
products. PFR requirements vary for varying system inertia 
levels, and system inertia varies for different load demand 
levels and the size of power imbalance. To account for those 
dependencies, a scheduling model is to be developed over the 
course of this  study to co-optimise energy, PFR 
requirements, and the system inertia in both day-ahead and 
real-time system operations. The scheduling model works 
based on traditional unit commitment formulations and 
includes the PFR requirement obtained from the PFR 
quantifications approach highlighted in section V, sub-
section A.   
 A 2-step procedure is implemented. The first step is the 
PFR quantification approach, including PFR constraints into 
the co-optimization problem formulation and extending the 
formulation to include non-synchronous sources providing 
PFR responses. In the first step, PFR required is calculated in 
response to realistic system dynamics. However, the 
scheduling problem is anticipated to be difficult to solve 
because of the nonlinearity of frequency response, as the 

Figure 2: Framework of proposed PFR electricity market AS design 



optimization problem is to be formulated as a mixed integer 
linear programming (MILP) problem [37]. The nonlinearity 
of frequency response in a MILP approach is time-consuming 
and computationally inefficient. Thus, the anticipated second 
step envisaged in this study is to evaluate appropriate 
linearisation techniques. This intended modification makes it 
possible to formulate unit commitment problems catering to 
PFR needs at varying levels of system inertia conditions to be 
formulated as a MILP problem. The intended MILP 
formulation must be able to handle to handle uncertainties 
pertaining to RES, as well as equipment contingencies. Hence 
a stochastic unit commitment (UC) model is proposed to be 
employed. 

D. Stochastic Unit commitment 
Stochastic optimisation technique is an advanced 

methodology to handle uncertainties in scheduling  processes 
[34]. The study proposes a multi-stage stochastic scheduling 
model be employed to optimally schedule energy, PFR and 
inertia considering augmented levels of uncertainties 
associated with renewable energy sources. The PFR-system 
inertia quantification approach discussed in section V, sub-
section A, provides an alternative, to modelling system 
frequency dynamics in unit commitment problem 
formulation. The objective of the scheduling problem is to 
minimize the expected operation costs, expected cost of 
obtaining PFR, and load shedding costs. The proposed 
formulation of the PFR-INERTIA constrained stochastic unit 
commitment model in (3) is an offshoot of traditional unit 
commitment models bounded by PFR-INERTIA constraints 
as discussed in sub-section C. The traditional unit 
commitment model used here follows the formulation as seen 
in [19], [38]. In this study, the stochastic UC formulation 
would be modelled as a two-stage decision process. This 
aligns with how electricity markets are operated in practice. 
The first stage would depict the day-ahead market operation 
and the second stage would show the real-time (economic 
dispatch) operation of the market. The here-and-now decision 
variables in the first stage do not depend on any particular 
scenario realizations. The wait-and-see decision variables of 
the second stage however, depends on the scenario’s realized 
in real-time. However, the anticipation of several possible 
outcomes in the second stage is deemed to have an   impact 
on the scheduling decisions in the first stage.  
Where- 𝐶()(12&(𝑡, 𝑖, 𝑠)is the cost of generator i at hour t in 
scenario s, 𝐶345	(𝑡, 𝑖)	is the PFR cost or offering price from 
source 𝑖 at time ($/𝑀𝑊), 𝑙𝑙(𝑡, 𝑠) load shed during time 𝑡 in 
scenario 𝑠 (MW), 𝑝𝑓𝑟	(𝑡, 𝑖, 𝑠) PFR response from generator 
𝑖 at time 𝑡 in scenario 𝑠  𝑀𝑊, 𝑉𝑂𝐿𝐿 is the values of load loss 
($/𝑀𝑊ℎ) 

 
                      

 (3) 
 
 
 

V. CONCLUSION 
To achieve a much more viable electricity market 

ancillary service design for primary frequency reserves, 

needed to maintain grid integrity in an unbundled electricity 
market structure where competition is encouraged.  

This paper discusses a new approach for PFR electricity market 
design that would host offers from both synchronous and non-
synchronous sources. Whilst adhering to gird requirements and 
catering to the peculiar nature of system inertia and RoCoF in  RES 
dominated power systems. The new framework proposes a PFR 
quantification approach that utilizes inertia estimates determined 
from varying system load demands and load types. Whilst not 
neglecting frequency drifts when determining inertia estimates, the 
PFR estimates obtained is then proposed to be modelled as a hard 
constraint into stochastic UC MILP formulation. 

The next phase of this research is to detail the linearization 
technique to be employed to linearize PFR-inertia requirements at 
different system inertia levels, and preliminary SCUC MILP 
analysis are ongoing to ensure the proposed framework is 
computationally efficient and meets the computation time desired 
during electricity market operation. 
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Abstract—Lightning is one of the most common causes of 

power outages on overhead medium voltage (MV) power lines. 

Lines located in areas with high ground flash density or in open 

country are particularly susceptible to being struck by lightning. 

The current design of overhead MV lines in South Africa has a 

more than adequate lightning performance, but one may be able 

to optimize this performance. One possible way of doing so is to 

install shield wires. This paper studies some of the key aspects that 

should be considered for practical shielding of overhead MV lines, 

such as ground flash density, line structure footing impedance, 

number of shield wires, performance when compared to 

unshielded lines and capital cost. The effect of soil ionization is also 

considered. It was found that for shielding to be effective on 

overhead MV lines in South Africa, the footing impedance must 

be very low, and the basic insulation level (BIL) of the line must be 

sufficiently high. If the footing impedance cannot be lowered any 

further, then the line insulation*  must be over-designed to give a 

BIL of a line of much higher voltage, assuming that the structure 

is fully bonded and earthed and that the poles are unseasoned. The 

costs of shielding MV lines are not likely to be justified in South 

African conditions. 

Keywords— Basic insulation level, footing resistance, 

lightning, medium voltage lines, shield wires, soil ionization, soil 

resistivity 

I. INTRODUCTION 

 The safe and reliable supply of electricity is crucial to the 
day-to-day running of businesses, hospitals, industries and 
households. In rural areas of South Africa, electricity is 
distributed to customers using overhead medium voltage (MV) 
power lines, which commonly operate at 11, 22 or 33 kV phase-
to-phase voltage. The most common is 22 kV. The South 
African MV distribution network operated by Eskom is over 
300 000 km [1]. Regulatory requirements mean that it is 
imperative that electricity be delivered with as few interruptions 
as possible. Lightning is one of the common causes of 
interruptions on overhead MV lines [2]. A lightning flash can be 
defined as an electrical discharge that may originate in a charged 
cloud or from the ground. These electrical discharges are caused 
by charge imbalances between storm clouds and the ground or 
within the clouds themselves [3]. Lightning flashes can have 

single or multiple strokes, with either positive or negative 
polarity and negative polarity strokes occurring more often [4]. 
Lightning performance of an overhead MV line may be 
improved by adjusting its Basic Insulation Level (BIL), 
installing surge arresters or introducing one or two shield wires 
to intercept lightning flashes that would otherwise have 
terminated on a phase conductor or gap-earthed structure [5]. 
Shield wires are routinely used on transmission lines, but are not 
as commonly used on distribution lines. 

South Africa has a wide range of climates and experiences 
half the global rainfall average per year. It is classified as a 
semi-desert country with soils having varying resistivities [6]. 
The soil in the country varies seasonally as in other countries 
with the peak soil resistivity being in the months June, July and 
August [6]. The objective of this study is to determine the 
feasibility of shielding overhead MV distribution lines in South 
African conditions. This study also seeks to determine under 
which circumstances shielding of an MV line could be 
beneficial. This is achieved by covering the following: 

• The design of MV lines, practicalities involved and how 

these lines perform in lightning conditions. 

• The following factors that make using shield wires 

effective: 

o Ground Flash Density (GFD). 

o Footing resistance and impedance. 

o The number of shield wires. 

• Predicted performance of shielded overhead MV lines. 

• Costs associated with shielding MV lines in South Africa. 

II. CURRENT DESIGN OF SOUTH AFRICAN MV LINES 

The main components of an overhead MV line are phase 
conductors, insulators, woodpoles and – if used – cross-arms. 
The current practice in Eskom is to also include electrical 
bonding of the unenergized pole-top hardware and to earth that 
bonding via an earth wire that runs down the pole, and that 
includes an insulation coordination gap on the pole. Examples 
of pole-top hardware are insulators, bolts, bracing straps and the 
upper ends of stays [7]. A typical intermediate structure 



configuration and a shielded wishbone structure are illustrated 
in Fig. 1. 

 

    

Fig. 1. Bonded (steel cross-arm) and earthed overhead MV structure (left) 
[8], shielded wishbone structure (right) 

This configuration has been shown over many years to 
provide acceptable pollution and lightning performance and 
acceptable safety for humans and birds [8].  

Aluminium conductors are preferred in South Africa due to 
their good strength-to-weight ratio and lower theft risk than 
copper. Aluminium Conductor Steel Reinforced (ACSR) 
conductor is mostly used in inland areas while All-Aluminium 
Conductor (AAAC) is commonly used in high marine pollution 
areas [4]. Polymer composite and porcelain insulators are most 
commonly used in South Africa. 

The pole material of choice for overhead MV lines in South 
Africa is wood – as it is in many other parts of the world. One 
reason is that it allows for the insulation coordination gap which 
helps in preventing flashover due to lightning-induced 
overvoltages. This gap increases the insulation level from that 
of the insulator (approximately 170 kV) to approximately 300 
kV. The wood in the gap also assists in quenching arcs [9].  

III. LIGHTNING PERFORMANCE OF ESKOM MV LINES 

Lightning affects overhead MV lines by direct strikes to the 
phase conductors or by surges induced by strikes to nearby 
objects such as trees. When lightning strikes a conductor 
directly, the current divides into two equal parts that travel in 
opposite directions on the line [10]. Due to the short rise time 
of a lightning current surge, the resultant voltage on the phase 
conductors also rises very quickly and mostly causes flashovers 
to earth on the pole nearest to the strike [11].  

Overhead MV lines are mostly 8-10 m high, therefore 
voltages induced from nearby strikes do not often exceed 200 
kV, with a rare maximum being 250 kV [11]. A line with a 
height of 18 m can expect induced surges to not usually exceed 
300 kV [12]. In Eskom, MV lines do not usually exceed 15 m, 
a BIL of 300 kV therefore ensures that induced surges very 
rarely cause flashover. Conversely, all direct lightning strikes 
to an MV line are expected to result in flashover, but not all 
cause power interruptions [8].  

Eskom has found that the 300 kV BIL structure 
configuration gives very acceptable lightning performance, 
while also providing acceptable performance with respect to 

pollution (pole-top fires) and bird safety [8]. However, there 
may be room for optimizing the length of the insulation 
coordination gap, which is discussed in detail in [13].   

IV. OPTIONS FOR LIGHTNING PERFORMANCE OPTIMIZATION 

Lightning performance of overhead MV lines may be 
improved by changing the BIL of the structures, installing line 
surge arresters or introducing one or two shield wires to 
intercept lightning strikes that would have otherwise hit the 
phase conductors [5].  

A lightning strike of 10 kA to a line with a surge impedance 
of 500 Ω can result in a peak voltage of 2.5 MV. This is 
significantly greater than the BIL of a typical overhead MV 
structure. If the BIL of this structure is increased to 500 kV, the 
strike would still result in a flashover. Therefore, increasing the 
BIL of a structure only would not dramatically decrease the 
number of flashovers that occur on MV lines due to direct 
lightning strikes. This, however, remains the most effective 
way of reducing or even completely eliminating the flashovers 
that occur due to induced surges [14]. 

A surge arrester is a protective device that diverts lightning 
current to earth while limiting the voltage across its terminals – 
and hence on the line [15]. The use of surge arresters is most 
effective for protection against induced surges when they are 
installed on every phase, at every 300 m and on structures that 
have a BIL of lower than 300 kV. Surge arresters are not 
effective for protection against direct lightning strikes when 
used on their own, because their energy rating is too low [16]. 

Shield wires are earthed conductors placed above the phase 
conductors to intercept direct lightning flashes. A stroke that 
terminates on the shield wire of an overhead MV line is very 
likely to result in a back-flashover occurring from the structure 
to the conductor. This is because the voltage from the lightning 
flash that develops across the line insulation is likely to exceed 
the BIL of the line [17]. The likelihood increases even further 
because the bonded hardware on shielded lines must be solidly 
earthed, i.e., the wood gap shown in Fig. 1 must be bridged. 
Shield wires have been used extensively on transmission lines 
with great success due to the naturally high BIL provided by 
the insulators required at transmission voltages and the control 
of the footing resistance. With the current overhead MV line 
design in South Africa, the footing resistance is not controlled 
by use of chemicals or earth electrodes, the “earth electrode” 
used on overhead MV lines involves simply wrapping the earth 
downwire around the pole on the underground portion of the 
pole. Simply adding one or more shield wires to an unshielded 
line is therefore not effective, because additional measures are 
required. The following section presents an analysis of the 
factors that need to be considered for effective shielding of MV 
lines. 

V. FACTORS DETERMINING EFFECTIVE SHIELDING 

There are two main parameters that can be used to 
determine the effectiveness of shielding. These are Back-
Flashover Rate (BFR) and Shielding Failure Rate (SFR). These 
two parameters are impacted by several design factors. 



A. Shielding Failure Rate (SFR) 

SFR describes the rate at which lightning flashes strike the 
phase conductors instead of the shield wires at a specific 
lightning peak current [18]. This rate depends on the area 
formed by the uncovered width (X in m), the length of the line 
in km (L) and the GFD of the area in Flashes/100 km/year. X is 
the horizontal width of the line perpendicular to the conductors, 
which is not covered by the shield wire(s). In South Africa, 
GFD ranges from 0 to 23, with the Western part of the country 
having the least number of flashes per year and the north-
eastern part having the greatest number of flashes per year [19].  
SFR (Flashes/100 km/year) can be calculated using equation (1) 
[4]. When using two shield wires, this value is halved. Fig. 2 
shows the effect of the uncovered width and GFD on a 
structure’s SFR. The greater the uncovered width and the GFD, 
the greater the probability of shielding failure occurring. 
Installing two shield wires reduces the uncovered width, this 
then decreases the SFR. In South Africa, most intermediate   
overhead MV structures are a single pole with a cross-arm as 
shown in Fig. 1. Where the relatively few shielded MV 
structures exist, they would typically be of single pole wishbone 
configuration, with only one shield wire. This is due to the 
special configurations required in terms of BIL, earthing, 
structural and related considerations. Lines that are in open 
country are more susceptible to being struck by lightning than 
those that are shielded by tall buildings and trees. The 
protection provided by these objects can be accounted for by 
using a shielding reduction factor of 0.6 in equation (1) [4]. 

SFR�I� = 2 ∙ N� ∙ L ∙ X   (1) 

 
Fig. 2. Effect of the uncovered width and GFD on the SFR 

B. Back Flashover Rate (BFR) 

The effective footing impedance and BIL of a line are the 
major determinants of whether back flashover is likely to occur.  

1) Effective footing impedance 

This is a series combination of the impedances of the earth 
electrode and the structure. The soil resistivity impacts the 
footing impedance of the structure, which is largely dependent 
on the footing resistance. If the lightning current and the footing 
impedance are high, then the resultant voltage occurring on the 
shield wires will be high, resulting in a high probability of back 
flashover [20].  

To calculate the BFR of an overhead MV line equation (2) 
is used [17]. NL is the approximate number of flashes that 
terminate on the shield wires in flashes/100 km/year and can be 
calculated using equation (3) [17]. P(I) is the probability that 
the lightning strike will have a current magnitude that can cause 
a flashover on the structure. For a conductor with surge 
impedance (ZC) of 500 Ω, the critical current is calculated to be 
2.42 kA using equation (4) [17]. This value is below the average 
lightning strike current magnitude in South Africa; therefore, it 
can be assumed that most lightning strikes terminating on the 
shield wire will cause a flashover, and hence that P(I) ≈ 1. BFR 
can then be calculated using equation (5). 
 

BFR =  N� ∙ P�I�                            (2) 
 

N�  =  GFD
10� ∙ �28 ∙ h�.�  +  b�                     (3) 

 

I�  =  2 ∙ LI�

Z�
�                                (4) 

 

BFR =  N�                                    (5) 
Where: 

h = Height of the structure (m). 
b = Distance between shield wires (m), this is assumed to 

be zero when using a single shield wire. 
LI- = 605 kV/m (Standard lightning impulse flashover 

voltage for negative lightning strokes). 
IC = Critical current required to cause a flashover (kA). 
 
To determine the relationship between the BFR and footing 

resistance, the IEEE method of estimating the percentage of 
direct strokes causing back flashover is used [20]. This gives 
the results shown in Fig. 3. It can be noted that the footing 
resistance and the GFD play a significant role in determining 
the BFR of a structure. This shows that in areas where the GFD 
is high, the footing resistance must be kept as low as possible 
to limit the BFR of the structure. This can be a challenge to 
achieve without implementing a more complex earthing system 
than simply installing an earth downwire. 

2) Improving the footing impedance of the structure 

To maximize the effectiveness of the shielding, the effective 
footing impedance must be as low as possible. One way of 
contributing to this, is to limit the resistance of the earth 
electrode by installing a deliberate and suitable earth electrode 
– instead of simply wrapping the earth downwire around the 
pole as is the practice on unshielded lines. The earthing system 
can also be improved by chemically treating the soil around the 
structure, but this is not preferred by Eskom [4]. 

One way of minimizing the earth electrode resistance is by 
combining different earth electrode configurations, e.g. single 
or multiple vertical rods, horizontal wires, ring electrode or star 
electrodes. The following electrode designs were investigated: 
single vertical rod, multiple vertical rods and eight-point star. 
The impedance of each of these electrodes was estimated by 
calculating the inductance of a single vertical rod using 



equation (6) [21] and calculating the effect of placing the 
requisite number of rods in parallel. 

 

 
Fig. 3. Effect of footing resistance and GFD on BFR 

Equation (7) was used to calculate the impedance due to this 
inductance. The total impedance was then calculated using 
equation (8), taking into account the resistance of the electrodes 
and the series combination of the inductance of the earth 
downwire and the earth electrodes as shown in Fig. 4. The 
capacitance of earth rods was found to be negligible. A 
frequency of 4 MHz was used in the impedance calculation as 
this is the average time it takes for a typical lightning strike 
current to reach 90 % of its peak magnitude [22]. 

 

L =  !"∙#

$%
∙ log $∙#

)
                                    (6) 

 

X�  =  2πfL                                        (7) 
 

Z =  ,R$  +  X�
$                                  (8) 

 
Where: L = inductance (H), µ0 = permeability constant 

�4π . 10�/ H/m�, l = length of electrode (m), d = diameter of 
the earth electrode (m), XL = inductive reactance (Ω), f = 
frequency (Hz), Z = impedance (Ω), R = earth electrode 
resistance (Ω).  

Fig. 5 shows the impedances of the different earthing 
electrode configurations compared. The eight-point star gives 
the least impedance when compared with the single vertical rod 
and multiple vertical rod configurations. The dimensions of the 
electrodes used for the calculations: d = 10 mm, l = 1 m, 
distance between rods = 1 m [21]. A peak lightning current of 
10 kA was used to calculate the voltage across the impedances. 
This makes the eight-point star the best technical choice for 
improving the footing resistance of a structure and is therefore 
used as the earthing system for the structure cost and 
performance assessment in the upcoming sections of this paper. 

3) Soil ionization 

At high stroke current, earth resistance becomes non-linear. 
There is usually no effect at low currents in the order of 1 kA. 
However, at in the order of 7 kA, the effective size of the 
earthing system starts to increase, which decreases the 
resistance – and hence soil ionization occurs. This makes soil 
ionization a favourable condition, as it makes the ground a more 

favourable path for lightning current [23]. During soil 
ionization, the soil resistivity decreases by an average of 60 %, 
which in turn decreases and causes the voltage across the 
earthing system to decrease by the same factor, reducing the 
probability of back flashovers. This can be seen in Fig. 6, when 
using an eight-point star electrode configuration as an earthing 
system. 

 
 

Fig. 4. Circuit diagram modelling the single vertical rod 
impedance and the earthing downwire inductance 

 
Fig. 5. Impedance comparison of different earthing electrodes 

During a lightning strike with a peak magnitude lightning 
current of 10 kA, soil ionization would cause the voltage across 
the electrode configuration to drop from 302 kV to 120 kV. This 
would reduce the probability of back flashover occurring, as the 
voltage would be less than the BIL of the structure. 

VI. PERFORMANCE OF SHIELDED LINES IN SOUTH AFRICA 

It is clear from the preceding sections that for shielding to 
be effective, structure BIL and footing impedance must be 
intentionally set. Footing impedance can be controlled using 
deliberate earth electrodes such as the eight-point star. The BIL 
can be increased by using longer insulators or by employing 
different structure types. TABLE  I lists different structure 
types with their typical BIL. This table also includes the 
allowable maximum footing impedance and soil resistivity for 
effective shielding, using an eight-point star earth electrode 
configuration. A peak lightning current of 10 kA was used. 



The BIL can be increased by using longer insulators or by 
employing different structure types. TABLE I lists different 
structure types with their typical BIL. This table also includes 
the allowable maximum footing impedance and soil resistivity 
for effective shielding, using an eight-point star earth electrode 
configuration. A peak lightning current of 10 kA was used. 

 

 
Fig. 6. Soil ionization effect 

TABLE I shows that for a shielded woodpole structure with 
a BIL of 300 kV, the soil resistivity and footing resistance must 
be less than 1 Ω for effective shielding. This is practically 
impossible to achieve. A woodpole structure with a steel cross-
arm and a BIL of 170 kV also has the same predicted lightning 
performance. It further shows that the higher the structure BIL, 
the greater the allowable footing impedance. This also 
emphasizes that for shielding to be feasible on overhead MV 
lines, the BIL of the structure must at least be 550 kV, the soil 
resistivity should not exceed 200 Ω-m and the maximum 
effective footing impedance is 49 Ω. In areas where a low 
footing impedance cannot be achieved, a structure with a higher 
BIL should be considered.  

Using a polymer cross-arm provides a reduced number of 
flashovers due to its high BIL, which results in fewer power 
interruptions and fewer back flashovers [8]. This type of 
structure also allows shielding to be used in areas with higher 
soil resistivity than the standard Eskom MV line design. 

VII. ESITMATED COSTS FOR SHIELDING OVERHEAD MV LINES 

Fig. 7. lists the estimated per unit prices of different shielded 
structures in South Africa, using the standard 22 kV unshielded 
configuration as the reference. The prices include the 
anticipated material, installation and maintenance costs of the 
structures. This is an estimated lifecycle cost of adding the 
shield wire, increasing the BIL, adding an earthing system to 
every structure and line maintenance. 

Fig. 7 shows that adding a shield wire to an unshielded line 
would more than double the cost. Overdesigning the insulation 
by building the line to a 132 kV shielded design would increase 
the cost by a factor of almost ten but only brings the BIL to the 
minimum value required for effective shielding. Overdesigning 
the insulation of the line to 66 kV costs four times more than 
the standard line but falls short of the minimum 550 kV mark 

required for the BIL. This design can work for lightning strikes 
of a lesser current magnitude. Using a polymer cross-arm 
instead of the usual wood or steel cross-arm would cost twice 
as much as the unshielded structure but would offer a higher 
BIL and would enable line to be shielded in areas with higher 
soil resistivity. Adding two shield wires would cost almost eight 
times the unshielded structure as it would require the 
installation of an additional pole, two shield wires and two 
deliberate earthing systems. 

VIII. FEASIBILITY OF SHIELDING MV LINES IN SOUTH AFRICA 

Eskom, South Africa’s biggest power utility, has been using 
the unshielded overhead MV line design shown in Fig. 1 as its 
standard for some time. This philosophy has been found to 
perform more than adequately. The cost of any improvement in 
performance therefore needs to be well justified. Fig. 7 shows 
that the additional cost of shielding is significant. The benefits 
of shielding include a reduced number of lightning flashes 
terminating on the phase conductors, since these would be 
intercepted by the shield wires. 

 
TABLE I. REQUIRED FOOTING IMPEDANCE FOR DIFFERENT 

OVERHEAD MV STRUCTURE TYPES  

Structure 

Type 

Structure 

BIL (kV) 

Soil 

Resistivity 

(Ω-m) 

Footing 

Resistance 

(Ω) 

Effective 

Footing 

Impedance 

(Ω)  

22 kV 
Bonded and 

earthed 

300 < 1 < 1 30 

66 kV 
design 

450 1 1 45 

Steel 
Cross-arm 
(effectively 

fully 
bonded and 

earthed) 

170 < 1 < 1 17 

132 kV 
design 

550 200 18 49 

Polymer 
Cross-arm 

(Unbonded) 

>655 500 46 64 

 
 

 
Fig. 7. Per unit prices of different structures per km  

 Shield wires would also reduce the number of power 
interruptions on the line due to lightning. Shielding would also 
reduce the number of equipment failures. The power utility 



loses revenue by not supplying electricity as agreed with 
customers and bears the expenses of fixing and replacing 
damaged MV overhead line equipment due to lightning strikes. 
The National Energy Regulator may also penalise the utility for 
not meeting electricity supply agreements [24]. These are some 
of the expenses that may be reduced if the power interruptions 
due to lightning strikes are reduced. 

These benefits need to be weighed against the cost of 
shielding for each particular case, as the cost – and hence the 
cost-benefit ratio – varies with soil conditions and with the cost 
of interruptions. For example, shielding would likely not be 
necessary in areas with very low GFD, but it may be beneficial 
in areas with a very high GFD and where quality and reliability 
of electricity supply is crucial, i.e. where any loss of continuity 
of supply is very costly. 

IX. CONCLUSION 

The results show that shielding of overhead MV lines can 
be effective when the footing impedance is sufficiently low and 
the BIL of the structure is sufficiently high. This presents the 
challenge of designing an earthing system to reduce the 
effective structure footing impedance and increasing the 
structure BIL. This is currently not usually done for MV lines 
in South Africa. This presents a financial challenge as the 
addition of shield wires, the increase of structure BIL and a 
suitable earthing system at least doubles the lifecycle cost of a 
typical overhead MV line in South Africa.  

Effective shielding can only be achieved if the BIL is at least 
550 kV and if the effective footing impedance is 49 Ω or less. 
A shielded woodpole structure with a polymer cross-arm has 
the best lightning performance of the configurations 
considered. It costs twice as much as the overhead MV line 
structure that is currently in use in South Africa. Its use would 
therefore need to be well justified but could be considered for 
areas with high GFD and have a requirement for high quality 
and reliability of supply.  
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Abstract—It is essential to have an integrated system architec-

ture for monitoring and controlling substation so as to ensure 

the safety of people and equipment. This paper presents an ar-

chitectural design and technique that is used for monitoring and 

controlling 11 kV substation. The proposed architecture is based 

on the IEC 61850 standard and is designed to provide a safe and 

reliable system for real-time monitoring and control of substa-

tions. The design incorporates multiple substation communica-

tion protocols to create a completely digital substation. Primary 

and secondary devices are employed to reduce the number of 

potential failure points. Components are deployed to acquire 

data from various constituents within a switchgear board. This 

arrangement contains a process to manage older devices, 

wherein a data concentrator is utilized to communicate with 

other devices such as an intelligent electronic device. These are 

combined to collect and deliver the necessary data at the station 

level for different system users. Furthermore, the architecture 

is designed to be scalable and flexible, allowing for the integra-

tion of additional components and equipment. The results show 

that the proposed architecture can respond to remote IEC 61850 

commands by above 90%. 

 
 Keywords—control, communication, digital, integrated mon-

itoring, protocols, substation, system architecture. 

I. INTRODUCTION 

The difficulty of overseeing and regulating system ma-

chinery, distribution of system apparatus in power systems, 

production plants, and industries will continue to be a chal-

lenge for a considerable amount of time [1]. In many situa-

tions, inefficient and outdated operating procedures that are 

not beneficial to business, risky for personnel, and require a 

lot of energy and effort are still being utilised. Furthermore, 

engineers rely heavily on data to identify problems, decide 

what new machinery or substations need to be installed, and 

control existing resources. [2], [3]. In this regard, integrated 

monitoring and control systems (IMCS) are becoming in-

creasingly important in the operation of medium voltage 

(MV) substations [4]. These systems provide real-time infor-

mation on the state of the substation and enable operators to 

make informed decisions about the operation and mainte-

nance of the substation. Substations are important compo-

nents of the electric power system and are responsible for the 

efficient and reliable distribution of electricity to consumers. 

Substation automation and monitoring systems are used to 

ensure that electricity is delivered within the required quality 

and safety standards. An IMCS for an 11 kV substation pro-

vides the means to monitor and control electrical parameters 

and hardware from a single central location. The 11kV sub-

station is a critical interface point between the transmission 

and distribution systems and provides a reliable and efficient 

means of supplying electricity to consumers. The control and 

monitoring of the 11kV substation requires an integrated sys-

tem that offers features such as real-time monitoring, remote 

data access, secure access, fault detection and protection, and 

energy management. Modern power system monitoring and 

control systems provide advanced features such as distributed 

control, local and remote access, secure communication, and 

intelligent data processing [5]. 

Conversely, in older systems like the supervisory control 

and data acquisition (SCADA) and legacy substations, data 

transmission has proven not to be reliable as per engineering 

expectations [6]. There are no effective data transfers due to 

varied reasons; for example, in direct current (DC) system, 

the data gets lost due to control cable theft, cable damages 

and electrical interferences affecting the SCADA signals 

transmitted with use of copper cables [7], [8]. Also, the per-

formance of high-speed control and protection signals is not 

easily achievable [9]. For example, sending protection trip 

signal from the downstream equipment is not easy and it re-

quires extensive hardwiring or getting the status of down-

stream electrical equipment for interlocking purposes.  

However, studies have shown that digital substations pro-

vide more benefits and less shortcomings compared to other 

legacy substations [10], [11]. In digital substations, reliability 

and availability of data is improved. Substation automation is 

the use of information technology (IT) and operational tech-

nology (OT) to optimise the operation, maintenance and man-

agement of MV substations. This includes the use of intelli-

gent electronic devices (IEDs) to monitor, control and protect 

the substation equipment. Substation automation systems can 

be used to improve the reliability, safety and efficiency of 

MV substations. The automation of MV substations has be-

come increasingly important in recent years due to the grow-

ing complexity of the power system and the need for more 

accurate and reliable data to support decisions [11]. Thus, 

during integration and commissioning, results now show sig-

nificant improvement in the way data is collected and deliv-

ered to the station level equipment for monitoring and control 

compared to the old mimic systems that were used in the sub-

stations. Thus, introduction of an IMCS architecture that is 

compliant with digital substations may be the solution to the 

problems faced by utilities and industries today. Nonetheless, 

the underlining questions of “how to do?”, and “how to im-

plement?” without neglecting compliance with standard im-

plementation practises of substation automation system 

(SAS), IEC 61850 compliances, SCADA, Station level, Bay 

level and Process Level models still linger [12]. 



Hence, this paper presents an integrated monitoring and 

control system architecture (IMCSA) designed for 11 kV sub-

stations. The IMCSA is capable of monitoring and control-

ling multiple 11 kV substations from a single location. The 

system is designed to provide an effective means to monitor 

and control the power flow, voltage, and frequency in the 11 

kV substation. Additionally, the system is capable of provid-

ing real-time information regarding the operational status of 

the 11 kV substations. The outline of the paper is such that 

the introduction is presented in section I.  Sections II and III 

comprise the system architecture and practical design, while 

sections IV and V contain implementation of the proposed 

design and the concluding remarks, respectively. 

II. SYSTEM ARCHITECTURE  
 An IMCSA consists of a combination of hardware, 
software, and communication technologies. The hardware 
components include sensors, actuators, and controllers. 
Sensors are used to monitor the electrical parameters such as 
current, voltage, and power. The IMCSA consists of a 
combination of hardware, software, and communication 
technologies. The hardware components include sensors, 
actuators, and controllers. Sensors are used to monitor the 
electrical parameters such as current, voltage, and power. 
Actuators are used to control the various substation 
components, such as circuit breakers, transformers, and 
switches. A controller is used to process the sensor data, 
control the actuators, and communicate with the outside 
world. The software components of an IMCSA include a 
human machine interface (HMI) to provide a user-friendly 
graphical interface for monitoring.  

The design is such that it is required to meet expectations 

and comply with all statutory requirements and specifica-

tions. The operator can visualise, supervise, and control the 

substation through simplified design of the HMI, gateways, 

and engineering workstations (EWS). This means that the 

IMCS can collect data and present it to a normal HMI. The 

system design is such that there is self-diagnosis and presen-

tation of system issues to an operator, while the operator can 

operate the reticulation system by no more than five key-

strokes or button clicks. When the circuit breakers are closed, 

or opened, the operator is automatically blocked from issuing 

open command to an already opened circuit breaker or close 

command to already closed-circuit breaker. The operator can 

leave notes or tag equipment on the monitoring screen during 

shift hours.  

Also, logging in and out is recorded by the system auto-

matically. Notifications about any malfunctions with the 11 

kV reticulation system are sent out promptly when they hap-

pen, so that operators, technicians, and engineers can take ap-

propriate action. As regards other functions of the system; In-

tegrated monitoring system can interpret and present data to 

the operators, technicians, and engineers in simple and unam-

bitious manner. The system overall is capable of processing 

IEC 61850 data to station level or upper level. The system 

can process data that is defined by open standards. Distrib-

uted network protocol (DNP) 3.0 and IEC 101 protocol are 

available for devices requiring this type of communication. 

Modbus protocol is also available for devices requiring this 

type of communication. The system is similarly able to pro-

cess normal information or raw data or transfer of files; for 

example, using file transfer protocol (FTP). 

III. PRACTICAL DESIGN 

In the 11 kV substation, 14 devices were IEC 61850 com-

pliant, and 3 devices were non-IEC 61850 compliant. As 

shown in Fig. 1, the design presented in this paper monitors 

and controls the 11 kV substation by reading data (breaker 

and isolator statuses, current and voltage transformer meas-

urements, transformer trip signals and alarms, etc.) from each 

bay and write data (breaker, isolator and control commands) 

to the primary plant equipment. These signals are hardwired 

to the digital inputs and outputs of the selected digital intelli-

gent electronic device (IED) for indication, interlocking and 

tripping purposes. Data (plant status and IED internal func-

tions) is then shared amongst IEDs over substation automa-

tion system (SAS) local area network (LAN) or serial bus 

(SBUS) network. 

The data are from the IEDs or devices to the application 

software running IEC 61850 HMI Server/Client over the SAS 

LAN or SBUS network. Non IEC61850 devices have data 

flowing to the gateway and then to the application software 

running IEC 61850 driver. The data from the HMI Cli-

ent/Server is displayed on the station HMI / EWS and control 

commands. These signals are then sent from the HMI to the 

IEDs or devices and from the IEDs to the primary plant 

equipment to execute the plant controls. As presented in Fig. 

1, HMI 1 of the system is used as main human machine inter-

face for monitoring and control. While HMI 2 of the system 

is used as backup interface for monitoring and control. This 

means when HMI 1 is down, the system can still be monitored 

and controlled using HMI 2, vice versa. Equally, EWS 1 of 

the system is used as main engineering workstation interface 

for monitoring and diagnosis by operators. Whereas EWS 2 

of the system is used as backup engineering workstation in-

terface for monitoring and diagnosis. 

Furthermore, gateway / remote terminal unit (RTU) is 

used for station input/output (I/O) and other legacy data and 

build monitoring. Redundant ethernet switches are used for 

data reliability, availability and ensuring no common point of 

data loss. Global positioning system (GPS) clock is used to 

time synchronise internal clocks of 11kV substation devices. 

Data can be printed at station level for analysis. More users 

can use the system concurrently when logged in different 

workstations but only one can operate the electrical reticula-

tion network. Data is converted by the gateway from IEC 

61850 to IEC 101 to be read by the Master Station or Control 

Centre over IEC 101 protocol. Control commands are also 

sent by the Master Station or Control Centre over IEC 101 to 

the gateway/RTU from the RTU then to the IEDs and to the 

primary plant equipment [12].  

IV. IMPLEMENTATION OF PROPOSED SYSTEM ARCHITECTURE  

The IMCSA for 11 kV substation design flow chart is 

shown in Fig. 2. The engineering, testing, and commissioning 

process from the 11 kV substation to the control center is pre-

sented. The design provides a complete solution of an 

IMCSA for the 11 kV substation. The presented solution is 

based on requirements for modern technology and in IEC 

61850 compliance with accommodation for legacy standards. 



 
Fig. 1. Architecture overview [12]. 

 
Fig. 2. IMCSA flowchart for 11 kV substation. 



A. Three System Levels 

The overall IMCSA for 11 kV substation shown in Fig. 1 

may be divided into three levels [12]; 
 

• Bay level – low level 

• Unit level – middle level 

• Station level – top level 

The bay level consists of protection, monitoring, and con-

trol units such as protective relays and voltage regulators. 

With the IEC 61850 generic object-oriented substation event 

(GOOSE) messaging, the bay level devices can communicate 

between different bays. Therefore, the bay-to-bay communi-

cation is called horizontal communication as defined in IEC 

61850 [12], [13]. The unit level consists of layer 3 network 

switches and gateway devices. Unit level connects bay level 

with station level. The routing of specific tagged massages is 

done at the unit level. The station level consists of the station 

computer, EWSs, alarm unit and features, database, and re-

mote communication. Most of the station level functions are 

often integrated in to the station computer. The design in this 

paper utilised DNP 3.0 as a communication protocol from the 

gateway to the SCADA control center. Whereas the data ex-

change between the IEDs and the HMI, EWSs, gateway is 

based on IEC 61850 multimedia messaging service (MMS). 

B. Selecting and Implementation Phase 

Two IEC 61850 devices were compared (device A and B) 

and all two IEDs meet the system and functional require-

ments. However, device A was selected since device A is an 

IEC 61850 certified one box solution for both protection and 

control. As a requirement to have ethernet switch at bay or 

board level. Again, two types of switches were compared (A 

and B). Although both options meet the requirements, how-

ever, ethernet switch A is selected based on the following ad-

ditional features, including low cost: 

• The ethernet switch A is certified for use in power 
substation automation systems (IEC 61850-3, IEEE 
1613), traffic control systems (NEMA TS 2), and rail-
way applications (EN 50121-4).  

• It can be used for Gigabit or Fast ethernet backbones 
and supports redundant ring topologies.  

• It also supports dual power inputs (24/48 VDC or 
110/220 VDC/VAC) to increase the reliability of 
communication. 

• The ethernet switch A has a modular design that 
makes network planning easy and allows greater flex-
ibility.  

• Installation of up to 4 Gigabit ethernet ports and 24 
fast ethernet ports.  

• Optional front or rear wiring makes it suitable for dif-
ferent applications.  

• Built-in MMS server based on IEC 61850-90-4 switch 
data modelling for power SCADA that complies with 
a portion of EN 50155 specifications.  

• Only exclusive to it brand the turbo ring and turbo 
chain redundancy technology (recovery time < 20 ms 
@ 250 switches).  

• The ethernet switch A is robust, built for harsh tem-

peratures which makes it a reliable cost-effective op-

tion for industrial applications.  

• Easy configuration through a web browser or telnet. 
 

Two brand options of ethernet switches are compared 

again as A and B. However, option B is chosen since it is a 

layer 3 switch. Layer 3 switches provide extra capability of 

routing messages using both MAC and IP addresses com-

pared to layer 2. Other features for unit level switch are the 

same as those for the bay level ethernet switch. 

Furthermore, as a requirement to have a gateway at unit 

level in the design, two brands were compared technically 

and one product that met all design requirements was se-

lected. The selected gateway is a multi-port automation plat-

form. It is designed to operate all ports independently of one 

another. Each port can support a unique communications pro-

tocol:  

• Master mode - connected to IEDs or other slave de-

vices.  

• Slave mode - connected to SCADA Masters, or HMI. 

I/O can be added in the same unit without the need to 

purchase a separate I/O unit. 
 

A suitable GPS clock unit was also added as a need de-

scribed on user requirements. For simplicity, station level 

computer with HMI application software selected for imple-

mentation is of the same original equipment manufacturer as 

that of the selected protection and automation devices. The 

computer machine selected has great functionality with a per-

sonal computer (PC) combined with a touch screen also at a 

cheaper price than other brands in the market. The housing is 

a standard international unit, 19-inch wide, rack-mounted 

rugged enclosure. This robust, rack-mountable design pro-

vides the hardened protection needed for industrial environ-

ment applications. This type of industrial PC allows for re-

mote access for operators. This was used for station level 

servers – EWS and HMI. 

 

C. Test Results  
 

After the design configuration and testing was done, the 

results and outcomes were documented. The results and com-

parison to the requirements are briefly discussed in this sec-

tion of the paper.  

In Fig. 3, the first test with the use of a Wireshark tool was 

successful in validating that IEDs can respond to station level 

user requirements in IEC 61850 MMS protocol. This proved 

that the IEC 61850 compliant IEDs drivers are working. 

Hence all devices can respond to remote IEC 61850 user re-

quests. 

Results shown in Fig. 3 is found to have met the user re-

quirements by above 90%. The necessary variations and im-

provements were done on site upon user requests. After the 

tests were conducted and results recorded the following con-

clusions were reached:  

• Different monitoring and control screens are required 

by the operator to be in a friendly and unambitious 

manner.  



 
Fig. 3. Successful IED MMS communication. 

 

 

 

• A lot of unnecessary signals (alarms and events) were 

filtered out to ensure that the operator can visualise 

important substation signals. 

• Also, it was noted that it is important to get all system 

deliverables approved by the customer before testing 

to avoid many changes requested by customer during 

testing at no cost. 

 
 

In terms of products, different vendors are still trying to 

block access of others into the IED being used. This is to en-

sure sales and competitiveness. Also, it is a way to make users 

go for the specific vendor products so as to avoid interopera-

bility challenges. Finally, the IEC 61850 is beneficial to the 

user as a standard, but manufactures compliance certificates 

need to be considered, by undergoing the interoperability 

tests that are necessary to improve substation automation sys-

tem. 

V. CONCLUSION 

This paper presented an integrated monitoring and control 

system architecture for 11kV substations. The proposed ar-

chitecture is based on the IEC 61850 standard and is designed 

to provide a secure and reliable system for real-time monitor-

ing and control of substations. The proposed architecture con-

sists of three level: the station level, the unit level, and the 

bay level, and it is designed to provide real-time data acqui-

sition and analysis, secure communication, fault detection 

and diagnosis capabilities. Furthermore, the architecture is 

designed to be scalable and flexible, allowing for the integra-

tion of additional components and equipment. In conclusion, 

it is found that legacy devices are still a big challenge; thus, 

they require complete replacement to ensure substation relia-

bility and availability. Upon design configuration and testing 

of the proposed substation architecture (IMCSA), the user re-

quirements are met by above 90% 
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Abstract— The drive towards net-zero strategy has resulted in 
the global energy systems shifting from generating electricity from 
technologies which emit more emissions to renewable technologies 
that emit less emissions. The research question for this paper is 
“What is the least cost electricity supply technology mix for the 
Council of Scientific and Industrial Research (CSIR) main campus 
in the year 2040?”. The bottom-up methodology was applied using 
PLEXOS-tool framework. Two scenarios were analyzed, Business 
as Usual (BAU) scenario, which considers the existing supply 
options to the CSIR, with City of Tshwane (CoT) supplying more 
than 80% of the electricity. No additional capacity investment was 
included on this scenario for the energy planning time horizon 
from 2018 to 2040. Least cost (LC) scenario, considers BAU 
scenario assumptions, however new supply options are added, and 
the model selects the least cost supply options. The additional 
capacity investment was solar photovoltaic, biogas and wind. The 
least cost scenario results, indicates that both wind and biogas 
were proven not to be financially viable for the CSIR to 
implement. The technology which was chosen to be financially 
viable for the CSIR was to add more rooftop solar PV to meet 50% 
of the CSIR energy demand. This will enable the CSIR to spend 
less, as the average cost of electricity is less than the average cost 
of electricity for BAU. However, the system indicates that a 
balanced energy mix is required to provide CSIR with the least 
cost electricity.   

Keywords—energy demand, least cost electricity, solar photovoltaic, 
wind,  

I. INTRODUCTION  
Unreliable electricity supply in South Africa (SA) is due to 

an increase in electricity demand and low Availability Factor 
(AF) of the generating units, which has impacted the economy 
negatively. This has open minded South Africans to transition 
from centralized energy systems to decentralized energy system 
to ensure electricity security and reliability is strengthened. The 
Department of Mineral Resources and Energy (DMRE) has 
gazetted the Integrated Resource Plan (IRP) in 2019 which 
stipulated the envisaged electricity demand and how it will be 
met by diversifying energy sources to provide least-cost option 
while minimizing negative emissions and water usage. ESKOM, 
which supplies 80% of South Africa’s electricity, increases 
electricity tariffs annually after National Energy Regulator of 
South Africa (NERSA) has approved, unfortunately this has led 
to consumers feeling the pinch of the sky rocketing electricity 
price. This has led to residential and commercial customers 
installing the least cost electricity supply technologies such as 

solar systems to reduce reliance on the electricity from ESKOM 
or municipalities which comes with exorbitant electricity bill at 
the end of the month.  This paper focuses on modelling 
electricity least cost options for CSIR Pretoria main campus in 
the year 2040. 

II. BACKGROUND 

A. Research Site 
 

The research was conducted at the CSIR Pretoria Campus, 
which is an organization which initiates directed, 
multidisciplinary research and technological innovation that 
contributes to the improved quality of life of South Africans.  
The organization was established in 1945 and is composed of 51 
buildings which consist of offices, workshops, and laboratories. 

B. Energy Systems  
An energy systems planning is described as an energy 

network which include energy generation, storage, 
transportation, conversion, and supplying to the consumers[1] 
An energy systems planning can be conducted for short term, 
medium- and long-term period, depending on what the modeller 
is trying to reach. For this research, a long-term electricity 
planning was opted for since it was conducted from 2018 to 
2040. There are different types of energy systems models and 
are classified as Integrated Assessment Models (IAM), Energy-
economy models, Energy system planning models and  Power 
system planning models.  The IAM models are mostly used to 
assess the policies implemented by government to assist to 
mitigate the climate change. This model includes macro-
economic interactions, demographics, and resource availability 
restrictions such as land and water usage as well as greenhouse 
gas emissions. The energy-economy model focusses on the 
interlinkages between the energy systems and the economic 
system. The model takes into consideration the impact of 
policies implemented on employment, trading, and welfare of 
the society. The energy system planning model covers the entire 
series from extracting the primary resources to refining, 
conversion and consuming of the energy.  The model results 
give the policy makers to set the policy target, to assess the 
feasibility and boundary conditions to achieve policy targets and 
guide to develop the Research and Development(R&D) policy. 
The power system planning models restrict the scope of the 
electrical power sector such as including investments in 
generation capacities. This model can assist in decarbonizing the 



power system by determining the cost-optimal capacity mix to 
achieve certain policy targets[2]. 

C. Electricity energy system softwares 
The long-term electricity capacity expansion models are used to 
analyse the least cost electricity supply mix from both non-
renewable and renewable resources and storage[3].The energy 
systems models are defined as a model that has a mathematical 
representation of the energy system, which are used to quantify 
the impacts of the energy transition and plan potential pathways 
based on the country’s, or individual needs[4].There has been an 
advancement in the energy system models due to electricity 
supply security and environmental reasons which led to 
decarbonizing of the energy system; however the major cause of 
the energy system advancement is the increase share of the 
decentralized and intermittent generation units from renewable 
energy sources[5]. There are open-source energy modelling 
tools and closed source tools which requires licenses. Several 
energy modelling tools that are mostly used are MARKAL,  The 
Integrated MARKAL-EFOM System (TIMES), Open-Source 
Energy Modelling System (OSeMOSYS), PLEXOS Integrated 
Energy Model, BALMOREL, etc. 

III. METHODOLOGY 
The bottom-up methodology was applied using the 

PLEXOS-tool framework to determine the least cost electricity 
pathways for CSIR. The long-term expansion model in 
PLEXOS indicates the optimal combination of new electricity 
technology generation plant, economic generation retirements 
of the new plants and the existing electricity generation plants 
and the development of input scenarios to test different policy 
drivers. 

 
Figure 1 PLEXOS Framework[6] 

The time horizon for this research was an hourly time horizon 
with the forecast from 2019 to 2040, using the year 2018 as a 
baseline before the COVID-19 pandemic. Therefore, the time 
horizon was longitudinal based on the Saunders research onion 
concept. The model optimizes the existing supply side 
generators and new build investments, and the model chooses 
the least-cost supply options.  

 
Figure 2 Least-cost plan[7] 

The principle is that the production cost decreases with an 
increase in assets, whereas the capital cost increases with the 
increase in assets. Then the PLEXOS optimization tool 
generates the minimum cost plan. 

A. Scenarios 
A scenario in this context, is defined as a description of possible 
actions or events that could occur in future and they are used to 
tell a story. The scenarios were used in this research to assist to 
answer the research questions in the simplest manner. The 
following scenarios were analysed: 

Business as Usual (BAU): The BAU scenario considers the 
existing supply options to the CSIR with the CoT supplying 
more than 80% of the electricity. No additional capacity 
investment was included on this scenario for the energy planning 
time horizon from 2018 to 2040. The results of the scenario 
included the installed generators capacity, total generation cost, 
CO2 emissions, and water consumption. 

Least cost (LC): The Least cost scenario applied the BAU 
scenario assumptions, however new supply options are added, 
and the model selects the least cost supply options. The 
additional capacity investment was solar photovoltaic, biogas 
and wind. The results of the scenario included the installed 
generators capacity, total generation cost, CO2 emissions, and 
water consumption. 

B. Model Exclusions 
Power flows in the distribution and transmission network were 
excluded. The Network integration studies is broad, therefore, 
to limit the scope of the paper, it was excluded. 
 

C. Model Inputs 
The following input assumption parameters were deployed in 
the electricity planning model for all the scenarios: Demand 
forecast, Existing Technology , New supply technology cost, 
Technology learning rate, Economic parameters. 

Demand Forecast 

The CSIR demand data used for this research was for a year, 
from the 1st of January to the 31st of December 2018. A pre-
COVID data was used as it reflects the business-as-usual (BAU) 
demand profile properly. Energy demand forecast predicts the 
amount of demand which will be consumed by the CSIR from 
2019 to 2040. The energy demand used was the natural energy 
demand as it shows the true energy consumed by the CSIR, 



which is netted against energy from the PV plants. The top-down 
forecast method was used to forecast the electricity demand for 
the duration of the model. It was assumed that the electricity 
demand will reduce by 2% from 2019 to 2030, and from 2031 
to 2040 the demand will be constant. The assumptions were 
based on the energy audit results (outside scope of work) which 
took place in 2017. The energy audit indicated that the CSIR can 
reduce the electricity demand by 30% by implementing the 
Demand Side Management (DSM) options which considers the 
behavioral measures, install the demand control module and 
building management systems (BMS) and the Energy Efficiency 
(EE) which caters for the installation of more efficiency 
lightning systems and insulation of geysers. 

For sensitivity analysis the second demand forecasting was 
analysed. The second assumptions took into consideration the 
COVID-19 impact, where the CSIR demand dropped by 50% in 
the year 2020 to the end of 2022. However, from the year 2023 
to 2040 it was assumed that the demand remained the same as in 
2019, without any DSM and EE interventions. 

Existing supply forecast 

City of Tshwane (CoT) is still the main electricity supplier at the 
CSIR supplying more than 80% of the demand while the rest is 
supplied by solar Photovoltaic (PV). The existing solar 
photovoltaic capacity is shown in Table 1 below. The solar PV 
energy data used was for a reference year, from the 1st of 
January to the 31st of December 2018. The data format received 
from the energy monitoring systems was in 30 minutes intervals, 
therefore average energy was determined by transforming 30 
minutes data into an hourly data format.  

Table 1 Existing Supply Technologies 

 Single-
axis 

tracker 

Dual-axis 
tracker 

Building 17 PV phase 1 

 

Installed 
capacity 
(kWp) 

558 202 250 911 

LCOE ( 
R/kWh) 

0.83 1 0.87 0.77 

 

Energy supply forecast predicts the amount of energy which will 
be generated by the current installed solar PV plants at the CSIR 
from 2019 to 2040. The commissioning and decommissioning 
data was considered during the forecast. For example, the single-
axis solar plant was commissioned in 2015, with the expected 
life span of 25 years, therefore the last year of operation will be 
2040 December. For the year 2041 going forward there won’t 
be any energy generated by this plant. The same methodology 
applied to the rest of the plants. 

Different modules have different annual degradation, expressed 
in percentage. Degradation is defined as an accurate 
quantification of a PV module power decline[8] The module 

degradation for single-axis tracker plant was 0.3%[9], dual-axis 
tracker was 0.7%[10], building 17 rooftop solar plant was 
0.5%[11] and PV phase 1 rooftop solar plant was 0.7%[12].  The 
degradation for the solar PV plant module differs due to different 
types of modules and materials used to create a solar module. 
The degradation was included in the forecast to enhance the 
accuracy of the energy supply. Each plant module degradation 
was included while forecasting the energy supply output to the 
year 2040. Up to date, no additional solar PV capacity has been 
confirmed or in the pipeline, therefore the model included only 
the existing capacities. 

New technology supply options 

As much as there are different electricity supply technologies, 
only the technologies which can be installed at the CSIR campus 
were considered.  The new technology options which were 
included into the model were solar PV technology, wind 
technology, biogas technology. Most of the operational model 
input values were influenced by the inhouse cost of the existing 
solar plants at the CSIR and the information from the literature 
review.  Each technology had the following parameters: Rated 
capacity MW, Maximum Units Built, Total Overnight Cost 
R/KW (January 2018) , Lead-times and Project Schedule, years, 
Expense (% per year) , Fixed O&M Cost (R/KW/Year), 
Variable O&M Cost (R/MWh), Availability Factor %, Planned 
Outage  %, Economic life year and the Capacity factor %.  

Technology learning rate 

Learning rate is defined as log-linear equation relating the unit 
cost of a technology to its cumulative installed capacity[13] The 
learning rate can also be referred as learning curve or experience 
curve. The Renewable Energy Independent Power Producer 
Procurement Programme (REIPPPP) has shown a significant 
cost reduction from round 1 to round 4 as shown in Figure 3.  
According to the NREL Annual Technology Baseline (ATB) 
costs for solar PV and Wind are expected to decline globally due 
to declines in the value of system components such as solar 
panels, inverters, cables, racking, and turbines [14] 

 

 
Figure 3 REIPPPP Bid window cost[15] 

 

 

 



Economic parameters 

The economic parameters used on this study were: 

 The January 2018 exchange rate R15.80 to $1 (USD) 
 All technology costs shown in  Table 7 are in January 

2018 Rands 
 Post-tax real discount of 10% 

 
Cost of Unserved Energy (COUE) of R87.85/kWh as per the 
National Energy Regulator of South Africa[16]. The COUE is 
referred as a The COUE is the value (in Rands per kWh) that is 
placed on a unit of energy not supplied due to an unplanned 
outage of short duration[17].  The inclusion of COUE ensures 
that an acceptable system reliability is achieved in the model as 
the model will ensure that this high cost is avoided by building 
additional capacity and dispatching the supply options optimally 
to meet the expected demand. 

IV. RESULTS 

A. Demand Forecasting 
The CSIR natural demand profile for 2018 indicates that 

during December and January, the demand is low because of the 
holidays when the company closes, and most employees are on 
leave, and fewer laboratory experiments are being run. The 
natural demand profile in Figure 4 shows that, high demand 
season results in high natural demand. 

 
Figure 4 Base year natural demand 

The energy modelling demand forecasting was categorized into 
two demands. The first demand takes into consideration the 
energy efficiency intervention, where the annual 2% demand 
reduction takes place until the year 2030 and the demand 
remains constant until the year 2040. The second demand takes 
into consideration the COVID-19 impact on the demand as well 
as no changes brought by energy efficiency intervention. The 
two demand forecasting profiles are shown in Figure 5. 
 

 
Figure 5 Forecasted Energy Demand 

B. Business as Usual Scenario results 
a) BAU installed capacity 

The installed capacity for CoT and solar PV technologies 
remained the same throughout, as the scenario does not allow 
new investments. 
 

 
b)  Energy Generation 

For BAU CoT still supplies 80% of the demand as no new 
investments were made. However, for COVID-19 demand, CoT 
provided less than 50% of the usual demand, due to employees 
working from home as shown in Figure 6 and Figure 7. 

 

 

 
Figure 6 BAU Energy Generation with EE interventions\ 



 
Figure 7 BAU Energy Generation with COVID-19 

c) BAU Average electricity cost 
The average electricity cost is expected to increase in the future. 
This is due to the annual electricity tariff imposed by the CoT 
on the first of July each year. The average electricity cost for 
the simulated time horizon is shown in Figure 8. 

 
Figure 8 BAU Average electricity cost 

d)  BAU Net Present Value 
The Net Present Value (NPV) of BAU COVID scenario is R263 
406 247.05 with an annuity of R24 270 576.09. The Net Present 
Value of BAU energy efficiency scenario is R248 833 931.49 
with an annuity of R22 927 864.98 
 

C. Least cost Scenario result 
a) Least Cost (LC) installed capacity 

The least cost scenario has additional capacity technologies 
which can be installed at the CSIR as shown in Figure 9. 
However, both wind and biogas technologies were not selected 
as one of the least cost options for the CSIR, this mainly 
because of their high CAPEX and OPEX cost compared to 
other technologies and the wind resource availability in 
Pretoria.  

 
Figure 9 LC installed capacity 

b) Energy Generation 
The electricity generation from the solar photovoltaic 
technology supplies more than 50% of the demand by the year 
2028. The contribution of electricity from CoT has decreased 
from 80% to 50% as shown in Figure 10 and Figure 11 due to 
new least cost technology investments. 
 

 
Figure 10 LC energy generation with EE interventions 

 
Figure 11 LC Energy generation with COVID-19 demand 

 
 
 
 
 
 



c) LC Average Cost 
The electricity average cost for least cost scenario does not 
increase as compared to the BAU scenario. This constant 
average cost indicated in Figure 12 is due to the penetration of 
photovoltaic technology which has a low generation cost. 
 

 
Figure 12 LC Average electricity cost 

d) LC Net Present Value  
The LC COVID-19 scenario Net Present Value is R202 566 
727.23 with an annuity of R18 664 747.78. However, the LC 
EE scenario has Net Present Value is R196 187 457.4 with an 
annuity of R18 076 954.00. 

CONLCUSION 
The deployment of renewable energy sources to the current 
traditional systems requires a significant energy planning to 
ensure the energy demand is met. The energy model results for 
both least cost and business usual has significant differences. 
The business-as-usual scenario results shows that if CSIR 
continues with the current systems, the average cost of 
electricity will increase, as an impact of annual tariffs increase.  
 
The least cost scenario results, indicates that both wind and 
biogas were proven not to be financially viable for the CSIR to 
implement. The technology which was chosen to be financially 
viable for the CSIR was to add more rooftop solar PV of east -
west facing to meet 50% of the CSIR energy demand. This will 
enable the CSIR to spend less, as the average cost of electricity 
is less than the average cost of electricity for BAU scenario.  
 
The research question, “What is the least cost electricity supply 
technology mix for CSIR main campus in the year 2040?” has 
been answered. In conclusion, the combination of electricity 
from Tshwane municipality and solar Photovoltaic 
technologies are the least cost energy mix for the CSIR. 
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Abstract— Various reports of problems associated with 

cable networks, light loads, and voltage control have identified 

different mechanisms of the disturbances and different 

solutions.  The underlying problem appears to be associated 

with the understanding of capacitive reactive power.  We have 

studied the problems using time-domain simulation and a 

physics-consistent analytical power theory applied to a 

representative model of the distribution network.  This paper 

tests two compensation approaches: conventional inverter-

based volt-var control (VVC), and control according to the 

general power theory (GPT). The results show that lightly 

loaded dense cable networks can cause unwanted network 

conditions consistent with reports from the literature. The GPT-

based compensation reduced delivery loss and non-active 

backfeeding currents to a minimum, thus improving the 

performance of the network. The study gives novel insight into 

the modeling of such power systems. 

Keywords— distribution networks, underground cables, 

general power theory, power system, capacitive current 

I. INTRODUCTION  

Changes in the way that power is delivered and in the 
dominant types of loads in residential and commercial sectors 
affect the performance of distribution networks. These 
changes include the increased integration of inverter-based 
renewable energy sources as distributed generators (DG), and 
the extensive use of underground (UG) cables [1], [2].  

Factors influencing the increased installation of UG cables 
and/or the replacement of overhead (OH) lines with cables 
include the need for increased reliability, such as under 
extreme weather conditions that have been experienced in 
Europe [3], [4], [5]. After Sweden’s Gudrun storm in 2005, 
regulation changes resulted in an increase in total cable 
installation, with improved reliability performance [3]. 
However, potential problems are associated with the increased 
use of UG cables. A notable decline in the export of reactive 
power from the transmission network (TN) to the distribution 
networks (DNs) has been reported in the United Kingdom 
during minimum load, resulting in voltage rise excursions 
caused by UG cable capacitance. Even though shunt reactors 
have been used to minimize the voltage rise, “there is a need 
to understand the main factors [of voltage rise due to cables] 
and their trends” and investigate other cost-effective solutions 
to offset the high cost of reactors [1].  

In another analysis [6], heavily meshed UG cable 
networks are identified as the cause of capacitive backfeeding 
currents at transmission and distribution (T-D) interfaces. 
(This Ferranti effect occurs because lightly loaded cables 
behave like capacitive loads.) Overvoltage mitigation was 
performed using either shunt reactors or zig-zag grounding 

transformers. Others investigated the detection of capacitive 
backfeeding currents initiated by lightly loaded cables using 
directional fault passage relays [7]. A recent study reported 
Dutch distribution networks were experiencing reverse flows 
of reactive power at T-D interfaces [8]. Photovoltaic (PV) 
inverter volt-var control (VVC) was used for compensation.  

While some studies attribute the adverse capacitive effects 
at T-D interfaces to the increased use of nonlinear and/or less 
inductive loads [8], consistent evidence from the literature 
points to UG cables as the source of the problem [1], [6], [7] 
Limited studies, however, investigate from this point of view 
and even fewer studies focus on cost-effective compensation 
approaches different from traditional shunt compensation 
requiring significant capital investment.   

With increasing network cable installation and capacitive 
effects at T-D interfaces [1], [5], it is crucial to investigate 
low-cost compensation strategies, assess the network losses 
due to capacitive backfeeding, and compare compensation 
approaches to the problem.  

This study, therefore, analyzes a physically representative 
MV network model with unbalance and harmonics adapted 
from [9] with a lightly loaded heavily meshed cable network 
typical of a European urban area. Network compensation with 
the new general power theory (GPT) [10] is compared against 
inverter-based VVC.  

 The rest of the paper is organized as follows. Section II 
gives a background to the modeling considerations and the 
two approaches to be compared. Section III describes the test 
circuits used to assess the capacitive effects of UG cables on 
network performance and the time domain simulation 
protocol implemented using an electromagnetic transients 
(EMT) program. The results are presented in Section IV and 
discussed in Section V before some conclusions are drawn.  

II. BACKGROUND 

A. Inverter volt-var control (VVC)  

VVC implemented by PV inverters is controlled by a 

custom curve with capacitive and inductive regions to 

compensate for low voltage levels and voltage rise, 

respectively [11]. Different approaches to VVC are described 

in an early study by [12] using OpenDSS software 

highlighting the promising outlook on how smart inverters 

can provide voltage support for voltage variations at a point 

of connection (PoC).  

More recently [13] further analysis using the same 

software revealed that PV inverter VVC capability is limited 

by inverter kVA capacity which can be supplemented with 

energy storage (batteries) if available. Another study using 
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multiple inverters in a grid indicated that there could be 

‘harmful interactions’ between inverters’ VVC controllers 

due to ‘excessive reactive power cycling’ [14]. In the same 

study, however, physical measurements with power 

hardware-in-the-loop (PHIL) experiments did not replicate 

the ‘harmful interactions’ predicted by the simulation 

modeling.  

In this study, VVC will be implemented by modeling the 

inductive region of the VVC curve [11], [13] to clamp voltage 

rise. Even though PV inverters are limited by their kVA 

capacity, it is assumed in the modeling that sufficient energy 

storage is available to supplement the VVC capacity up to the 

desired level as described in [10].  

B. The general power theory (GPT) 

The development and application of the GPT were 
described in [9]. Unlike, conventional power theory e.g., the 
pq theory [15], the formulation of the GPT [10] does not 
identify any parameter for reactive power Q (an adjacent 
comparative analysis also highlights the differences between 
these approaches [16]). This is because the GPT is based on 
linear vector algebra and its objective function brings delivery 
loss to a minimum. The absence of Q was an unexpected result 
in the derivation of GPT in vector space. It has to do with 
orthogonality with Q, i.e, identifying that the dot product of 
two vectors is zero means that treating voltages and currents 
as vectors V and I, the dot product between them is zero. This 
implies that Q is an arbitrarily scaled (sin 𝜑 ) zero-valued 
parameter; an approximation that can sometimes give 
inconsistent results, especially in complex practical power 
systems (vide supra subsection A: Inverter volt-var control – 
conflicting results between simulated VVC and physical 
measurements with PHIL [14]).  

The GPT uses the principle of network equivalence 
(through the network Thévenin equivalent) at a PoC and 
compensates the network by adjusting the voltages and 
currents and their harmonics there to achieve optimum power 
delivery, i.e., keeping delivery losses at a minimum. First, an 
optimal active current vector 𝑰𝑨(𝒎,𝒉) in each wire m and for 

harmonic h delivering real power to a load is identified.  The 
optimal compensation currents to be injected at the PoC are 
then computed by subtracting 𝑰𝑨(𝒎,𝒉) from the current source 

vector 𝑰𝑺(𝒎,𝒉) as depicted in (1) [10]:  

                                𝑰𝐶(𝑚,ℎ) = 𝑰𝑺(𝑚,ℎ) − 𝑰𝑨(𝑚,ℎ)                       (1) 

    

III. SIMULATION PROTOCOL 

Time domain simulations were performed in EMT-based 

MATLAB/Simulink. First, a description of the network is 

given after which the protocol for a comparative analysis with 

GPT-controlled compensation and VVC is described.  

A. Medium Voltage (MV) test network 

The test network in Fig. 1 is adapted from the three-phase 
three-wire (3p3w) circuit with unbalance and distortion used 
to demonstrate the application of the GPT in [9]. The overhead 
(OH) lines were replaced by 185 mm2 three-core cross-linked 
polyethylene (XLPE) underground cables 10 km long. To 
increase the cable capacity, three cables were connected in 
parallel in each phase. In this paper, these will be referred to 
as 10 km 3*3c185mm2CuXLPE. A 2000 kW variable speed 
drive (VSD) at Bus 2 represents a typical industrial area 

activity. It has an impedance factor (IF) of 0.85 (IF is a 
physical representation of power factor) and its controller 
produces some voltage and current harmonics at the PoC. 
There is a single-phase (1ph) unbalancing load of 300 kW @ 
0.95 IF across the red and blue phases.  

 

Fig. 1     A simplified diagram of the test network. The full load ratings of 

the VSD and 1ph loads are shown. The 10*15 km cable network represents 

an urban area with a lightly loaded heavily meshed cable network.    

At the same PoC of Bus 2 is a connection to a dense cable 
network representing a modern European urban area. The 
network is represented by ten 15 km long cables in parallel 
supplying a very light total load of 0.5 MW @ 0.95 pf. The 
full load capacity of this cable network could be 20 MW. The 
cables in this network will be referred to as 10*15 km 
3*3c35mm2CuXLPE in this study.  All the cables in the 
simulations were modeled as a π-model of a transmission line 
with uniformly distributed R, L, and C components. The 
frequency dependency of the cables in Fig. 1 is represented by 
Rh, Xh, and Yh/2 where R is the resistance corrected to a 50°C 
operating temperature, X is the inductive reactance, Y is the 
capacitive admittance, and h is the harmonic frequency.   

Even though all the physical properties of the cables were 
considered in modeling, i.e., cable length, conductor diameter, 
input insulation dielectric constant, insulation sheath 
thickness, etc., only the key parameters are given in Table I.  

TABLE I.  CABLE PHYSICAL PROPERTIES FOR 3CORE XLPE 

CABLE SIZE (mm2) 35 185 

OPERATING VOLTAGE (kV) 11 11 

TOTAL CAPACITANCE (μF/km) 0.15085 0.27948 

CHARGING CURRENT (A) 0.3008 0.5573 

INDUCTANCE (mH/km) 0.41473 0.3185 

AC RESISTANCE @50°C (Ω) 0.76434 0.14638 

CONDUCTOR X/R RATIO 0.17 0.68 

SURGE IMPEDANCE (Ω) 52.43 33.76 

 

B. Network modeling 

Using the setup shown in Fig. 1, the objectives of the 

simulation protocol were to:  

1. determine the capacitive effects of the UG cables 

with the VSD and the 1ph loads at full load (FL) 

2. determine the effect of GPT-controlled 

compensation 

3. determine the effect of VVC  

4. compare the compensation performed by 2 and 3 



Steps 1 – 4 were repeated for a light load (LL) condition 

represented by the 0.5 MW on the urban network and 50% of 

the of the VSD and 1ph load at Bus 2.  

      The modeling followed the protocol in [9] whereby a 

simulation of the model in Fig. 1 is run in Simulink to 

determine the set of harmonics contributing the highest 

harmonic power injection at the PoC. After that, using the 

frequency-dependent Thévenin equivalent impedance 

(𝒁𝒕𝒉(𝒎,𝒉))  of the 10 km delivery cable and the measured 

complex root mean square (CRMS) V and I at each harmonic, 

the GPT compensation currents 𝑰𝑪(𝒎,𝒉)  were calculated. 

Some key network performance parameters were recorded 

before and after GPT-controlled compensation. The 

compensation was performed by injecting 𝑰𝑪(𝒎,𝒉) at the PoC.  

      Inverter VVC was implemented by simulating the 

inductive region of the custom curve described in [10] 

without any restrictions on inverter kVA capacity.   
 

IV. RESULTS AND DISCUSSION 

A. Cable modeling 

     The cable modeling in Simulink was validated by 

comparing open circuit tests against the charging currents of 

the 35 mm2 and 185 mm2 cables calculated in Table I. The 

calculated and modeled values matched with a percentage 

difference of only 0.058% and 0.057%, respectively. The 

accurate modeling of the total charging current of a cable is 

important because it determines the extent to which the 

Ferranti effect occurs in the networks [5].  

It is noteworthy that accurate modeling of the cables was 

achieved using elemental models with explicit R, L, and C 

(2*Y/2 as shown in Fig. 1) elements uniformly distributed 

over the cable length. Surprisingly, the inherent Simulink π-

model of a cable could not be utilized because it exhibited 

errors in the total capacitive charging currents and 

significantly underestimated the actual network losses. It 

exhibited even greater errors when determining its frequency-

dependent 𝒁𝒕𝒉(𝒎,𝒉)  (an essential input into the GPT 

algorithm) with Simulink’s impedance measurement tool. 

Therefore, the 𝒁𝒕𝒉(𝒎,𝒉) of the elemental 10 km 

3*3c185mm2CuXLPE model was performed analytically 

through network reduction. 

B. Delivery losses with VSD and 1ph loads at full load (FL)  

Fast Fourier Transform (FTT) analysis of V and I up to 1 

kHz at the PoC (Bus 2) resulted in the highest harmonic 

power contributions being h = 5, 7, 11, and 13. Higher 

harmonic orders became increasingly insignificant and so 

they could be neglected. The first set of experiments was 

performed at FL for the VSD and 1ph loads in the presence 

of the lightly loaded 10*15 km 3*3c35mm2CuXLPE 

network. Table II shows the results of the simulation 

modeling.  

TABLE II.  FULL LOAD MV NETWORK RESULTS  

EXP. 
P_del 

loss(kW) 

Loss  
%redxn 

Vbus2  
(pu) 

%THDv %THDi 

Base case 73.54 - 1.0243 0.55 6.33 

GPT comp. 55.19 24.95 1.0198 0.68 9.23 

VVC comp. 58.91 19.89 1.0198 0.55 7.16 

 

From Table II, the base case is the state of the network in 

Fig. 1 without any compensation. P_del loss represents the 

system delivery loss in kW and as a percentage in loss 

reduction from the base case. Vbus2 is the pu voltage of the 

highest line-to-line voltage at the PoC in pu. %THDv,i are the 

average voltage and current total harmonic distortion (THD) 

at the PoC. The voltage harmonics at the PoC are negligible 

and the current (THD) is 6.33%. When the GPT-controlled 

compensation currents are injected (see Fig. 2), delivery 

losses are reduced by 24.95% and the terminal voltage 

decreases because the backfeeding capacitive currents lifting 

the voltage are offset.  

Using VVC to achieve the same terminal voltage that was 

achieved by the GPT after compensation (1.0198 pu) yields a 

smaller loss reduction of 19.89%. It is important to note that 

the 𝒁𝒕𝒉(𝒎,𝒉) of the delivery cable was calculated analytically 

offline. During the simulation, capacitance-induced voltage 

rise from the meshed UG cable network upstream may 

change the offline 𝒁𝒕𝒉(𝒎,𝒉) but only very slightly.  

 

 

 

Fig. 2     GPT-calculated compensation currents injected at Bus 2 for the FL 

network model.  

After GPT compensation, the voltage harmonics were still 

negligible, but the current THD increased to 9.23%. 

Compensation with VVC to the same level of PoC terminal 

voltage as the one achieved by the GPT also yields a 

reduction in delivery but to a lesser extent as can be seen in 

Table II. A similar trend is observable with voltage and 

current THD after compensation.  

 

C. Delivery losses with VSD and 1ph loads at 50% of FL 

Next, a light load (LL) condition was investigated under 

the same network conditions of the lightly loaded 10*15 km 

3*3c35mm2CuXLPE network. Fig. 3 shows the GPT-

calculated compensation currents performed with (1).  



 

Fig. 4     GPT-calculated compensation currents injected at Bus 2 for LL 

network model.  

TABLE III.  MV NETWORK RESULTS WITH LL = 50% OF FL  

EXP. 
P_del 

loss(kW) 

Loss  
%redxn 

Vbus2  
(pu) 

%THDv %THDi 

Base case 61.72 - 1.0300 0.2 3.8 

GPT comp. 22.35 63.78 1.0243 0.32 6.24 

VVC comp. 37.38 39.44 1.0243 0.26 6.06 

 

From Table II, comparing the two approaches to 

compensation against the base case (no GPT or VVC 

compensation), the GPT reduces delivery losses significantly 

better than VVC at same voltage level that was reached by 

the GPT (1.0243 pu). Both compensation techniques appear 

to increase current THD after compensation but are measured 

on different bases. 

V. DISCUSSION 

There is a need to mitigate the capacitive effects caused 

by UG cables with cost-effective approaches different from 

traditional ancillary equipment which comes at a high cost 

[1], [8]. This paper has applied two converter-based 

approaches to compensate for unwanted conditions caused by 

the extensive use of cables in distribution networks. The first 

is a novel power theory that works on the principle of 

minimum power delivery loss by optimal compensation at a 

PoC [9], [10], [16], [17]. The second is a widely used volt-

var control function in inverters [11], [12], [13], [14].  

It is evident from the results that the GPT approach 

reduces delivery loss to a minimum by eliminating the 

capacitive non-active currents which do not deliver any real 

power to the load but incur losses. Even though loss reduction 

is optimized by the GPT, current harmonic distortion appears 

to increase at the PoC after compensation. This is caused by 

the system having multiple voltage sources, i.e., the generator 

at Bus 1 and the capacitive generator at Bus 2 fed by a dense 

UG network. This highlights the operation of the GPT when 

different sources are applied to the network. For instance, 

when the GPT is applied to a network with a linear, balanced 

source it results in optimum loss reduction and total 

elimination of all voltage and current harmonics [9]. Another 

scenario is when the GPT is applied to a network with a 

nonlinear supply, like a transformer experiencing part-wave 

saturation due to geomagnetically induced currents (GIC) 

[17]. After compensation, the voltage drop caused by the GIC 

is removed and the new terminal voltage sits slightly above 

the knee-point of the transformer B-H characteristic causing 

a slight increase in current THD.   

In this study, the GPT is applied to a non-ideal composite 

capacitive voltage source and a nonlinear unbalanced load. A 

possible solution is the use of harmonic filters at the PoC to 

stay within the recommended harmonic limits for MV 

networks according to IEEE 519-2022 [18] where necessary.  

 

VI. CONCLUSIONS 

The performance of MV networks with already existing 

non-ideal conditions of unbalance and harmonic distortion 

can be detrimentally affected by a dense network of lightly 

loaded UG cables.  As an alternative to traditional shunt 

compensation with reactors, inverter-based compensation 

can be used.  

The new general power theory not only eliminates the 

non-active capacitive backfeeding currents but also reduces 

delivery losses to a minimum, with technical and financial 

benefits. VVC can clamp the voltage rise caused by cables, 

but this comes at the cost of more delivery losses in the 

network – a parameter that is seldom analyzed in mitigation 

studies.  

This research shows that GPT-controlled compensation 

of capacitive load currents can provide more efficient, more 

stable power systems under conditions of distortion and 

unbalance that exceed the capabilities of most other power 

theories. Several other network models have been tested for 

compensation with the GPT [9], [16], [17] with consistent 

results.  

A GPT-controlled three-level inverter was proposed [19]. 

Future work involves physical experiments in a laboratory 

setting with control and hardware in the loop.  
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Abstract—The COVID-19 pandemic prompted universities to
shift to emergency remote teaching. This shift foregrounded
previously underappreciated dimensions of poverty. Poverty is a
complex and multidimensional phenomenon. When considering
the needs of university students, conceptions and measures of
poverty should include the lack of the resources required to access
online education. This research seeks to create a multidimensional
poverty index, that can be used to assess the poverty of students
with respect to online education. This index will be useful when
planning interventions that can assist students. The index is
created by combining the well-known Alkire-Foster method with
concepts emanating from the digital divide, energy poverty and
educational technology. The work will focus on students at the
University of the Witwatersrand in South Africa.

Keywords—energy, education, poverty index, emergency re-
mote teaching

I. INTRODUCTION

The COVID-19 pandemic forced universities to shift to
emergency remote teaching (ERT). It soon became evident
that many students did not have appropriate access to ERT
by virtue of their living conditions and access to amenities
[1]. This phenomenon can be described as online education
poverty. The aim of this research is to create an index that
can measure online education poverty. It will be possible
for policymakers to use the index as a tool to decide on
interventions that could alleviate online education poverty to
ensure that all students have fair and equal access.

Poverty measures are necessary to aid the efforts to reduce
the effects of poverty, by providing information that is used to
better understand the multidimensionality of the phenomenon.
A poverty measure can identify the deprivations that are
being suffered, the extent to which they are suffered and by
whom. This information gives direction for what resources
need to go where and on whom efforts need to be focused.
The progress and effectiveness of policy aimed at reducing
poverty can also be determined by measuring poverty over
time. A poverty measure thus paints a broad picture that

gives insight into the magnitude of poverty and how it varies
and affects different groups over time. While the proposed
poverty measure would have been invaluable during the shift
to ERT, there is increasing evidence that an increasing amount
of higher education content will remain online in future as
universities start to adopt blended learning approaches, so this
work will have importance well beyond times of crisis.

Section II gives a background on online education which
expands on the resources required to access online education;
Section III discusses the Alkire-Foster methodology and lists
the methodological steps; Section IV discusses the choice of
variables for the proposed index.

II. ONLINE EDUCATION

This research investigates the dimensions of poverty that
create a barrier to accessing online education. Online education
is an umbrella term used to describe any education that uses
an online format such as ERT or online learning. Emergency
remote teaching was a temporary shift of instructional delivery
to an online format due to crisis circumstances. This is
in contrast to online learning which is well planned from
the outset and designed in a manner that fully exploits the
affordances of the online format [2]. ERT provides temporary
online access to material and instruction, keeping in mind that
the format will return to normal once the crisis has ended [3].
The resources that are required by a student to access online
education need to be explored. The remainder of this section
examines what these resources are and categorizes them as
either digital, energy or learning environment resources.

A. Digital Resources

To access online education, the digital resources that stu-
dents need are an internet connection and a computer. Litera-
ture shows that digital deprivation creates a barrier to accessing
online education and a digital divide among students [1], [4],
[5], [6]. [7] and [8].



During the COVID-19 pandemic, South African universities
sought to address digital deprivations by partnering with
mobile networks to provide a monthly 30 Gb stipend of mobile
data to all students for accessing ERT. The National Student
Financial Aid Scheme (NSFAS), implemented the Digital
Learning Device Project. This project provided NSFAS-funded
students with laptops paid for from their learning material
allowance. The University of the Witwatersrand also loaned
laptops to full-time students with an annual family income of
less than R600 000 and to students that did not have access
to a computer [9].

A smartphone is also considered to be an important, but non-
essential tool for accessing online education. Smartphones are
mainly used for communication but also offer accessibility
to the internet and mobile applications. Smartphones allow
students to multitask with a single device and they can be
used for tethering. Tethering is the process of connecting a
device to the internet via the smartphone’s mobile connection
and using its mobile data.

B. Energy Resources

Electricity benefits online learning by providing electrical
lighting and power for internet connectivity, computers and
smartphones [10]. Literature shows that energy deprivations
create a barrier to accessing online education and an energy
divide among students [1], [5], [11], [12] and [13].

Eskom is South Africa’s electricity public utility. Students
who have access to a utility grid connection reported that
power interruptions caused by load shedding are one of the
main issues faced preventing them from accessing online
education [12]. Load shedding is the controlled curtailment
of the electricity supply by disconnecting the utility supply to
households for several hours. During 2020, 859 hours and a
total of 1269 GWh of electricity were shed [14].

According to the 2021 South African General Household
Survey, the rate of electrification in South Africa in 2021
is 89,3% [15]. This means that there are approximately two
million South African households that live off-grid.

C. Home Learning Environment

It is important that the physical space in which a student
works should be conducive to learning [4]. For online learning,
the student should have a space that is comfortable, private,
and quiet, with adequate lighting and a well-regulated temper-
ature [16], [17], [18], [19], [20], [21] and [22].

According to the 2021 South African General Household
Survey, 83,6% of South African households live in formal
dwellings, 11,7% live in informal dwellings, and 4,2% live in
a traditional dwelling [15]. Pillay et al. [22] explored how the
home learning environment shaped South African university
students‘ experience of ERT. Findings indicated that online
education at home was negatively impacted by poor internet,
home responsibilities, a cramped environment, lack of safety
and financial and psycho-social stress.

III. CREATING A MULTIDIMENSIONAL ONLINE EDUCATION
POVERTY INDEX

It is clear from Section II that a multidimensional online
education poverty index will need to take three factors into
account, namely digital resources, energy resources and the
learning environment.

The proposed index is based on the Alkire-Foster method-
ology (AFM). The AFM was developed by Sabina Alkire and
James Foster at Oxford University as a part of the Oxford
Poverty and Human Development Initiative (OPHI) [23]. The
AFM counts the number of deprivations that may be suffered
at the same time in multiple dimensions of poverty. It uses
this data to build a deprivation profile that is used to identify
the poor and to construct a multidimensional poverty index.
The extent of poverty is measured by the proportion of depri-
vations that are faced [24]. Other notable applications based
on the AFM include the Global Multidimensional Poverty
Index (GMPI), which is used by the United Nations [25], the
Multidimensional Energy Poverty Index and the South African
Multidimensional Poverty Index which is based on the GMPI
[26] and [27].

This research is a novel application of the AFM to measure
a set deprivations that are cumulatively viewed as online
education poverty. The following steps are summarised from
the AFM which was conceptualised by [24]:

1) Select the dimensions of poverty and the set of de-
privation indicators for each dimension that will be
considered.

2) Set the deprivation cut-off for each indicator and apply
the cut-off to determine whether a student is deprived
or not with respect to an indicator.

3) Assign a relative weighting to each dimension and
indicator according to its contribution to the overall
poverty being measured and ensure that the sum of
weights equals 1.

4) Calculate the weighted sum of deprivations for each
student. This deprivation score reflects the breadth of a
student’s deprivation across all indicators. A student’s
deprivation score will increase as the number of de-
privations they experience increases and will reach a
maximum value of 1 if a student is deprived in all
indicators. A student that experiences no deprivations
will have a score of 0.

5) Identify the poor by setting a poverty cut-off. The
poverty cut-off is the number of weighted deprivations
that a student needs to experience in order to be consid-
ered multidimensionally poor.

6) Calculate the incidence of poverty which is the pro-
portion of students from the population that have been
identified as multidimensionally poor. The incidence of
poverty is represented by the headcount ratio.

7) Calculate the intensity of poverty by summing the de-
privation scores of all poor students and dividing this
by the total number of poor students to calculate the
average deprivation score across the poor.



8) Calculate the adjusted headcount ratio, which is an
aggregated measure that combines the incidence and
intensity of poverty. The adjusted headcount ratio is
the focal point of the AFM. It condenses information
that can be unpacked to compare the levels of poverty
and the dimensional composition of poverty across the
population.

IV. PROPOSED INDEX

The multidimensional nature of online education poverty
needs to be reflected in the choice and structure of the
dimensions, deprivation indicators, deprivation cut-offs and
weightings of the proposed index shown in Table 1. Prelimi-
nary weights are assigned to this model and statistical methods
will be used to assign weights in the final model.

The dimensions of the index are derived from the literature
presented in Section II. An equal weight is assigned to each
dimension which suggests an equal contribution to the overall
poverty being measured by each dimension.

A. Digital and Energy Dimension Indicators

An exploratory research survey was conducted to inform
the choice of the deprivation indicators and cut-offs for the
digital dimension and energy dimension. The survey was
administered online and to the students enrolled at the Faculty
of Engineering at Wits University. The survey received 1043
responses. The key findings of the survey are:

• 63% of students use the mobile data provisioned by the
university as their main data to access the internet;

• 9% of students do not have access to a computer.
• 13% of students do not have access to a handheld device

(smartphone or tablet).
• 2% of students do not have access to a utility electricity

supply.
• 93% of students do not have access to an alternative to

utility electricity supply.
• 68% of students indicated that planned interruptions of

their utility electricity supply is a barrier to accessing
online education.

• 46% of students indicated that unplanned interruptions
of their utility electricity supply is a barrier to accessing
online education.

The majority of students rely on the mobile data provisioned
by the university. Reliance on the mobile data provisioned
implies that a students does not have access to a reliable, per-
sonal internet connection that may be used for working online.
The index, therefore, indicates that a student is deprived if
they rely on the mobile data provisioned by the university. A
small proportion of students do not have access to a computer.
This is expected due to interventions discussed in Section II.
The index, therefore, indicates that a student is deprived if
they do not have access to a computer. A small proportion of
students do not have access to a handheld device. Despite a
handheld device being considered to be a non-essential tool for
accessing online education, the proposed index still measures
this because a handheld may be used for tethering since the

majority of students rely on mobile data. The index, therefore,
indicates that a student is deprived if they do not have access to
a handheld device. The weight of having access to a handheld
device is set to be less than the weight of having access to a
computer and internet, which are set to be equal. This suggests
that access to a handled device is of least importance and that
access to a computer and internet are equally important when
considering the digital dimension.

The majority of students have access to a utility electricity
supply. This is expected based on the electrification statistics
of South Africa discussed in Section II. However, most stu-
dents are negatively affected by interruptions to their utility
electricity supply. Most students do not have access to a
utility alternative electricity supply. This suggests that when
the utility supply is interrupted, these students cannot power
their devices. The index, therefore, indicates that a student
is deprived if they do not have access to a utility or utility
alternative electricity supply. The weight of having access to
a utility alternative is set to be greater than the weight of
having access to a utility electricity supply. This suggests that
having access to a utility alternative electricity supply is more
important under the South African context when considering
the energy dimension.

B. Learning Environment Dimension Indicators

Reference [15] suggests that formal dwellings indicate
greater well-being of the household members than informal
and traditional dwelling units. The index, therefore, indicates
that a student who lives in an informal dwelling is deprived.
However, the dwelling type does not provide information on
whether or not a student has access to a private working space
within their dwelling. The index, therefore, indicates that a
student is deprived if they do not have unrestricted access to
private working space. The index also indicates that a student
is deprived if they do not have access to earphones. Earphones
are an important technology that aids audio-visual learning
content [28]. The weight of having access to earphones and
the weight of the dwelling type is set to be less than the weight
of having access to a private working space. This suggests
that access to a private workspace is most important when
considering the learning environment dimension.

V. CONCLUSION

This paper discusses the resources required to access online
education. This insight is used to identify three dimensions
that should be included in a multidimensional online education
poverty index, namely a digital dimension, energy dimension
and a learning environment dimension. A case for the phe-
nomenon of online education poverty was made and a set
of deprivations that may be suffered by a student in each
dimension, which cumulatively may be viewed as online edu-
cation poverty, were established and validated with supporting
literature. The Alkire-Foster method (AFM) was introduced
briefly. The AFM was chosen as the proposed methodology
to develop a poverty measure for online education poverty.
The paper showed how the AFM will be applied to develop



TABLE I
ONLINE EDUCATION POVERTY INDEX

Dimension (Weight) Indicator Deprivation cut-off (The student is derived if they...) Weight

Digital (1/3)

Internet access Rely on the mobile data provision 2/15

Computer ownership Do not own a computer 2/15

Handheld device ownership Do not own a smartphone or tablet 1/15

Energy (1/3)

Utility electricity supply Do not have access to a utility electricity supply 1/9

Alternative electricity supply Do not have access to a utility alternative electricity supply 2/9

Learning environment (1/3)

Dwelling type Live in an informal dwelling 1/15

Workspace Do not have unrestricted access to a private workspace 3/15

Acoustics Do not own earphones 1/15

the poverty measure and following this, the variables of the
poverty measure were proposed. Work to refine the proposed
index is ongoing.
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Abstract— The increasing role of the internet in society and 

enterprise necessitates that future engineers be trained in aspects 

enabling continued internet access in different contexts. An 

important context in this regard is that of training future 

engineers to be proficient in the aspect of integrating renewable 

energy technologies into the cloud data center. The cloud data 

center plays an important role in hosting content and enabling 

content access. However, this aspect has not received sufficient 

attention in the design of suitable teaching approaches with a 

focus on students in Electronics and Computer Engineering. The 

discussion here addresses this problem and proposes novel 

approaches to deriving a multi-disciplinary curriculum and 

conducting interactive content delivery sessions. The multi-

disciplinary curriculum is designed using the proposed approach 

of module descriptive programming. The interactive content 

delivery session is realized via the proposed approach of the 

classroom which fuses content on lecturer and student 

perspectives.  
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I.  INTRODUCTION 

There is an increasing need and recognition of the need to 
increasingly incorporate renewable energy sources instead of 
non–renewable energy sources (fossil fuel sources) due to the 
environmental preservation motive. The necessity of using 
renewable energy sources plays an important role in enabling 
the operation of future systems that enable content accessible 
via the internet. This can be seen in the provisioning of power 
to operate data centers as seen in [1–4].  

 The use of renewable energy in a manner that is sustainable 
requires the satisfaction of multiple criteria such as 
organization adoption, governmental support, and engineering 
training. Enterprises delivering cloud computing services have 
been identified to signify interest in adopting the use of 
renewable energy [5–8]. In addition, there is increasing 
governmental and municipal support for the use of renewable 
energy as seen in [9–11]. However, it is important to redesign 
engineering education to train future engineers. This requires 
the design of an engineering education curriculum to train 
future engineers. The redesign of the curricula should consider 
the multidisciplinary relations between the previously separate 
domains of cloud computing and power systems. Cloud 
computing receives significant consideration in the areas of 
Computer Engineering, Electrical engineering, and Electronic 
Engineering. In addition, the subject of power systems receives 
significant consideration in the domain of Electrical 
Engineering and Power Systems Engineering.  

 The curricula design should also consider meeting the need 
to equip undergraduate, and postgraduate (students in 
Computer Engineering, Electrical Engineering, Electronic 
Engineering, and Power Systems Engineering. It is also 
important to consider that future engineers in these disciplines 
have varying mathematical skills, aptitudes, and capabilities. In 
addition, each of the considered disciplines requires existing 
students to make use of software and computing tools to 
different extents.  

The development of the required engineering curricula 
should also consider lecturer preferences, competencies, and 
the emergence of multimedia platforms [12] and advances in 
internet technology [13].   This is important as lecturers in 
computer science or computer engineering may have a focus 
that differs from lecturers in electrical and power systems 
engineering. Nevertheless, the design of multi–disciplinary 
engineering curricula that consider existing lecturer 
preferences should also be considered. This is the challenge 
being addressed. The contributions are:  

The discussion here makes the following contributions:  
1) First, the design and provisioning of engineering 

education in the areas of Electronics and Computer 
Engineering (ECE) is presented. The curriculum is 
intended to equip engineering students in ECE to have 
more awareness of designing computing platforms that 
use renewable energy systems. The use of non–
terrestrial data centers is beginning to increasingly 
receive attention [14–17]. These data centers 
significantly use renewable energy. Hence, the need to 
provide education on the use of renewable energies. 
This is important due to interest in the use of novel 
paradigms such as the super-grid [18–20]. The new 
contents to be included in the undergraduate and 
postgraduate aspects of the ECE curriculum are 
presented.  

2) Secondly, different modes of content delivery are 
considered. This has been defined considering student 
preferences for internet technology-based education 
[21 – 22]. Each mode is described by the composition 
of integrated technical data and subject content. These 
modes are (1) Passive Internet history mode (PIHM), 
(2) Active Internet history mode (AIHM), (3) Passive 
Internet–Mobile Mode (PIMM), and (4) Active 
Internet–Mobile Mode (AIMM).  In addition, the 
transition between the identified PIHM, AIHM, 
AIMM, and PIMM is discussed.  

The discussion is organized as follows: Section II discusses 
background work. Section III discusses the merge of cloud 
computing (conventional terrestrial and non-terrestrial) and 
power engineering education with a focus on the use of 
renewable energy. In addition, the concerned contents are 
identified, discussed, and integrated.  Section IV presents the 
model of the proposed classroom enabling the ECE curriculum 
delivery. Section V presents the merge of cloud computing and 
renewable energy usage in a classroom.   

  

II. PROPOSED DISCIPLINARY MERGE 

The proposed merge between cloud computing systems and 
power systems is presented in this section. The cloud 
computing system is recognized to comprise four subsystems 
namely the computing subsystem, communication subsystem, 
cooling subsystem, and power subsystem. The power 
subsystem provides the operational power that enables the 
computing platform to execute the functionalities of data 
storage, algorithm execution, and data transmission.  
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 The power subsystem in the computing platform interacts 
with the components found in either renewable or non–
renewable energy systems or components. In this case, the 
interactions associated with the power systems span five 
aspects. These are (1) power–cooling subsystem relations, (2) 
power–communication system relations, (3) power–cooling 
subsystem relations, (4) cloud computing platform power–
cooling subsystem relations, and (5) cloud computing 
platform–power–external power system relations. The first 
four relations focus on the interaction between subsystems 
within the cloud computing platform comprising multiple 
networked data centers. The design of the communications, 
networking and power systems alongside the information 
networks in the data center utilizes the concept that is already 
incorporated in the existing ECE engineering curricula. 

For example, courses in communication networks 
significantly have coverage in the aspects of wired networks 
making use of copper and fiber optic cables. In addition, there 
are courses that focus on the design of power electronic circuits 
which are covered in modules within the ECE curricula. In a 
similar manner, the basics of computer logic and computer 
engineering also receive consideration and coverage for 
undergraduate and post-graduate ECE students.  

The relations in the aspect of the interaction between cloud 
computing power subsystem–external power system relations 
are the aspect being considered in this paper. In this case, the 
power system providing power to the cloud computing system 
can comprise renewable or non–renewable energy sources. In 
this case, renewable energy sources comprise either solar, wind 
(onshore), wind (offshore), or a hybrid power system. Each 
power system option has its own components, unique design 
aspects, and trade-offs that should be incorporated in the 
education of the future engineer.  

The design of hybrid systems has received attention as seen 
in [23–24]. However, the focus on the design has been done 
with a focus on addressing the challenge of power insecurity 
i.e., increasing and improving power availability. This does not 
consider the goal of enhancing the quality of education 
provided to the future ECE engineer and computing systems.  

The rest of the discussion has three aspects. The first aspect 
presents an approach utilizing the object-oriented approach to 
describe the components and role of the power systems 
associated with the provisioning of electricity for data center 
operation. The use of the object–oriented programming (OOP) 
approach is deemed appropriate as both computer scientists and 
ECE students already take modules and courses in computer 
programming. The second aspect presents a new module of 
descriptive systems programming as an additional module to 
be included in future curricula for ECE and computer science 
students.   The third aspect describes the logical foundations 
enabling the extension of the proposed descriptive systems 
programming approach to other aspects of engineering arising 
due to advances in technology.  

 
A. Proposed OOP Approach  
 
The use of the OOP approach in designing multi-

disciplinary education as being proposed receives 
consideration in [25–26]. However, the focus in [25] and [26] 
is not on the context of describing component relations about 
power systems as is being considered here. In addition, the use 
of the OOP approach provides a logical framework that 
enhances the clarity of students during the education 
provisioning process.  

Furthermore, the use of the OOP approach is suitable for 
mathematically deficient students. This is because it makes of 
syntactic statements, and commands without any use of 

intensive mathematical symbols, notations and complex 
closed-form mathematical relations.  

In the use of the proposed OOP approach, each component 
is considered an object with defined properties (global and 
local) and associated methods. This allocation of attributes is 
done for the components that are identified to be associated 
with the realization of power flow between the external power 
systems (renewable or non-renewable) and the computing 
subsystems of the cloud computing system.  

For example, a solar panel is a component in a solar power 
system. In this context, the properties of the solar panel is the 
number of solar cells, efficiency of the solar panel and 
maximum power output. These properties constitute the 
attributes of the solar panel. Furthermore, the OOP approaches 
advocates the execution of methods that describe tasks being 
executed by an identified component. In this regard, the method 
associated with the solar panel component is that of aligning 
and tracking. This method ensures that the solar panel 
intercepts the maximum solar radiation.  

The proposed OOP approach treats concepts in the 
computing platform subsystem and the domain of external 
power systems as objects where allowable functionalities are 
regarded as methods or functions. In this case, properties are 
defined to describe parameters associated with a given power 
system component or device. This manner of adoption enables 
a logical definition of the capabilities of all components 
associated with different components of the power system. In 
addition, it fosters a modular approach that improves student 
understanding of workshop exercises at a later stage.  

 
B. Proposed Module Descriptive Programming  

 
The adoption of the OOP approach enables the 

development of a module descriptive programming (MDP) 
format. The MDP is developed with the goal of enhancing the 
provisioning of education to future engineers. This is done in 
the context of a multi–disciplinary education for ECE students. 
The proposed MDP integrates the knowledge from prerequisite 
courses that have been taken by a student and adopts them into 
the provisioning and presentation of the new engineering 
curricula. The adoption of the MDP considers the background 
and course prerequisites that have been taken and passed by the 
students. In addition, the development of the MDP considers 
the professional experience of students enrolled in post–
graduate programs like taught MSc programs. In addition, the 
interests of students in other areas are integrated into the 
curricula being developed.  

In addition, the MDP can be updated to reflect advances 
and the need to consider the needs of the industry for future 
engineers. In this case, the MDP is updated by lecturers and 
professors in a higher education institution. The MDP is 
defined for a given module and the need to accommodate the 
needs of the cloud computing industry as regards training 
future ECE graduates in the aspect of using renewable energy 
in computing platforms.  

The MDP is defined for a given module and receives 
contributions from multiple faculty members. This enables the 
benefits of diversity to be derived in its definition and 
realization. In addition, it reduces the workload on faculty 
members as is observed in the faculty workload. In the current 
approach, a faculty member is expected to execute the tasks 
associated with defining a module’s outcomes, assessment 
patterns and topics to be considered. The use of the MDP in this 
manner enables multi-disciplinary module content 
development. It is also beneficial because it enables a 
concerned department to increasingly benefit from diversity 
among its faculty. Currently, departments and faculties benefit 
from diversity via the feedback approach of internal and 



external moderation. In this approach, the work of the module 
developer is reviewed by internal and external academics. The 
proposed MDP is integrated into this approach. However, it 
enables the module developer to obtain additional content and 
enables the easy recognition of resources to be used in the 
phase of module development.  

The existing case of module development by academics 
opines that the developer academic is a subject matter expert. 
Being a subject matter expert puts the academic in the role of 
identifying the key components and subjects to be included in 
a module. However, this does not consider the emergence of 
new knowledge and data explosion. In the existing approach of 
module development, the internal moderators and external 
moderators fulfill the critical role of ensuring that new subject 
areas and concepts are embedded alongside the module during 
the development phase. This approach is deemed inefficient.  

In the proposed MDP, the process of identifying new 
subject areas, and associated concepts are executed in an 
automated manner. This is done during the process of module 
development by the subject matter expert. The automated agent 
that is active within the MDP. The automated agent is realized 
as a subject bot that enables the identification of new concepts 
and subjects that are associated with the subject of concern in 
the module being developed. The new concepts are integrated 
into the MDP as a form of intelli-sense. The IntelliSense 
capabilities appear during the module development phase to 
indicate a concept that is aligned with a subject aspect. The use 
of an IntelliSense capability has been motivated by its 
incorporation in software development kits and platforms. This 
capability enables the developer to rapidly develop software by 
providing intelligent assistance and support during the coding 
process. In a similar manner, the IntelliSense capability being 
proposed can provide guidelines on the necessary features to be 
included in the subject guide to ensure conformance with the 
accreditation process.  

The automated agent i.e. subject automaton becomes active 
only after the identification of trusted resources associated with 
a given subject area.  

The module developed in this manner is presented for 
internal moderation and external moderation after the module 
development process. In addition, the internal moderators and 
external moderators are able to see the subject automatons that 
have been used. This helps in verifying the quality of the 
developed subject module as the automated agent has a 
verification process prior to use. The key benefit of using the 
automated agent in the proposed manner is two-fold. The first 
is that the use of automated agents can function in finding new 
content in an autonomous manner. This enables the module 
developer to devote more time to the generation of new 
knowledge. The second is that it provides a framework that 
enables module developers to inform students of trusted and 
verified online sources of technical content. This is also 
beneficial for the concerned higher education institution as it 
provides a basis for reaching the modern student who is 
increasingly savvy and provides timely and needed guidance 
on the use of online materials.  

 
C. Module Descriptive Programming – Architecture 

 
The functionality of the proposed module descriptive 
programming is realized using a crawler-driven Intellisense 
architecture. In the proposed MDP, crawlers are used to 
conduct a search over a defined database to acquire information 
regarding the module associated with the module developer or 
academic in a given context. In this case, the database can be 
defined by an accreditation authority, institution, or industrial 
partner. In this case, the industrial partners seek to ensure that 
the developed curricula meet the needs of the industry. The 

developed database comprises different module areas 
associated with a given industry and linked with a target role. 
In the case of an institution, the database comprises the list of 
modules alongside their subject areas, the year of development, 
and notes on module implementation (in delivery to students). 
In addition, the institutional database also hosts information on 
the comments that have been made by different accreditation 
bodies. The industrial partner’s database hosts information on 
expectations as regards skills and knowledge competencies for 
an engineering graduate. In this case, the competencies are 
linked to that of an ECE graduate (completion of undergraduate 
or postgraduate program) with relation to working in the area 
of integrating renewable energies or other forms of electrical 
power sources to the operation of cloud data centers.  
  These three databases communicate with the automation 
agent. The automation agent receives its input as regards 
curricula development from the module developer and subject 
matter expert. In addition, the automation agent is also linked 
to a semantic analytic entity. The semantic analytic entity 
executes the function of determining if the data obtained from 
the databases meet the requirements specified in the input of 
the automation agent as defined by the module developer and 
subject matter expert. The semantic analytic entity also enables 
the development of IntelliSense keywords associated with 
different module aspects using the input from the automation 
agent–database interaction that meets the specifications and 
intents of the module developer and subject matter expert.  
    The implementation of the proposed MDP architecture 
showing the relations between the databases, the automation 
agent and the semantic analytic entity is shown in Figure 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Relations between entities in the proposed MDP. 
 

III. CLASSROOM AND LEARNING SPACE 

The classroom is an important aspect of lecture and content 
delivery in higher education institutions. The modern 
classroom is equipped with computing entities enabling the 
delivery of lecture content in multiple modes. Currently, 
lecturers can be delivered using presentation slides, digital 
presentations of scanned handwritten notes, and conventional 
lecture methods (using chalk and board or markers). The use of 
crawlers in enabling the lecturer to gain an increased awareness 
of student preferences is presented in [13]. However, the 
lecture delivery, in this case, does not consider the developed 
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subject guide and the needs of accreditation boards, and 
industry.  

  In addition, the lecture delivery is not done in a manner 
that the industry needs, and the need to prepare ECE graduates 
is not considered. However, the classroom enables the 
integration of industry preparedness outcomes and the delivery 
of subject content during lecture sessions. This directly helps 
the student to have more industry preparedness.      
    In addition, the outcomes of the crawler with regard to new 
advances in the aspects of integrating renewable energy into 
the cloud data centers are also integrated into the classroom. 
The classroom comprises multiple computing entities. In the 
discussion here, two computing units are considered. Each 
computing unit comprises a laptop or desktop personal 
computer. The first computing unit is used to project lecture 
slides to a wall-mounted projector screen during the lecture 
session. The second computing unit is used to host content on 
new aspects and advances in the use of renewable energy 
within cloud data centers. The content from the second 
computing unit is cached and projected during the lecturing 
session. This projection after the delivery of the scheduled 
content serves to educate students on advances in the domain 
of using renewable energies in cloud data centers.  
   The classroom is realized in three modes. These modes have 
been defined considering the use of the internet history data 
associated with student subject searches. These operational 
modes are the passive internet history mode (PIHM), active 
internet history mode (AIHM), passive internet–mobile mode 
(PIMM), and the active internet–mobile mode (AIMM). These 
modes have been defined considering the source of data 
describing learning preferences and new content.  
    The PIHM makes use of the internet history of the academic 
and the student with regard to deriving new content. In this 
case, the new content describes advances in renewable energy 
sources and their use in cloud data centers. The PIHM makes 
use of the filtered content of the internet history of academics. 
In this case, participating academics are not only limited to the 
lecturer that is handling a module or course. Multiple lecturers, 
academics, and subject matter experts with expertise in the 
applications of renewable energy sources to the operation of 
future cloud data centers participate in this regard. In this case, 
the computing devices where participants want the internet 
history to be utilized are specified before launching the 
application i.e., enabling the classroom in the PIHM mode.  
     The AIHM mode is similar to the PIHM in making use of 
only the internet history of the participating lecturer, 
academics, and subject matter experts. However, the internet 
history content is utilized in a manner that considers only 
recently accessed content. In this case, the recently accessed 
content is defined to be content in the history which has been 
accessed within a specified time period. Furthermore, the 
PIHM does not consider the case of subject matter experts who 
are willing to provide real-time insights during the module 
development process. Examples of such insights in this case 
arise from entrepreneurs who are involved in the 
commercialization of innovative ideas on the application of 
advances in renewable energy sources to enable the operation 
of cloud data centers.  
   The PIMM mode is similar to of the PIHM in the proposed 
classroom. However, it differs by incorporating the internet 
history of non–academics and non–subject matter experts. In 
this case, non–academics could comprise students. The 
consideration of students in this regard enables the lecturer and 
academic to have an increased awareness of the student 
perspective on the aspect of the use of renewable energies to 
enable the operation of the data center. Besides students, non–
academic entities can also imply tutor roles in the context of 

applying renewable energy sources in powering cloud data 
centers.  
    In this case, tutors execute the role of providing additional 
explanations to students in the concerned module. The 
inclusion of tutors (who may not be necessarily subject matter 
experts) in this case enables the further explanation of taught 
subject contents to occur in an environment that is not exclusive 
of the consideration of the advances in renewable energy and 
their usage in cloud data centers.  
   The AIMM mode is like the AIHM but specifies the extent 
and the period of the internet history of non–academic entities 
that will be considered in the course of subject content delivery 
by non–academic entities such as the tutors and non–subject 
matter experts.  
   The transition between the PIHM, AIHM, PIMM, and 
AIMM modes is determined by the lecturer (or tutor) during a 
content delivery session. In determining the transition, the 
lecturer or subject session coordinator determines the content 
that will be considered during the delivery of lecture sessions 
at different stages. A description of the transition between the 
operational modes of the PIHM, AIHM, PIMM and AIMM 
associated with the proposed classroom is presented in Figure 
2.  
  The transition in Figure 2 comprises 10 transition paths. These 
are (1) PIHM to AIMM, (2) AIMM to PIHM, (3) PIHM to 
AIHM, (4)AIHM to PIHM, (5) AIHM to PIMM, (6) PIMM to 
AIHM, (7) AIHM to AIMM, (8) AIMM to AIHM, (9) PIMM 
to AIMM, and (10) AIMM to PIMM. Each transition path is 
activated and deactivated via the inclusion and non–inclusion 
of different data from the internet history of academic entities, 
non–academic entities, and students. In Figure 2, the academic 
or coordinating lecturer can start from any operational mode 
i.e. PIHM, PIMM, AIHM, and AIMM in the classroom. The 
relations presented in Figure 2 mainly focus on the transition 
between each classroom’s operational mode.  
   The transition from the PIHM operational mode to the AIHM 
operational mode is realized by specifying that only a portion 
of the internet history is used. This specification is deemed 
necessary when the computational resources aboard the 
involved computing entities are limited or when history 
contents that have been accessed beyond a given time epoch 
are no longer suitable for use in the classroom context. In 
addition, the transition from the AIHM operational mode to the 
PIHM operational mode is considered important when more 
subject-related accessed contents from the history content of 
the computing entity are deemed necessary for illustration by 
the academic or coordinating academic. This can be useful 
when delivering courses where new components and systems 
have evolved from pre–existing systems. Such a case can be 
found in the context of wireless communications (involving 
progression from the first generation, second generation, third 
generation, fourth generation, and now fifth generation). 
Another case where new systems have evolved from pre–
existing systems can be found in power systems in which case 
the evolution to the smart grid from the conventional power 
systems is an important case. 
    The direct transition from the PIHM operational mode to the 
AIMM operational mode is necessitated when the history 
contents from a single student or multiple students are 
incorporated in the content delivery, lecture or tutorial session. 
The inclusion is determined by the coordinating lecturer, tutor, 
or academic. This transition only considers the history window 
of the concerned student(s) and the coordinating academic(s) 
up to a certain epoch in time. The entire history window is not 
considered.  The non – consideration of the entire history 
window is set in the context where the processing capability 
and computational resources aboard computing entities are 
limited. This consideration makes it feasible for capital-



constrained higher education institutions that may not have all 
the resources required to acquire high-capacity computing 
entities. The transition from the AIMM operational mode to the 
PIHM operational mode occurs when student internet history 
sources and the history window limitation on the coordinating 
academic history’s sources are removed.  
   The transitions from the PIHM operational mode to the 
PIMM operational mode and the transition from the PIMM 
operational mode to the PIHM operational mode occur via the 
AIHM operational mode. However, the AIHM operational 
mode is not activated in the case of this transition. In this case, 
the internet history of other subject matter experts is included 
during the transition from the PIHM operational mode to the 
PIMM operational mode. The inclusion of the AIHM in this 
transition path is to provide a check on the need to include 
components from the student’s accessed content before 
incorporating the third party in a content delivery session.  

 

 

 

 

 

  

 

 

 

 

 

 

Figure 2: Transition between different operational modes 

associated with the classroom.  

 

IV. CLASSROOM IN THE ENGINEERING 
EDUCATION CONTEXT 

In the context of the provisioning education to ECE graduates 

in the aspects of using renewable energy to power the systems 

that drive the internet i.e., cloud data centers. Integration of the 

classroom in a manner that enables the provisioning of 

engineering education in the proposed manner requires 

accessing the related history content of the coordinating 

academic and students during a lecture session.  

The history contents are accessed via a wireless local area 

network with coverage in the concerned lecture venue. The 

accessed history contents are in the form of universal resource 

locator links that enable content accessible via the web.  Each 

accessed link is associated with the concerned time epoch of 

time and date. In addition, the accessed links are ranked based 

on the time and date of access. This ranking is done by an 

intelligent agent aboard the computing entity being used by the 

coordinating academic. In addition, the coordinating academic 

is able to select the suitable operational mode via a user 

interface that is designed for this purpose.  

    The inclusion of the user interface, accessing the history 

content via the wireless local area network in the lecture venue, 

and ranking of the accessed resource locator links enables the 

realization of the proposed educational solution and integration 

within the classroom context.  The integration is done aboard a 

client that is active aboard the coordinating academic 

computing entity.   

 

V. CONCLUSION 

The discussion focuses on designing engineering curricula that 

train future graduates of Electronics and Computer Engineering 

in the aspect of integrating renewable energy sources with the 

future cloud data centers that drive the internet. The proposed 

engineering curriculum is interactive and makes significant use 

of advances in mobile device usage alongside internet 

technology in the classroom context. In this regard, it presents 

the context of the classroom as one that is capable of enabling 

the integration of multiple contents from different sources in a 

manner that enhances the content delivery session. 

Furthermore, the discussion describes an online approach to 

designing engineering curricula (in the considered context). 

This approach incorporates the proposed module descriptive 

programming. Future work aims to derive quantitative 

measures and metrics that describe how the proposed approach 

enhances the content delivery sessions and student learning in 

the context of Electronics and Computer Engineering.  
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Abstract—The hardware-in-the-loop (HIL) test for a 

transformer differential protection system is presented in this 

paper, to prove the validity of the settings configuration of the 

relay. A step-by-step configuration is done up to the testing part, 

which proves and validates the concept of differential 

calculations. The steps and configuration procedures presented 

in this paper will help other scholars understand the 

configuration and the operating principle of the transformer 

differential protection system and its elements. The focus of this 

study is not limited to the protected transformer, it also 

considers the system in which the transformer is employed. The 

obtained simulation results demonstrate that the configuration 

of the protection system is successful. This was observed 

through the human-machine interface (HMI) of the relay. 

Keywords—Power systems, power transformers, transformer 

protection, differential protection system, inrush currents, current 

transformer saturation, hardware-in-the-loop. 

I. INTRODUCTION 

It has been discovered that 10% of the power system faults 
occur in power transformers, and 70% of these faults are a 
result of short circuits occurring in the transformer’s windings. 
As the result, continuous monitoring and fast operating 
protection techniques are some of the requirements for power 
transformers [1]. Power transformer failures have been 
occurring in power systems, mostly at the transmission level. 
One of the major causes at the transmission level is the 
maloperation of protection systems [2]. Some of the 
protection system maloperations result from incorrect 
configuration during the design and configuration of the 
protection system. 

Power transformer differential protection system requires 
high-standard methods of testing for functionality test and 
validation of multiple protection elements’ response for each 
type of fault. 

The literature work has been discovered with power 
transformer differential protection system tests. To review 
some of the work discovered, the authors in reference [3] 
proposed a differential protection system that uses the 
calculated power. Their system can discriminate between the 
inrush and internal fault of the protected transformer. They 
tested their system using a two-winding 667 MVA 
transformer on the Electromagnetic Transients including DC 

(MTDC) simulation platform. Their algorithm prevents the 
relay’s maloperation. The authors in [4] provided essential 
knowledge about transformer differential protection. In their 
study, they did theoretical work and considered transformer 
differential examples up to the current transformer (CT) and 
relay connections. In reference [5], the authors proposed an 
algorithm that utilizes both currents and voltages to enhance 
the reliability of the differential protection system. Their 
algorithm was tested on a 225 kVA transformer using 
MATLAB/Simulink. In [6], a relay that rapidly detects all 
internal faults is proposed. In their protection technique, the 
relay remains stable for external faults and inrush currents due 
to transformer energization. Their results show that their 
technique is faster and smarter. The algorithm developed by 
these authors was tested using the PSCAD/EMTD simulation 
platform. 

The transformer differential protection technique that uses 
the dead angle wavelet energy waveform to discriminate 
between the differential currents due to over-excitation and 
differential currents due to internal faults is also proposed in 
[7]. The authors in [8] proposed a transformer differential 
protection technique based on Clarke’s transform with Fuzzy 
sets. Their technique can distinguish between differential 
currents due to internal faults and other forms of operation. 
The differential currents in this technique are the result of 
Clarke’s transform. The fuzzy-based relay inputs are 
measured from the primary and secondary sides of the 
protected transformer. The operating time for this technique is 
less than 200 ms because the relay’s decision is independent 
of the harmonic component. [1] proposed the transformer 
differential protection system that works with the boundary 
wavelet transform to discriminate between internal faults and 
other forms of disturbances. Their technique provides real-
time disturbance faster than conventional differential 
protection techniques. Also, this technique intended to use the 
principle of differential protection that recreates the phase 
differential element (87T) and the negative sequence 
differential element (87Q) using the boundary wavelet 
coefficient energy. 

The authors in [9] enhanced the power transformer 
differential protection system to improve security and 
dependability. In their study, they included early detection of 
current transformer saturation and a directionality check to 



provide security against external faults. They did their 
experiments on the Real-Time Digital Simulator (RTDS). [10] 
looked at various complications transformer differential 
protection relays have for both testing and commissioning. 
The authors did a review on numerical relays for phase 
differential protection principles to guide their applications 
and guide test personnel in conducting their test methods that 
can be applied in testing all transformer differential protection 
functions easily and effectively. 

Since the development of power system protection has 
begun, different protection systems were applied to the 
protection of power transformers. However, some of the 
discovered work does not take into consideration the MVA 
size of the power transformer used for testing the protection 
system. Moreover, very few researchers test their methods 
using the hardware in the loop test, whose implementation is 
fairly accurate as it mimics the real power system networks to 
which the power transformers are connected. Some of their 
testing methods do not provide strong validation of the 
operation of the protection system since they neglect normal 
operating conditions of power systems. The type of circuit 
breakers (CBs) used as well as the current transformer (CT) 
location are critical when testing power transformer 
differential protection systems since the CTs used also depend 
on the type of circuit breakers used. The proposed algorithms 
in the existing literature do not include in-depth theory about 
the design and operation of power transformer differential 
protection relays and their operating elements. 

The hardware-in-the-loop (HIL) test for transformer 
differential protection system is studied in this research, using 
the power system network to accommodate well the normal 
loading conditions of the transformer. The HIL test increases 
the chances of accurate test results since it allows the physical 
interface of the protective devices with the modeled protected 
unit. Furthermore, the protection system test done in this study 
uses a numerical relay that protects the transformer against all 
types of faults. Mostly for scholarly benefits, an in-depth 
theory about the operating principle of the transformer 
differential protection system is covered, as well as the 
configuration procedures. 

The first section of this paper highlights the challenges of 
power transformers and their importance in the power system. 
Section II of this paper describes the operating principle of the 
transformer differential protection system. Section III presents 
the proposed testing technique. The preliminary results and 
discussion are presented in Section IV. The last section is 
conclusions and future work for this research. 

II. TRANSFORMER DIFFERENTIAL OPERATING PRINCIPLE 

The transformer differential protection system disconnects 
the power transformer from the circuit, whenever there is a 
non-zero differential current between the currents measured 
from the terminals of the protected transformer. In the past, 
challenges were experienced in the operation of the power 
transformer differential protection system, where the relays 
used to mal-operate due to the transformer inrush currents 
during the transformer energization. This challenge was 
solved by the numerical protective devices that have 
additional elements such as harmonic restraint and harmonic 
blocking elements. These additional features increased the 
security of the protection system when the transformer is 
exposed to inrush currents [1]. 

Power transformer differential relays consist of 
differential elements that compare the operating current with 
the restraining current. The operating current, also termed the 

differential current, is the phasor sum of the currents entering 
and leaving the protected transformer [11]. To analyze the 
operating principle of the power transformer differential 
protection system, Fig. 1 and Fig. 2 are used and are adopted 
from [11]. There are two conditions presented by the circuits 
shown in these figures, namely, external and internal fault 
conditions. 

 

 

External fault: The primary current (IP) that flows to the 
transformer is equal to the secondary current (IS) leaving the 
transformer. Kirchhoff’s current principle applies to this, even 
for the CTs’ secondary currents. The differential protection 
system is not allowed to operate for this condition, as there are 
other forms of protection systems dedicated to that. 

The CTs’ arrangement plays a crucial role in achieving the 
same principle on their secondary terminals, and this is 
through the significance of the CT polarity. 

Internal fault: Any fault that occurs between the primary 
and the secondary current transformers is internal. When this 
fault occurs, the direction of the current changes. If the fault 
occurs on the secondary side of the transformer, the current on 
the secondary terminals of the secondary CT will change 
direction, thereby approaching and summing up to the 
secondary current of the primary side CT, to make a current 
that will flow on the differential element of the transformer 
differential protection relay. 

Numerical transformer differential protection relays 
generate a signal to trip a breaker for disconnecting the 
protected transformer if the amount of the differential current 
(IOp) exceeds the amount of the pick-up current (IPU) and is 
greater than the percentage slope of the restraining current 
(IRes) [11]. The common way to determine the restraining (IRes) 
and the differential (IDiff) current is by using the equations I��� � k�|i
 | � |i|�                               �1� I���� � |i
| � |i|                                   �2� 

In equation (1), k is the compensating factor of 1 or 0.5 
and is vendor-dependent. 

Digital or numerical relay’s operation is fulfilled by the 
description, TRIP = 1 if IOp  > IPU > SLP(IRes) [12]. 

 
Fig. 1.  Current flow on the transformer differential protection relaying 

circuit under steady-state conditions 
 

 
Fig. 2.  Current flow on the transformer differential protection relaying 

circuit under internal fault conditions 



Two percentage slopes exist for most of the numerical 
transformer differential protection relays. The first slope 
(SLP1) is for normal operation, and the second one (SLP2) is 
for security and sensitivity. 

One of the problems when it comes to differential 
protection for power transformers is that of the falsely 
generated differential currents, which occurs when one of the 
current transformers saturates. When CTs saturate, 
unbalanced currents flow in the relaying circuit, making the 
differential element pick up the differential current and 
operate. 

III. THE PROPOSED TRANSFORMER DIFFERENTIAL SYSTEM 

To perform a suitable simulation study with more 
accuracy, it is advisable in reference [13] to choose the system 
with all the necessary parameters. This study puts its focuses 
on the transformer to be protected. The IEEE 9 Bus Power 
System shown in Fig. 3 was selected and suits the modeling 
requirements [14]. 

The RSCAD draft load flow was run to see the initial load 
conditions of the system. The results are presented in Table I, 
and they form part of the modeling requirements. 

 

TABLE I.  RSCAD DRAFT LOAD FLOW RESULTS 

Bus Bus Type 
Voltage PG QG PL QL 

PU MW MVar MW MVar 

Gen1 Slack 1.04∠0° 71.78 36.28 - - 

Gen2 PV 1.03∠ 8.36° 163 11.23 - - 

Gen3 PV 1.025∠4.02° 85 -3.72 - - 

Bus1 PQ 1.02∠27.76° - - - - 

Bus2 PQ 0.99∠26.32° - - 125.0 50.0 

Bus3 PQ 1.01∠26.57° - - 90.0 30.0 

Bus4 PQ 1.02∠32.79° - - - - 

Bus5 PQ 1.01∠30.29° - - 100.0 35.0 

Bus6 PQ 1.03∠31.31° - - - - 

a.
 �� and ��  represents the true and reactive power generated during the draft load flow in megawatts (MW) and megavars (MVARs). 

b.
 �� and �� represents the true and reactive power demanded by the loads during the draft load flow in megawatts (MW) and megavars (MVARs)

 

A. Current Transformer Selection 

According to the IEEE Guide for the selection of 
protection CTs, the primary CT turns ratio should be within 
the range of 120% to 150% of the normal load current [15]. 
The first side to be considered is the high-current side. In our 
case, the current was monitored under normal load conditions 
and the value of 2.744 kA and 0.1888 kA normal load currents 
were found on the primary side of the transformer, and the 
secondary side respectively. The minimum CT ratio was 
calculated, therefore 120% is considered for calculating both 
the primary current transformer ratio (PCTR) and the 
secondary current transformer ratio (SCTR). PCTR � 120%�2.744 kA� PCTR � 3.2928 kA SCTR � 120%�0.1888 kA� SCTR � 0.22656 kA 

However, the ratio of 3 300 for primary and 240 for 
secondary CT turns is chosen from the standards, which 
makes the CT turns ratios 3 300/1 and 230/1. 

The protection system presented in this paper makes use 
of external protective device hardware. To make the analog 
signal available to the external hardware, the giga-transceiver 

analog output (GTAO) card was configured in the RSCAD 
draft. This processor card converts the digital simulated 
signals to a +/-10 VDC signal which is amplified to the 
instrument transformers' secondary values for use by the 
external protective device. 

After the current transformer parameter settings were 
done, the load flow was run, and the primary and secondary 
currents were monitored on runtime. 

TABLE II.  CURRENT MONITORING ACROSS THE PROTECTED 

TRANSFORMER UNDER NORMAL LOAD CONDITIONS 

Signal Names Description Values 

TRF1PriCurr Transformer 1 primary current 2.746 kA 

TRF1SecCurr Transformer 1 secondary current 0.189 kA 

PriCTCurr 
Primary current transformer output 

terminal current 
0.832 A 

SecCTCurr 
Secondary current transformer 

output terminal current 
0.8197 A 

Moreover, using an electronic multimeter, the output 
currents from the amplifiers were also measured, and are 
recorded in Table II. The test bench setup for the proposed 
testing of the protection system is shown in Fig. 4. In the 
figure, the RTDS, Omicron Amplifiers, and the SEL-487E 
Station Phasor Measurement Unit device are shown. The 
configuration of the SEL-487E is presented in Section B.

 
 

Fig. 3.  The IEEE Nine-Bus System adopted from RTDS literature 

 



B. The SEL-487E Station Phasor Measurement Unit 

There are three types of faults transformers need to be 
protected against. These faults are phase-to-phase faults, 
phase-to-ground faults, and turn-to-turn faults. The current 
trend of transformer differential protection relays protects 
power transformers against these types of faults at once, using 
the elements, phase percentage-restrained differential 
elements (87R), negative-sequence percentage-restrained 
differential elements (87Q), and unrestrained phase 
differential elements (87U). The phase percentage-restrained 
differential elements (87R) use the adaptive percentage slope 
for security and sensitivity [16]. 

Inrush currents occur in the transformer during its 
energization and the relay may see differential currents. 
Therefore, the security of the differential element in the relay 
is added by applying the percentage slope characteristic in 
element 87R, and this is to provide harmonic blocking, 
harmonic restraint, or both. The second and third harmonics 
provide security during the transformer energization, and the 
fifth harmonic provides security for overexcitation conditions. 
The adaptive slope in the phase percentage-restrained 
characteristic provides security for CT saturation under 
external faults [17]. 

Also, transformer differential protection relays operate 
using the differential characteristic curve which consists of 
two slopes and regions as shown in Fig. 5. Since the 
differential calculation occurs on a per-phase basis, the 
characteristic curve shown in the figure is derived from one of 
the phases. In this plot, the characteristic curve with Slope 1 is 
effective under normal internal fault conditions, and Slope 2 
becomes effective only when the fault detection logic detects 
the external fault [17], [18]. 

The CTs are more vulnerable to saturation when the fault 
occurs externally from the protected transformer, therefore the 

saturation security mode is also included as part of the through 
fault detection. 

The CT values that were calculated for RTDS CT models 
are set in the protective device as well. 

 

 

O87P - Restrained differential minimum operating 
pick-up settings: This element is set so that the minimum 
current, which is 10% of the nominal current (1A or 5A) is less 
than the product of the minimum TAP value and O87P. The 
relay used in this study has a nominal current rating of 1 A. 
According to [19], the value of this element should be kept as 
low as possible to increase the sensitivity in the case of the 
power transformer’s winding faults. 

Reference [17] uses the following method to calculate the 
value of this element: 

O87P * 10% +I,-.�/01�2TAPS 3 

 
Fig.  5.  Differential protection characteristic plot 

 
 

Fig. 4.  Hardware-In-the-Loop power transformer differential protection system test setup 

Amplified analog current signals 

 

RTDS signals to be amplified 

Binary (Trip) to the RTDS 
soft breaker models 



O87P * 10%
⎝⎜
⎛ S7�8�09�/:√3<V7�8
>�.0>?�09�/:@ A 1CT�09�-B

TAPS ⎠⎟
⎞  

O87P * 10% +0.10603 Amps1.06 3 

O87P * 0.10003 p. u 

We are using the value to confirm whether the statement is 
fulfilled. O87P�TAP2�/� >  I2�/ O87P�TAP2�/� >  10%�I,-.�/01� 0.1�1.05 A� >  10%�1 A� 0.105 > 0.1 

Because this value satisfies equation (2), the value is set in 
the relay’s configuration as 0.11 per unit for the O87P settings 
block. 

U87P - Unrestrained differential pick-up settings: 
Reference [19] states that the settings range for this element is 
between 8 and 10 per unit. The same reference mentions the 
case of inrush current during the transformer energization, that 
the inrush current is usually 10 times higher than the 
transformer’s rated MVA. Moreover, the same reference 
raises concerns about the security and sensitivity of the 
percentage restrained element. To accommodate this feature, 
they increase the U87P by 167%. For this study we first 
calculate the U87P settings based on [17], then we apply the 
167% from [19]. 

U87PL � M200%�I,->.01N-0O�2� A 1CT�09�-BTAPS P 

U87PL �
⎝
⎜⎛+200%<2.714 kA@√2 3 + 13 30031.06 ⎠

⎟⎞ 

U87PL � 0.8959 p. u 

We made U87P 167% of U87PL, which gives us U87P �1.496153 and we set this value as 1.50 per unit in the relay’s 
configuration settings block for U87P. 

Differential protection relays operate on a per-phase per-
unit basis. Therefore, the actual currents input to the 
transformer differential device terminals is converted into per 
unit by using the base currents for both sides of the protected 
transformer. Base current is the current that would flow 
through the power transformer when it is 100% loaded. To 
calculate this, we first considered the primary side of the 
power transformer. On the primary side, the transformer has a 
voltage rating of 16.5 kV. The current at 100% loading on the 
primary side is then calculated using the equation 

TAPS �  IQ � + SQ√3VQ3 R 1PCTS 

where S on TAP states the primary winding of the 
protected transformer, as stated in transformer differential 

relays from Schweitzer Engineering Laboratories (SEL), IQ  
is base current on the primary side of the protected 
transformer,  SQ is the rated complex power of the transformer 
in MVA, and VQ  is the rated voltage of the transformer's 
primary side. 

TAPS �  IQ � + 100 MVA√3�16.5 kV�3 + 13 3003 

TAPS �  IQ � 1.06 A 

For the secondary side of the transformer, secondary rated 
values are used, and this calculates as follows: 

TAPT �  IQ7 � + SQ√3VQ73 R 1SCTS 

T on TAP represents the secondary winding of the power 
transformer protected. 

TAPT �  IQ7 � + 100 MVA√3�230 kV�3 R 1230S 

TAPT � 1.09 A 

The per-unit current values were also calculated. To 
calculate these values, only one phase (Red-phase) is 
presented. However, this calculation is the same for all phases 
under normal system conditions. 

I�
U � +I
V7VW>>�2TAPS 3 

I�
U is the S winding CT red-phase secondary per unit 
current, and  I
V7VW>>�2  is the S winding CT red-phase 
secondary current in RMS amps. 

I�
U � +0.81576 A1.06  A 3 

I�
U � 0.7696 pu  
I�7
U � +I
V7VW>>�2TAPS 3 

I�
U is the T winding CT red-phase secondary per unit 
current, and  IV7VW>>�2  is the S winding CT red-phase 
secondary current in RMS amps. 

I�7
U � +0.7996 A1.09  A 3 

I�7
U � 0.7336 pu 

The relay wordbits for the elements configured in Section 
B were assigned to the physical output terminals OUT101 and 
OUT102 for circuit breakers 1 and 2 through the combined trip 
logic of the transformer differential relay.  

IV. RESULTS AND DISCUSSION 

The normal load flow was simulated for the above-
protected system, and monitoring was done. Results were 
viewed on the relay’s human-machine interface (HMI). In the 
same HMI, the results of the differential metering of currents 
were obtained. Table III shows the terminal currents of the 
protected transformer, and Table IV shows the differential 
metering of currents. 

The results recorded in tables III and IV complement the 
theory, settings, and configuration of the differential 



protection relay [12]. For instance, in Table IV, the restrained 
currents are greater than the differential currents. 

TABLE III.  FUNDAMENTAL METERING FOR S AND T WINDING OF THE 

PROTECTED TRANSFORMER UNDER NORMAL LOAD CONDITIONS USING 

THE PROTECTIVE RELAY’S HMI 

Windings Phase Magnitude Phase Shift 

Winding S 

R 2 740.43 A -159.59 

Y 2 742.04 A -39.56 

B 2 741.87 A 80.42 

Winding T 

R 188.44 A 0.14 

Y 188.26 A 120.23 

B 188.36 A -119.87 

TABLE IV.  DIFFERENTIAL METERING 

Types of Current Phase Per Unit Value 

Differential Currents 

R 0.39 

Y 0.38 

B 0.38 

Restrained Currents 

R 1.53 

Y 1.53 

B 1.52 

V. CONCLUSIONS 

In this paper, the transformer differential protection system 
was configured and tested using the IEEE 9 Bus Power 
System. The configuration of the current transformers (CTs) 
was done based on the IEEE standards. The protection system 
was tested on a 100 MVA transformer, which falls in the 
category of transformers to be protected using the dedicated 
differential protection system. For scholarly benefits, the 
configuration of the protection system used was explained, 
making it easier for other scholars to follow and apply. 
Furthermore, the practical information gained in this research 
work will assist protection engineers in how to configure and 
deploy hardware-in-the-loop testing of power transformer 
differential protection and minimize the maloperation of the 
differential protection relay under normal conditions. The 
results obtained thus far shows a successful interface of the 
protective device with the RTDS. 

VI. FUTURE WORK 

The next part of this study will look at the operation of the 
transformer differential protection system under the influence 
of current transformer saturation due to inrush currents. An in-
depth theoretical analysis will be done, in support of 
simulation studies. Furthermore, the IEC 61850 
communication standard will be used for the reduction of 
hardwiring between the protection system and the protected 
unit. 
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