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Abstract: There have been developments in real time monitoring of a power transmission line for the 

past and in recent years. In South Africa detecting such critical infrastructure proactively in real time 

is still a challenge. This paper characterizes and evaluates various methods developed to measure 

conductor sag in real time. Some of the methods are still at initial stage of simulation and have not yet 

been applied in industry. Radio Frequency Identification(RFID) radar system is implemented for sag 

detection using matlab. Due to uncertainties of environmental factors, high voltage response and the 

capacitance of the line, the detected range contains significant errors. 
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1. INTRODUCTION 

 

Long distance high voltage power lines are very 

important in electricity power delivery because power 

stations are normally located at distance. Balance must be 

constantly maintained to match the power supply and 

demand. World climatic changes have an impact on our 

existing electrical transmission line performance. The 

electric current flowing in the lines should be measured to 

avoid overloads, phase unbalance and fluctuation. Line 

positions should be monitored to keep track of the 

sagging and galloping situations. Sagging can lower the 

conductor to a usage height above the earth. The 

oscillations can cause serious transmission problems, 

such as flashover due to infringed line to line clearance, 

risk of mechanical failure of transmission tower, and 

excessive loading stress [7]. Conductors between two 

transmission towers often suffer sagging and galloping 

phenomenon. According to IEEE Standard 1159-1995 

Recommended Practice for Monitoring Electric Power 

Quality, sag is a decrease in RMS voltage at the power 

frequency for durations from 0.5cycles to 1 minute, 

reported as the remaining voltage [14].  Sagging can 

lower the conductor to an unsafe height above the earth. 

It can be caused by oscillations which can result into 

serious transmission problems, such as flashover due to 

infringed line-to-line clearance, risk of mechanical failure 

of transmission tower, and excessive loading stress. 

Efforts have been made to understand this phenomenon 

better and develop means of protecting the transmission 

line against this problem. The low frequency, high 

amplitude induces vibration on this transmission line 

conductors as a result, causes serious galloping which 

result to more sagging. It is valid to interpret galloping as 

an oscillation of either a single or bundled conductor due 

to wind force or wind-induced vibration on an iced or wet 

snow accretion on the conductors. It is also caused by 

steady crosswind acting upon asymmetrically iced 

conductor surface. Large amplitude is normally observed 

on a vertical position depending on the line construction 

and the oscillation mode excited [14].  

 

The cost associated with galloping can be due to damaged 

components which require inspection and repair. It 

damages the conductor strands which result in to a 

conductor breakage or sagging and dynamic overload. In 

the event of this situation, patrolling need to be 

performed to detect any damage. This requires a 

helicopter or some sort of physical view, which is costly 

[10]. 

The problem of sagging has the impact on system 

reliability and power quality of service. Swinging 

suspension points longitudinally to the power line could 

accompany galloping and act to couple the galloping 

motions in adjacent spans, resulting to more sagging 

phenomenon. 

 

2. MATHEMATICAL APPROACH 

 

2.1 Review of sag catenary 

 

The shape of the catenary changes with conductor 

temperature, ice and wind loading, and time. To ensure 

adequate vertical and horizontal clearance under all 

weather and electrical loadings, and to ensure that the 

breaking strength of the conductor is not exceed, the 

behavior of the conductor catenary under all conditions 

must be known before the line is designed. The future 

behavior of the conductor is determined through 

calculations commonly referred to as sag-tension. Sag 

tension calculations predict the behavior of conductor 

based on recommended tension limits under varying 



 

 

loading conditions. These tension limits specify certain 

percentages of the conductors rated breaking strength that 

is not to be exceeded upon installation or during the life 

of the line. These conditions, along with the elastic and 

permanent elongation properties of the conductor, 

provide the basis for determining the amount of resulting 

sag during installation and long-term operation of the 

line. Accurately determined initial sag limits are essential 

in the line design process. Final sags and tensions depend 

on initial installed sags and tensions and on proper 

handling during installation. The final sag shape of 

conductors is used to select support point heightsand span 

lengths so that the minimum clearances will be 

maintained over the life of the line. If the conductor is 

damaged or the initial sags are incorrect, the line 

clearance may be violated or the conductor may break 

during heavy ice or wind loading.  

 
The shape of a catenary is a function of the conductor 

weight per unit length, w, the horizontal component of 

tension, H, span length, S, and the maximum sag of the 

conductor, D. Conductor sag and span length are 

illustrated in Fig.1 for a level span. The exact catenary 

equation uses hyperbolic functions. Relative to the low 

point of the catenary curve shown in Fig.1, the height of 

the conductor, 𝑦 𝑥 , above this low point is given by the 

following equation [14]: 

 

𝑦 𝑥 =  
𝐻

𝑤
cosh   

𝑤

𝐻
𝑥 − 1 =  

𝑤(𝑥2)

2𝐻
               (1) 

 

For a level span, the low point is in the center, and the 

sag, D, is found by  
 

𝐷 =  
𝐻

𝑤
 cosh  

𝑤𝑠

2𝐻
 − 1 =  

𝑤( 𝑆2)

8𝐻
                      (2)

   

 

At the end of the level span, the conductor tension, T, is 

equal to the horizontal component plus the conductor 

weight per unit length, w, multiplied by the sag, D as 

shown in the equation below: 
 

𝑇 = 𝐻 + 𝑤𝐷                   (3) 

 

 

Considering the conductor length from the low point of 

the catenary from either direction of the sag can be 

obtained as follows [7]: 

 

𝐿 𝑥 =   
𝐻

𝑤
𝑆𝐼𝑁𝐻(

𝑆𝑤

2𝐻
) = 𝑆  1 +  

𝑥2(𝑤)2

6𝐻2      (4) 

 

For a level span, the conductor length corresponding to 

𝑥 = 𝑆/2 is the half of the total conductor length and the 

total length, L, is [6]: 

 

𝐿 =   
2𝐻

𝑤
 𝑆𝐼𝑁𝐻  

𝑆𝑤

2𝐻
 = 𝑆  1 +

𝑥2(𝑤2)

24𝐻2             (5) 

 

The parabolic equation for conductor length can also be 

expressed as a function of sag, D, by substitution of the 

sag parabolic equation, giving [6]: 

 

𝐿 = 𝑆 + 
8𝐷2

3𝑆
                  (6) 

 

Conductor Slack is the difference between the conductor 

length, L, and the span length, S. The parabolic equations 

for slack may be found by combining the preceding 

parabolic equations for conductor length, L, and sag, D. 

 

𝐿 − 𝑆 = 𝑆3  
𝑤2

24𝐻2 = 𝐷2  
8

3𝑆
                             (7) 

 

The slack of the conductor in a span can contribute to the 

changes in conductor sag, such that: 

 

𝐷 =   
3𝑆(𝐿−𝑆)

8
                                                        (8) 

 

For inclined spans: they may be analyzed using 

essentially the same equations that are used for level 

spans. The catenary equation for the conductor height 

above the low point in the span is the same. However the 

span is considered to consist of two separate sections, on 

to the right of the low point and the other to the left of the 

low point. The shape of the catenary relative to the low 

point is unaffected by the difference in suspension point 

elevation. In each direction from the low point, the 

conductor elevation, relative to the low point is; 

 

𝑦 𝑥 =
𝐻

𝑤
𝑐𝑜𝑠ℎ   

𝑤

𝐻
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                   (9) 

 

 
Figure 1: The inclined catenary [7] 

 



 

 

The horizontal distance XL from the left support point to 

the low point in the catenary is given: 

 

𝑋𝐿 =
𝑆

2
 1 +  

ℎ

4𝐷
                                                (10) 

 

The horizontal distance, XR, from the right support point 

to the low point of the catenary is: 

 

𝑋𝑟 =  
𝑆

2
 1 −  

ℎ

4𝐷
                                                (11) 

 

From the inclined catenary span 𝑆1 is the straight-line 

distance between support points, 𝑆, horizontal distance 

between supports,ℎ, vertical distance between support 

points, 𝐷, the sag measured vertically from a line through 

the points of conductor support to a line tangent to the 

conductor [6]. 

 

The midpoint sag 𝐷 is approximately equal to the sag in 

a horizontal span equal to the length to the inclined span, 

knowing the horizontal distance from the low point to the 

support in each direction, the preceding equations for 

𝑦 𝑥 ,𝐿,𝐷 𝑎𝑛𝑑 𝑇 can be applied to each side of the 

inclined span, S1. Knowing the horizontal distance from 

the low point to the support point in each direction, the 

preceding equations for 𝑦 𝑥 , 𝐿,𝐷,𝑎𝑛𝑑 𝑇 can be 

applied to each side of the inclined span. The total length 

in the inclined span is equal to the sum of the lengths in  

𝑋𝑅 and 𝑋𝐿 sub-span sections [7]. 

 

𝐿 = 𝑆 +  𝑋𝑅
3 + 𝑋𝐿

3  
𝑤2

6𝐻2                 (12) 

 

 

2.2 Conductor position vector 

 

When we review the position of a stretched conductor as 

presented by author [7],  such that the position vector 

𝑋(𝑙, 𝑡)  =  (𝑋(𝑙, 𝑡),𝑌(𝑙, 𝑡)) with corresponding 

tension vector 𝑇(𝑙, 𝑡)  =
 𝑇(𝑙, 𝑡) (𝑐𝑜𝑠𝜓, 𝑠𝑖𝑛𝜓), where 𝜓 is the positively 

oriented angle between the cable tangent and the 

horizontal. The tension vector is tangent to the cable or 

the conductor because of the assumed negligible bending 

stiffness. Now considering a small cable element under 

tension𝑑𝑙. Due to gravity, cable tension, and inertial 

forces, this element is stretched however the mass remain 

the same. A conductor element is elongated in proportion 

to tension as indicated according Hooke’s law. 
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According to a Newton’s law, the internal tension and the 

external gravity forces are in equilibrium with the inertial 

forces, such that;  𝑑𝑇 =  𝑔𝑒𝑦  +  
𝑑2𝑦

𝑑𝑥2 𝑚 𝑑𝑙 
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The equation result in the limit 𝑑𝑙
𝑦𝑖𝑒𝑙𝑑𝑠
     0 are given by. 
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For the boundary and coupling conditions in the Figure 2, 

below 

 

 
Figure 2: Boundary and coupling conditions [7] 
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Where 𝜙 is the angle of the supension string. 

 

The mathematical approach help us to understand sag 

problem more clearly and the behavior of the 

transmission line under galloping conditions and to 

reduce various problem parameters in to a single clear 

problem. 

 

3. CURRENT TRANSFORMERS 

 

They are typically used for current measurement. 

However, their drawback is a narrow bandwidth and they 

are expensive and limited by their magnetic core 

characteristic. The CTs performance under distorted 

conditions is usually characterized by means of the 

frequency response test [1]. 

 

4. POWER LINE CARRIER 

 

It determines average overhead conductor height 

variations by correlating sag with measured variations in 

the amplitude of signals propagating between PLC 

stations [8], [9]. It is fundamentally based on the theory 

of natural modes supported by multi-conductor 

transmission lines. PLC system provides a highly reliable 

infrastructure for the transmission and reception of data, 

speech and protection signals between stations. 

This is not accurate as conductors swing differently in 

different conditions more specifically when we consider 

the wind induced vibrations.  

 

 

 

5. POWER DONUT 

 

5.1 Considering the Fourier’s law of heat conduction 

 

According to Fourier’s law of heat conduction presented 

by authors [2], [3], local heat flow in x direction is such 

that 𝑞𝑥 =  −𝑘
𝑑𝑇

𝑑𝑥
  where k is the thermal conductivity 

(𝑊/𝑚 ͦ 𝐶).𝑄 is the vector quantity and can have 𝑥, 𝑦 and 

𝑧 components. Therefore the heat transfer in a power 

transmission line conductor cannot determine the vertical 

movement of the conductor in real time. However it can 

help in the design of the line rating at initial stage. The 

power donut is installed on live conductor wires [2]. 

However, this device measures the conductor surface 

temperature rather than the core temperature for 

calculating sag. 

 

 

6. GLOBAL POSITIONING SYSTEM 

 

Based on a constellation of 24 satellites, which uses 

the Navigation satellite Timing and Ranging 

(NAVSTAR)  developed, launched and maintained 

by the United States government [4] , [5]. It is a 

worldwide navigation and positioning resource for 

both military (i.e., precise positioning service) and 

civilian (i.e., standard positioning service) 

applications. This method relies on accurate time-

pulsed radio signals in the order of nanoseconds from 

high altitude Earth orbiting satellites of about 11 000 

nautical miles with the satellites acting as precise 

reference points. These signals are transmitted on 

two carrier frequencies known as the L1 and L2 

frequencies. The L1 carrier is 1.5754GHz and carries 

a pseudo-random code (PRC) and the status message 

of the satellites. There is a potential in this 

technology, although there are some errors 

contributing to estimates. The differential GPS is 

generally used in order to decrease the selective 

availability errors. This mode consists of the base 

and the rover. The main disadvantage of the DGPS is 

the requirements of a second GPS receiver and 

corresponding communication equipment between 

the base and rover instruments.The accuracy of the 

direct instrumentation of overhead power line 

conductor sag measurement is about 19.6 cm range 

and 70% of the time. In the implementation of this 

technology, the phenomenon of the corona discharge 

in a transmission line conductor is a challenge in that 

it creates potentially intolerable conditions for radio 

reception in the 930MHz and 1.5 GHz frequency 

bands. This technique is promising; however the 

challenge such as electromagnetic interference (EMI) 

from the phase conductors is questionable.  

 

7. IMAGE PROCESSING 

 

 

In image processing an edge is the boundary between an 

object and its background appearance. This represents the 

frontier for single objects. If the edges of image objects 

are identified with precision all objects can be located and 

their properties such as area, perimeter and shape can be 

calculated. Edge detection is an essential tool for image 

processing technology. In some instances, image 

processing technique, uses automatic image analysis 

techniques for extracting information from the line 

insulators. This concerns the detection of snow overage 

on insulators on the line and the detection of swing angles 

of insulators with respect to the vertical position. It must 

be clear that no real-time detection of the actual 

transmission line is made by this technique; hence it 

cannot be translated or be linked to real time dynamic 

rating of the line. It is also a costly technique and its 

installation requires contact with phase conductors for 

actual placement of the correct point. 



 

 

 

8. ELECTROMAGNETIC COUPLING METHOD 

 
It is based on the magnetic field surrounding the 

conductor [7], [8], [11]. For different line configurations, 

the grounded wire position and the sag calculation need 

to be modified. Also, Electro Magnetic Interference from 

nearby transmission lines cannot be neglected. It 

calculates the current flow and line positions from the 

magnetic field emanated from the phase conductors.  

 

9. MAGNETO RESISTIVE SENSORS 

 

Provided the sensitivity of the magnetic sensors is 

sufficient, the electric and spatial information of the 

overhead line can be found by inverse calculation from 

the magnetic field measured at the ground level [6]. 

These sensors are still in early design, although 

experiments results are promising. The accuracy of this 

technique is questionable. Factors such as multiple power 

conductors, bundle conductors and image current due to a 

conducting ground have to be taken in to consideration. 

 

10. AUTONOMOUS ROBOT TECHNIQUE 

 

This technique uses electromagnetic energy from the line 

and run along the conductor while making the inspection 

[10]. The stability and reliability of this technique is 

questionable as the magnetic field emanated from the 

conductors always varies and the storage of such is a 

challenge. 

 

 

11. RADIO FREQUENCY IDENTIFICATION 

 

It uses electric coupled propagation properties to transfer 

energy from the radar to the transponder and from the 

transponder back to the radar. The radar system measures 

the path length for signals travelling from the transponder 

to the radar to determine the range hence the sag. 

Transponders are here simulated on the transmission line 

from the ground as Figure 1 depicts. 

 

Figure 3: Transponders on the transmission line 

 

 

Due to the uncertainties of environmental factors and the 

time spend by the transponder to respond to the radar 

instructions; the measured ranges contain significant 

errors. Therefore the distance from the transponder to 

ground calculated from the measured ranges has big 

errors. In Figure 5, the blue stare curve denotes the 

detection error without using the proposed method, and 

the measurement errors of the proposed method are 

denoted as circle red curve. The performance is better at 

Figure’s 5 and 6, where the capacitance of the line is 

considered to be smaller. 

 

 

 
 

Figure 4: Relative range stability 

 

 
Figure 5: Detection errors 
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12. CONCLUSION 

 

The current power system is ideally exposed to different 

factors such as galloping phenomenon which result in to 

sagging problem. The methods discussed in this paper 

mostly do the determination of sag by means of either 

devices/sensors which require electric field energy to 

operate. These devices are mounted on the live conductor 

or the line insulator. Although the PLC method is 

expensive and does the measurement by comparing 

average variation of amplitude signals, it is more safe and 

easy to operate in terms of data processing and 

monitoring. However the challenge still remains to 

develop a technique for real-time detection of the 

conductor itself. RFID radar could be more valuable in 

future if the errors and EMI challenge is overcome.  
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Abstract: Continuous growth of electricity and water/oil/gas consumption coupled with 

environmental factors, has force pipelines to share common corridors with high voltage transmission 

lines (HVTL), which induce voltage on the pipeline as a result of the magnetic field produced by the 

current on the lines. This may pose a serious danger to working personnel and even the coating 

materials of the pipelines.  The integrity and safety of pipelines may be compromised, leading to high 

cost of maintenance and repairs to owners of the pipelines. This paper focuses on the parameters that 

influence the magnitude of the induced voltage due to inductive coupling between an overhead 275 

kV transmission lines and an underground parallel pipeline using Carson’s equations for single circuit 

horizontal and vertical geometry. These parameters include variation in the length of parallelism of 

the pipeline with the HVTL, the position of the pipeline from the centre of the HVTL tower, the 

immediate soil resistivity in which the pipeline was laid and depth of the pipeline below the earth 

surface. The results obtained showed that the induced voltage on the underground pipeline increases 

with increase in the length of parallelism of the pipeline with the HVTL and the soil resistivity. The 

results also showed that the induced voltage decreases with increase in the distance of the pipeline 

from the centre of the tower and the depth of the pipeline below the soil surface.  
 

Keywords: Inductive coupling, Induced voltage, Carson’s equation, Ground wire, Underground 

pipeline, High Voltage Transmission Line. 

 

 

1. INTRODUCTION 

 

Induced alternating current (AC) degradation has become 

more widely recognized as a threat to the integrity of 

underground structures such as pipelines co-located with 

high voltage transmission lines, electric-powered rail 

transit systems and other structures where there are stray 

electric currents [1]. Long term AC interference on the 

pipelines due to electromagnetic radiation may cause 

corrosion due to an exchange of AC-induced current and 

voltages between pipeline and the surrounding soil. This 

may pose a danger to working personnel and affects the 

materials of the pipeline’s coating. AC affects the 

performance of cathodic protection (CP) system and 

shifts the CP potential applied on pipelines to deviate 

from the design value [2]. 

 

The AC carried by High Voltage Transmission Lines 

(HVTL) conductors create a time varying magnetic field 

which couples to any structures such as metallic pipelines 

in the vicinity of the HVTL, according to Flemings right 

hand rule, resulting in current and voltage being induced 

on such structures. Whenever electromagnetic lines of 

force cut through a conductor, a voltage is induced in 

such a conductor. This effect is shown in Figure 1 in 

which electromagnetic lines of force produced by HVTL 

cut through a nearby underground pipeline, thereby 

inducing voltage in it.  

 

It has been investigated [4-6] that the corrosion rate of 

most metallic pipelines can be accelerated in the presence 

of AC interference. AC interference between HVTL and 

nearby metallic structures can be divided in to three main 

types; inductive, conductive and capacitive coupling [7-

10]. 

 
Figure 1: Electromagnetic field from HVTL inducing 

voltage and current on a nearby underground pipeline as a 

result of inductive coupling [3]. 

 

Inductive coupling affects both aerial and underground 

pipelines that run parallel to or in the vicinity of HVTL, 

whereby voltage is induced in to the pipelines due to the 

time varying magnetic fields produced by the 

transmission line currents. The induced voltage causes 

current circulation between the pipeline and the 

surrounding soil. Capacitive coupling only affects 

structures located above ground since these have a 

capacitance to both the HVTL and to the earth [11]. 

“Resistive coupling between a HVTL and a metallic 

pipeline is only relevant during ground fault where 

significant levels of current flows into the ground” [11].   

  

AC corrosion is caused by current exchange between the 

soil and buried pipelines. This exchange of current 

mailto:kezman0474@yahoo.com
mailto:abeBT@tut.ac.za


depends on the voltage induced on the pipelines [12]. The 

magnitude of the induced voltage varies with some 

parameters such as; the separation between the phase 

conductors, the height of the HVTL and other varying 

parameters mentioned earlier. It is then necessary to 

evaluate and analyze the magnitude of such voltages as 

the various parameters changes. 

 

Various works have been done to see the effects of 

magnetic field and induced voltages on pipelines. Lalvani 

and Lin (1996) worked on a revised model for predicting 

corrosion of materials induced by alternating voltages 

[12]. From their work it was concluded that increased 

peak potential on pipeline always results in corresponding 

increase in the root mean square current, which in turn 

increases the absolute ratio of anodic to cathodic tafel 

slope, leading to accelerated corrosion. Nelson, (1986) 

works on Power System in close proximity to pipelines 

[13]. He calculated the induced voltage on underground 

pipeline considering horizontal geometry of the line. 

M’hamed et al., (2014) also present a conference paper 

on AC corrosion induced by HVTL on cathodically 

protected pipelines [14]. Their work asserts that current 

density varies linearly with induced voltage. In view of 

this, there is need to investigate and analyze the variation 

in magnitude of induce voltage on pipelines. 

In this paper, we use Carson’s equation to evaluate the 

induced voltage on pipeline under inductive coupling. 

Inductive coupling was chosen because the pipeline of 

interest is an underground structure in close proximity 

with a 275kV HVTL. Also both horizontal and vertical 

geometry of the transmission line were considered. 

 

 

2. METHODOLOGY  

 

For this study, a single-circuit 275kV, 50Hz with two 

overhead (shield) ground wires was considered in both 

horizontal and vertical geometry. The pipeline was a 

single underground pipeline with 2km length of 

parallelism with the HVTL. The pipeline position from 

the centre of the transmission tower was taken to be 30m 

according to Table 1 [3]. Other parameters used for this 

work were given in table. The soil resistivity was 

assumed to be homogenous (100 𝜴m) and later varied to 

see its effects on the induced voltage. The resistance and 

reactance of the ground wire conductor used were 1.0427 

𝜴/km and 0.4331 𝜴/km according to [13]. Using Carson's 

equations, the voltage induced on the pipeline 

considering the effect of both the phase conductors and 

the overhead ground or shield wire is given by (1) 

 

pggpggBpBWpWRpR ZIZIZIZIZIVp 2211 

(1) 

 

where     is the voltage induced on the pipeline;   ,   , 

and     are the full load phase currents in the red, white 

and blue phase respectively.      ,    , and     are the 

mutual impedance between the phase conductors and the 

pipeline;    and     are the current on the ground wires 

above the tower;      and      are the mutual impedance 

between the ground wire and the underground pipeline. 

 

 
 

Figure 2: Single circuit horizontal geometry of HVTL 

and underground pipeline. 

 

 Since the overhead ground wire is always connected 

directly to the ground we can assume that    and     are 

zero [13] so that (1) reduces to 

 

   BpBWpWRpR ZIZIZIVp                  (2) 

 

Considering symmetrical component of a three phase 

power system, the induced voltage [13] is given by; 
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0  is the zero 

sequence phase current. According to [13], at a point 

further away from phase conductors of the line,     , 

   ,     became equal so that, 01 2  aa , from 
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So that the voltage induced will be a function of the zero 

sequence current as, 
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Figure 3 shows the equivalent diagram for the horizontal 

geometry of HVTL and underground pipeline illustrated 

in Figure 2. It consists of three circuits, the ground wire, 



the phase conductors and the pipeline. Individual effects 

of both the ground wire and the phase conductors on the 

pipeline are analyzed thus: 

 

 
Figure 3: Equivalent diagram for the single circuit 

horizontal geometry of HVTL and underground pipeline. 

 

The horizontal distance d, between the pipeline and the 

centre of the HVTL is given in Table 1. For this work, 50 

meters was chosen because we are working on 275kV 

line. 

Table 1: Minimum horizontal spacing between 

HVTL and pipelines 

HVTL Minimum 

horizontal 

spacing from 

pipeline (m) 

Voltage less than 69kV, 

parallel for more than 1.6km 

30m 

Voltage of 69kV and more, 

parallel for more than 1.6km 

150m 

Up to 330kV, parallel for 

more than 1.6km 

30m 

Up to 500kV, parallel for less 

than 1.6km 

50m 

Up to 1000kV, parallel for 

less than 1.6km 

85m 

    (Source: [3]). 

 

 

The coupling factor    , and the mutual impedances      

(in 𝜴/km) between the line and the pipeline is given by 

(6-9) [13]. 
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where      is the mutual impedance between the phase 

conductors and the pipeline,     , mutual impedance 

between the phase conductors and the ground wires,    , 

the mutual impedance between the ground wires and the 

pipeline,    and     are the earth resistance and reactance 

factors. These values depend on the operating frequency 

of the power line and the soil resistivity. For 50Hz, the 

values are shown in Table 2 which was calculated using 

(10-11) [13, 15]. 
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Table 2: Zero sequence resistance and inductive 

reactance factor 

Factor Soil Resistivity (𝜴m) Factor value  

(𝜴/km) 

re All resistivity value 0.1477 

Xe 1 1.0787 

5 1.2304 

10 1.2958 

20 1.3611 

30 1.3993 

50 1.4475 

100 1.5128 

150 1.5510 

200 1.5782 

300 1.6164 

 

 PCpdX , is the mutual reactance between the phase 

conductors and the pipeline,  PCgdX is the mutual 

reactance between the phase conductors and the overhead 

ground wire and  gpdX is the mutual reactance between 

the overhead ground wire and the pipeline. The 

impedance of the ground wire (in 𝜴/km) is given by (12) 

[13]. 
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where    and     are the resistance and reactance of the 

ground wire conductor in 𝜴/km,  gdX
 

is the space 

reactance of the ground wire and n is the number of 

ground wires on top of the HVTL tower.  The space 

reactance of the ground wire (in 𝜴/km) is given (13) [13].  
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where      , is the geometric mean distance between the 

two overhead ground wires. The mutual reactance

 PCpdX , between the phase conductors and the pipeline 

[13] is given by (14) 

 

   
  PCpPCpd DX 10log1736.00896.0                (14) 

 

where     , is the geometric mean distance between the 

phase conductors and the pipeline; is     , is the 

geometric mean distance between the phase conductors 

and the two overhead ground wires and    , is the 

geometric mean distance between the two overhead 

ground wires and the pipeline.      is given by (15) 
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where          and     are the geometric mean 

distance between red, white and blue phase conductors 

and the pipeline and these can be evaluated from Figure 3 

using Pythagoras theorem. Therefore, the geometric mean 

distance between red, phase conductors and the pipeline 

is given by 

 
   

   22
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               (16) 

 

Other geometric mean distances were also calculated 

using the same approach. The self-reactance (in 𝜴/km), 

between the phase conductors and the overhead ground 

wire and its geometric mean distance is given by (17-18) 

[13], 
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The self-reactance between (in 𝜴/km) the overhead 

ground wire and the pipeline and its geometric mean 

distance is given by (19-20) [13], 

   
  gpgpd DX 10log1736.00896.0                (19) 
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The maximum induced voltage on the pipeline is given 

by (21) 

 

   KLZIV CFp  03              (21) 

 

where   , is the length of parallelism of the pipeline with 

the transmission line in (km) and K is the shielding factor 

of the earth wire due to inductive coupling. For 

Aluminium Conductor Steel Reinforce (ACSR) with dc 

resistance less than 0.5𝜴/km, K=0.55 for two ground 

wires and 0.77 for one ground wire [16].  

For single circuit vertical geometry of the line, Figure 4 

shows vertical geometry of HVTL and an underground 

pipeline. The equivalent diagram for the vertical 

geometry of the HVTL and the underground pipeline is 

shown in Figure 5. 

 

 
Figure 4: Single circuit vertical geometry of HVTL and 

underground pipeline. 

 

 

 
Figure 5: Equivalent diagram for single circuit vertical 

geometry of HVTL and underground pipeline. 

 

The expression for calculating the induced voltage on 

pipeline, the coupling factor and the various mutual 

impedances still holds for single circuit vertical 

geometry. The geometric mean distances are calculated 

using the same approach applied in the horizontal 

geometry. For this case (vertical geometry), the number 

of overhead ground wire is one as shown in Figure 5. 

Table 3, shows the varying parameters used for the 

analysis and the calculations we performed using 

MATLAB.  

 

Table 3: Operating parameters used for simulations  

(for 275kV, 50Hz) 

S/n Parameters Horizontal 

Geometry 

Vertical 

Geometry 

1 Pipeline position from 

the canter of the HVTL 

tower.  

30m 30m 

2 Height of the 

transmission tower above 

ground to the last 

conductor 

12m 12m 

3 Depth of pipeline 

beneath the soil surface. 

1m 1m 

4
 

Separation between the 

phase conductors. 

*
10m 

**
8m 

5
 

Length of parallelism of 

the pipeline with the 

HVTL 

2km 2km 

6 Soil resistivity in which 

the pipeline was laid 
100 𝜴m 100 𝜴m 

7 Separation between the 

phase conductors and the 

overhead ground wires 

8m 4m 

8 Separation between the 

overhead ground wires 

8m  

9 Resistance and reactance 

of the ground wire 

conductor 

1.0427 𝜴/km and 

0.4331 𝜴/km 

 
*
Horizontal separation between the phase conductors. 

**
 Vertical separation between the   phase conductors. 

 



 

3. RESULTS AND DISCUSSIONS 

 
Using the parameters in Table 3, the results of the 

analysis which was simulated in MATLAB are presented 

in Figure 6 to Figure 9. Figure 6 shows variation of the 

induced voltage with different pipeline position from the 

centre of the HVTL for the horizontal and vertical 

geometry, with 2km length of parallelism and 1m below 

the soil surface. From this figure it can be seen that the 

induced voltage has a maximum value at a distance too 

close to the tower and decreases as its distance from the 

centre of HVTL increases. This indicates that the 

underground pipeline should be far away from the centre 

of HVTL to reduce the voltage that might be induced on 

the nearby pipelines.  

 
Figure 6: Variation of induced voltage with distance of 

the pipeline from the centre of HVTL 

 

Figure 7 shows the variation of the induced voltage with 

depth of the pipeline below the soil surface, with 2km 

length of parallelism and 30m from the centre of the 

tower. From the figure, it can be seen that the induce 

voltage decreases with increase in the depth of pipeline 

below the soil surface. This means that as the pipeline is 

buried far below the soil surface, the magnitude of the 

induce voltage on the pipe decreases. 

 
Figure 7: Variation of induced voltage with depth of the 

pipeline below the soil. 

 

Figure 8 presents the effects of the length of parallelism 

of the pipeline on the induced voltage on the pipeline, at a 

distance of 30m from the canter of the tower and 1m 

below the soil surface. It can be observed from the figure 

that the magnitude of the induced voltage increases as the 

length of parallelism increases. This means that the 

induced voltage on the pipeline has a direct proportion 

relationship with its length of parallelism. It can also be 

observed from the figure that, the magnitude of the 

induced voltage is lower for pipeline sharing corridor 

with transmission line having horizontal geometry than 

that of vertical geometry. 

 
Figure 8: Variation of induced voltage with the length of 

parallelism of the pipeline. 

 

Figure 9 shows how the induced voltage varies with the 

soil resistivity in which the pipeline was buried. From the 

figure it can be observed that, the magnitude of the 

induce voltage on the pipeline increases as soil resistivity 

increases. The figure also points out that transmission 

lines with vertical geometry carrying the same operating 

voltage with the horizontal geometry induce more 

voltages on the pipeline than that of the horizontal 

counterpart. 

 
 

Figure 9: Variation of induced voltage with soil 

resistivity 
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4. CONCLUSION 

 

The effects of various parameters on the magnitude of the 

induced voltage on underground pipelines due to the time 

varying magnetic field produced by AC current on the 

HVTL has been analyzed using Carson’s equations; and 

the results were simulated in MATLAB. The results 

obtained showed that the magnitude of the voltage 

induced on the pipeline varies as those parameters used 

changes. The magnitude of the maximum induced voltage 

on the underground pipeline increases; as the length of 

parallelism of the pipeline with the HVTL increases and 

as the soil resistivity increases. The results also showed 

that the induced voltage decreases as horizontal distance 

between the pipeline and the HVTL increases and as the 

depth of the pipeline below the soil surface increases.  

 

It can also be concluded that the magnitude of the 

induced voltage on the buried pipeline varies with phase 

geometry on the transmission line tower. Its magnitude is 

higher for vertical geometry than horizontal geometry of 

the same transmission potential and load currents. From 

the analysis described above, if pipeline must share 

common corridor with high voltage transmission lines, it 

will be better to share corridor with tower having 

horizontal phase geometry than the one with vertical 

phase geometry. 
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Abstract: The integrity of solid insulation in high voltage system is an important factor to be considered 

in maintaining the normal operation of the equipment.  Thus, this analysis presents partial discharge 

measurement in artificial defects in 11kV XLPE insulation.  The partial discharge measurement was 

conducted in a solid insulation sample with typical known defects of spherical and slot shapes at specific 

locations in the insulation.  Analysis was done using the phase-resolved measurement principle which 

determines the partial discharge magnitude (q), phase of partial discharge occurrence (Φ) and partial 

discharge number (n).  As a result, it was found that the generation of partial discharge patterns of the two 

voids can be separated from each other with the increment of the applied voltage.  Hence, the proceeding 

results obtained in this very examination are detailed via phase-charge-number (Φ-q-n). 

Keywords: Partial Discharge, Phase-resolved, Insulation, PD magnitude, PD number. 
 

1. INTRODUCTION 
 

Electric power systems include a large number of expensive 
and important power cables of different ages manufactured 
and installed over many decades [1].  Investments in power 
cables are capital intensive with long life and of great 
economic importance [2]. This has resulted in higher 
demands by the electricity industry to create an increased 
focus on the need to obtain higher performance, reliability, 
and asset life span [3].  
 
Partial discharge (PD) seems to be a somewhat, inevitable 
part of the life of most insulating systems for high voltage 
equipment. Increasing interest arose in 1930s, when its 
degrading effect on high voltage insulation became 
problematic. Early studies used ultrasonic detection 
techniques to assess discharge activity in oil.  From 1960, 
PD was studied intensively in terms of fundamental 
physics, its effect on insulating systems, and how best to 
measure and monitor it with time [4].  
 
Partial discharge is defined as a local dielectric breakdown 
that only partially bridges the insulation system between 
conductors under high voltage (HV) stress.  The main 
causes for the partial discharge are cavities within the solid 
and liquid dielectrics [5].  The existence of either a highly 
non – uniform electric field as in corona discharge, or in a 
situation where the insulation has a weak point such as a 
gas-filled void, usually results in the occurrence of a partial 
discharge, which limits the lifetime of an insulation system 

due to its deteriorating effect.  High-energy electrons or 
ions can cause deterioration of the insulation material 
during partial discharge on the surface or inside an 
insulation material, thus this bombardment may result in 
chemical decomposition in the insulation material, which 
could finally result in the complete breakdown of the 
insulation [6]. 
 
The insulation systems of high-voltage power cables are 
subjected to different kinds of stresses during their service 
life, and thus suffer degradation and deterioration that can 
lead to a reduction of life, which in turn lowering the 
reliability of electrical power systems [1].  One of these 
high stress situations occurs when the insulation shield 
(screen) is removed from a cable resulting in high potential 
gradients  being concentrated at the cutback point, causing 
high electrical stress [7].  
 
This paper presents partial discharge measurement in 
artificial defects in an 11kV XLPE insulation system. The 
partial discharge measurement was conducted in solid 
insulation sample with known defects of spherical shape 
and slot shape at specific location in the insulation using the 
method of phase-resolved measurements technique.  The 
phase-resolved measures the partial discharge magnitude 
(q), phase of partial discharge occurrence (Φ) and partial 
discharge number (n).  The results obtained are discussed 
through Φ-q-n.  
 
 



 

 

2. INTERNAL DISCHARGES 
 

The electric field in air-filled cavities is higher than the 
electric field in the materials because of the difference in 
their dielectric constants, as well as the shape of the cavity.  
In solid insulating materials, cavities are of irregular shape.  
The cavities in solid insulations can be broken down as a 
result of the presence of certain particles such as metallic 
particles, the presence of a charge on the cavity, and semi-
conducting deposits on the surface of the cavity.  Figure 1 
shows partial discharge electrode configurations [21]. 
 

 
 

Figure 1: Partial Discharge Electrode Configurations 

These remaining charges change the electric field of the 
cavity and the next discharge takes place at different 
locations of the cavity. When the alternating voltage is 
applied, the discharges of opposite polarities are produced 
alternatively. There are charge clusters of opposite 
polarities at different sites of the cavity that result in 
discharge on the cavity’s surface inside the insulating 
materials.  A conducting channel is formed between the 
electrodes that bridge the cavity.  It results in insufficient 
voltage for the breakdown of gas, and at the end, the 
discharge extinguishes.  The extinction voltage is less than 
the inception voltage because after the initial discharge, a 
lower voltage is required to maintain the discharge; it can 
be 25 percent lower in many cases.  If cavities are small (< 
0.15 mm) and filled with air at atmospheric pressure, 
discharges cannot be detected by pulse discharge detectors. 
These types of discharges are called pseudo-glow 
discharges.  The cavities or voids of such small dimensions 
are not dangerous for solid insulations [8, 9]. 

 
3. AGEING AND BREAKDOWN DUE TO PARTIAL 

DISCHARGE 
 

During manufacturing process, the gas-filled cavities are 
created within the dielectric or adjacent to the interface 
between the insulation and the conductor. When a voltage 
is applied to such insulation, the discharges occur in gas-
filled cavities and result in the transfer of charges between 
two points to cause discharges of cavity capacitance. The  

deterioration is produced in insulation from this charge on 
the dielectric surface and the charge transfer results in 
forming a dipole moment, and the field in the cavity 
opposes the applied electric field; therefore, the discharge 
extinguishes.  The degree of ageing depends on inception 
voltage and discharge magnitude.  However, the inception 
voltage is dependent on the thickness of the cavity and the 
permittivity of insulation.  The electric field stress in the 
cavity filled with gas is given by [18], 
 

Ecavity= 
��

��
 × E    (1) 

 
Where: 

E = the electric field strength of insulation, 

ℇi = relative permittivity of insulation  

ℇc = relative permittivity of air in cavity 

Ecavity = the electric stress in the cavity (Note: it will be 

more than the breakdown strength of gas in cavity). 

For the breakdown of gas in the cavity, the discharge has to 
start at one end and progress to the other end. The discharge 
phenomena in small cavities can be modelled by using 
Townsend’s discharge mechanism.  According to this 
theory, the breakdown voltage is a function of pressure in 
the cavity and the size of the cavity [19]. 

In uniform fields, the Townsend's criterion for breakdown 
in electropositive gases is given by the following equation, 

γ (eαd - 1) = 1     (2) 
 
or        αd = ln (1/  + 1)    

 
where the coefficients α and γ are functions of E/p and are 
given as follows: 
 

α =  pf1 (
��

�
)      (3) 

 
and 

γ =  f2 (
��

�
)      (4) 

where: 

 E0 = the applied electric field, 

p = the gas pressure, 

In a uniform field electrode system of gap distance d, 



 

 

Eb = 
�	



      (5) 

Where: 

 Ub is the breakdown voltage and Eb the corresponding field 
intensity.  Eb is equal to the electric strength of the 
dielectric under given conditions.  When the applied field 
intensity E0 = Eb , the Townsend's criterion for breakdown 
in electropositive gases in uniform field can be represented 
in terms of the product of the gas pressure and the electrode 
gap distance 'pd' as, 

f2 (
�	

�

){exp [pdf1 (

�	

�

)] – 1}=1    (6) 

 
Ub = F (P × d)    (7) 
 

From expressions 1 and 7, it is possible to calculate the 
breakdown voltage and maximum permissible electric field 
strength of insulating material in order to avoid the partial 
discharge [20]. 
 

 
4. PARTIAL DISCHARGE ACQUISITION SYSTEM 

 
The ICMmonitor is the part of the Power Diagnostix 
Systems GmbHICM series of digital partial discharge 
detectors.  It is a compact stand-alone instrument for 
evaluating the condition of medium and high voltage 
insulation. The instrument can be  used over a range of 
frequency of applied voltage, including power system 
frequency (50/60Hz) and very low frequency (0.1Hz). 
Furthermore, it provides high-resolution, digital, partial-
discharge patterns for characterisation of defects in inter 
alia transformers, cables and bushings. 
 
A wide range of external preamplifiers provides control of 
the frequency range in which partial discharge activity is 
detected from 40Hz up to 2GHz. The ICMmonitor features 
various noise handling techniques. The noise-gating module 
can be connected to an antenna or a current transformer to 
sense and remove noise without losing significant partial 
discharge data. Another method available is the simple 
windowing, in which phase-stable noise is blocked out for 
portions of each applied high voltage wave. Similarly, a 
low-level discriminator (LLD) can be set to a certain level 
in order to reduce noise.  
 
 
 

5. EXPERIMENTAL SETUP 
 

Two artificial defects of different shapes and sizes were 
prepared in one sample in other to determine the influence 
of applied voltage on partial discharge.   

The sample used  for these measurements consists of 11 kV 
XLPE insulated cable with additional heat-shrink insulation 
applied across the XLPE to form a multi-layer insulation.  
Artificial defects were introduced in the XLPE and heat-
shrink insulation.  Figure2 shows the test sample that was 
used in the experiment. The first defect (cavity) was 
artificially created by drilling a 2mm diameter hole in the 
XLPE insulation of the sample. The cavity was covered 
with one layer of heat shrink insulation having a 
longitudanal slot cut into it before being covered by another 
layer of heat shrink insulation. 
 

 
Figure 2: Artificial voids in solid insulation 

The circuit arrangement shown in Figure3 below is the 
conventional PD test circuit in accordance with IEC 60270 
[10] consisting of 50 Hz ac power supply, the test sample, 
the Coupling Capacitor (Cc), the measuring impedance  
(Zm), and the PD measuring device which consist of the 
ICMmonitor from Power Diagnostix and personal computer 
with software to evaluate and save the data.   
 

 
 
 
 
 

Figure3.  Partial discharge measuring circuit 
 
 
 



 

 

6. PHASE-RESOLVED PARTIAL DISCHARGE 
PATTERNS 

 
A phase-resolved partial discharge technique provides 
comprehensive information to analysed properties of 
the defects in insulation materials. The Phase-resolved 
partial discharge (PRPD) pattern indicates the defect’s 
geometry, the availability of the initial detection and 
the properties of the contributing materials [16].  The 
horizontal axis is the phase angle where partial 
discharge pulses occurred while vertical axis is the 
partial discharge charge magnitude in pC.  Each point 
has a colour, which represents the number of partial 
discharges that occurred with given amplitude and 
phase (a brighter colour indicates a higher number) 
[11, 12]. Figure 1(a) and 1(b) shows the different 
between the traditional 3D pattern and the 3D PRPD 
patterns. 

(a) Traditional 3D Pattern 
 

 
 
 
 
 
 
 
 
 
 
 

 
         (b) Modern 3D PRPD pattern 
 
 

7. RESULTS AND DISCUSSIONS 
 

The measurements were carried out by varying the voltage 
in different levels. The acquired PD was measured at 2 kV 
2.5 kV, 3.5 kV, 4 kV and 4.5 kV.  Figure 4 shows phase 

resolved patterns for the partial discharge activities of the 
test samples in Figure2 consisting of two cavities 
positioned on different insulating materials.  This phase-
resolved plot displays all discharge pulses obtained during a 
60-second interval at different magnitudes of applied 
voltages.  
 
  

(a) 36.8 pC at 2 kV 
 
 

 
(b)70.5 pC at 2.5 kV 

(c) 121.1 pC at 3.5 kV 



 

 

(d) 138.8 pC at 4 kV 

                           (e)  268.4 pC at 4.5 kV  

Figure4: PRPD patterns obtained at different voltages  
 

When the applied voltage is higher, the numbers of partial 
discharges per cycle, total charge per cycle and the 
maximum magnitude of the cavity discharge would be 
higher. A partial discharge normally occurs in the cavity 
when the electric field in the cavity is higher than the 
inception field and there is an initial free electron to start an 
avalanche process [14]. At higher applied voltage, the 
electric field in the void increases faster towards the 
inception field resulting in more discharges in one of the 
applied voltage cycles.  
From these figures, it can be seen that the discharges occur 
within two voids of different diameters.  Figure4 (a) shows 
the single discharge pattern when 2 kV was applied.  
However, increasing applied voltage, shows the two voids 
separating from each other as seen in Figure4 (c, d & e).  
Generally, it is seen that partial discharge pulse appears 
around 30º - 90º phase angle in the positive half cycle, and 
150º - 270º phase angle in the negative half cycle of the 
applied voltage.  The non-symmetrical partial discharge 
pattern indicates either a strongly non-symmetrical 
electrical field or an interface contributing to the discharge 
showing different amount of free electrons to be accelerated 
in the electrical field [15]. 
When partial discharges occur within two different size 
voids, discharges can be seen at a higher repetition rate 
within one of the voids by referring to the pattern that 

occurs near the minimum charge magnitude (the bottom 
pattern) [17].   

Referring to figure4(c and d), the number of partial 
discharge is higher at the bottom than the upper part of the 
pattern.  This is due to higher initial free electrons in the 
void to initiate discharges, resulting in larger probability of 
partial discharge to occur.  Therefore, within one cycle of 
the applied voltage, more PDs occur, could be seen by the 
high density of partial discharge distribution pattern. 
However, there is a smaller number in the upper part of the 
pattern due to lower initial free electrons to cause the 
occurrence of partial discharge in the other void.  Hence, 
most of partial discharges occur after certain time delay 
when the inception field has been exceeded.  Thus, there is 
a lower number of partial discharges per cycle, which can 
be seen by the low density of partial discharge distribution 
in the upper part of the pattern [17]. 
 

8. CONCLUSION 
 

A three-dimensional (3D) phase-resolved partial discharge 
in Power Cables has been studied to analyse the defects in 
the insulation materials using the electrical method of 
partial discharge detection [18].    It is inferred that the 
occurrence of partial discharge is highly depends on the 
applied voltage.  Hence, from the phase-resolved pattern 
obtained, it is established that partial discharge patterns 
from two different cavities can clearly be seen as the 
voltage increases as well as the magnitude of the 
discharges.   
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Abstract: This paper reports on the experimental evaluation of the relationship between mechanical 

loads and bending amplitudes of overhead transmission lines (OHTL) caused by wind-induced 

Aeolian vibrations. These loads may have an influence on the long-term performance of insulators 

which are still under investigation. The methods proposed here are the swept-sine test and the bending 

amplitude test. By selecting the resonance frequencies in the range of 7-25Hz, the peak-to-peak 

mechanical loads caused by the vibrating conductors on the insulator were measured by a force 

transducer, while a displacement transducer was measuring in the range of 0.1 to 1.0 mm the peak-to-

peak bending amplitude of the conductor. The dynamical loads caused by two ACSR Aluminium 

Conductors Steel-Reinforced, i.e. Tern 45Al./7St. and Pelican 18Al./1St. were collected as a function 

of the bending amplitude. A comparative study between different clamp configurations was 

completed at four conductor static tensions on levels (15-30%UTS with 5% of increment) for both 

conductors. 
 

Keywords: Aeolian vibration, bending amplitude, dynamic loads, suspension clamps, composite 

insulator 

 

 

 

1. INTRODUCTION 

 

High-voltage transmission lines are used to transport the 

electric power from the generation plant to the end-users. 

Mounted to the towers and held by insulators, the 

overhead line conductors are exposed to pollution and 

weather (rain, wind, and ice). In particular, wind, ice 

loads, temperature variations, and the conductor tensions, 

impose mechanical loads on the conductors. When a 

smooth, steady crosswind blows onto a conductor at low 

wind-speed (1-7m/s), a mechanical phenomenon called 

Aeolian vibration occurs. This is characterized by low 

amplitudes (approximately one conductor diameter) and 

relative high frequencies (5-120Hz) [1, 2].  

 
Fig. 1 Suspension clamp/conductor schematic [3] 

Aeolian vibration is an unexpected but undesired 

phenomenon, because of its dynamic character. Different 

types of vibration-protection fittings (Stockbridge 

dampers, spiral impact dampers, etc.) are used to reduce 

and minimise its effects which possibly leads to fatigue 

failures. The first signs of failure on a conductor usually 

appear at the clamp edge (CE). Previous studies have 

shown that the critical areas of a vibrating conductor were 

near suspension clamps (Fig.1), but also at Stockbridge-

damper and spacer-damper clamps. The mechanical 

behaviour of the vibrating conductor (i.e. its bending 

stiffness, bending amplitude, self-damping, etc.) is 

complex, because of the structure of the conductor, which 

is an assemblage of different twisted strands from 

different materials. This dynamical behaviour depends on 

the tension, vibration frequency, vibration amplitude, and 

the temperature of the conductor [1]. For the relationship 

between the bending amplitude and the bending strain of 

a vibrating conductor, the so-called Poffenberger-Swart 

(P-S) formula is often used, whereby the conductor is 

assumed to be a homogeneous and uniform standard 

beam under tension, whose stiffness is simply the sum of 

single-wire bending stiffness, thus disregarding inner 

friction as stipulated by Papailiou [4, 5].  

In this paper, the mechanical loads and stresses which 

occur during the conductor vibration are evaluated by 

using the bending amplitude method (Fig. 2) [3, 5, 6].  

 
Fig. 2. Bending amplitude method  
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The main intent of this paper is to determine the 

mechanical loads acting on composite insulators by two 

types of Aluminium Conductor Steel-Reinforced (ACSR) 

as a function of their peak-to-peak bending amplitude. 

The test set-up is based on international standards [7, 8], 

and the tests were performed in the VRTC (indoor 

laboratory facility) on a span 84.6 m long. An anchor 

tower, on which different clamp configurations and 

transducers were fixed, was placed at mid-span. Three 

clamp configurations were used: a blocked clamp, as 

recommended by the IEEE standard, a pivoted clamp, 

and a clamp mounted on a suspension insulator which 

was free to move. In addition, four different static 

tensions at 15-20-25-30% UTS (ultimate tensile strength) 

were used during the tests. 

 

 

2.  GENERAL MATHEMATICAL MODEL OF THE 

CONDUCTOR 
2.1 Strouhal number 

 

The winds cause the conductors to vibrate in transverse 

direction at the same frequency of the so-called von 

Kármán vortices, which produces a vertical pulsating 

force. The vibration frequency may be approximately 

calculated by using a non-dimensional number  

(0.185), called the STROUHAL number [1, 9]: 

 

D

v
f 185.0   

(1) 

 

with f: the vibration frequency (m/s);  

         v: Wind speed (m/s); and  

        D: Conductor diameter (m). 

  

2.2 Equation of the Conductor 

For building up a mathematical model of the Aeolian 

vibration of a single conductor, many assumptions have 

to be adopted. For instance, the conductor is considered 

to be uniform and inextensible, and the bending stiffness 

of the conductor is disregarded. Furthermore, the effect of 

the wind along the span is considered constant and 

continuous. 

.  

Fig. 3 Infinitesimal force distribution for vibrating 

conductor 

Referring to Fig. 3, f(x,t) is the exciting force of the wind 

on the conductor, Q is the shear, and M the bending 

moment of the conductor differential element. This model 

leads to the following non-linear partial differential 

equation of the fourth order for the conductor [9]:  
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whereby T: Horizontal conductor tensile force;  

m: Conductor mass per unit length;  

EI: Conductor bending stiffness;  

y: Displacement of conductor under vibration; 

 t: Time; and  

x: Axial coordinate. 

The bending stiffness of the conductor during its 

alternative bending motions lies between its minimum 

and its maximum value; however, since the conductor is 

composed of twisted wires of aluminium and steel, the 

calculation of the bending stiffness is quite complex. For 

high bending amplitude values, the strands of the 

conductor are considered moving without any friction, 

and independently, around their own axes [4].  
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where Nal is the number of aluminium strands, Nst the 

number of steel strands, dal and dst the diameters of 

aluminium and steel strands, respectively,  Eal and Est  the 

modulus of elasticity of aluminium and steel strands, 

respectively; while for the upper bending stiffness limit, it 

has been assumed that the strands form a homogenous 

body. 
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with Ni the number of the strands per layer, di the 

diameter of the strands, and R the layer radius.  

  

The following relationship gives the frequencies of a 

conductor span as a function of its average bending 

stiffness EI 
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with n the mode number, Ni the number of the strands per 

layer, m the mass per unit length of the conductor, L the 

span length, and T the tensile loads.   

 

The bending stiffness is very small, therefore its influence 

on the resonant frequencies may be ignored. All resonant 

frequencies are an integer multiple of the resonant 

frequency corresponding to the first mode shape. 



3. EXPERIMENTAL SET-UP & PROCEDURE 

3.1 Bending amplitude method 

The IEEE Transmission and Distribution Committee has 

established a standard method called bending amplitude 

method which is considered suitable for assessing 

conductor vibration (Fig 2) [1, 6, 8]. The EPRI 

methodology which is based on the P-S formula, assumes 

direct measurements of the bending amplitude, preferably 

at 89 mm of the last point of contact (LPC) of the 

suspension clamps [5]. The bending amplitude has been 

valuable in establishing a relationship with the bending-

dynamic strain, and subsequently with the dynamic stress, 

and the fatigue of the power line conductors. 

3.2 Experiments Description 

 

A schematic depiction of the test bench, including an 

anchor tower (at mid-span), is shown in Fig 4. The test 

apparatus is similar to other overhead line test benches; 

these have been described by the authors elsewhere [8]. 

The experimental set-up is composed of one conductor 

line held between two blocks and clamped at each end by 

rigid clamps. The conductor line is then forced to vibrate 

at its natural frequencies. In addition, and in order to 

ensure a constant static tension of the vibrating  

conductors, an arm loaded with dead-weights, and 

equipped with load cells (constant tension device), was 

used to control the tension of the conductor. Additionally, 

an anchor tower was placed at mid-span. The possibility 

of having different suspension clamp configurations has 

been achieved by a movable fixation system which 

allows maximum of flexibility whether to block or hold 

the clamp. 

Thus, three clamp configurations are considered here: 

 Non-articulated, with no suspension insulator; 

 Articulated, with no suspension insulator. 

LVDT 

 
 Pivoted Clamp 

              Force Transducer 

 
      Blocked Clamp 

Fig. 5 Montage of the clamp configuration  

 

For these two first configurations, the clamps are fixed 

directly to the force transducer (Fig. 5); and 

  A suspension insulator which was mounted on 

the force transducer (Fig. 6).  

The clamp-configuration using a non-articulated clamp is 

essentially the approach recommended by IEEE, and 

considered as standard compared with other support-

configurations [8]. An electrodynamic shaker was used to 

keep the conductor under steady vibrating conditions 

(both amplitude and frequency) at its natural frequencies. 

Instrumentation included a force transducer to measure 

the mechanical loads, while the plunger of a linear 

variable-displacement transducer (LVDT) placed on the 

conductor at 89 mm from the mouth of the clamp was 

measuring the bending amplitude (Fig 5 and Fig 6). 

Piezo-accelerometers were   used    to control   the   

dynamic behaviour of the span (velocity, amplitude, 

accelerations, and displacement).  

 

Two types of exciter-cable connection were used to 

excite the conductor. The elastic connection equipped 

with a quartz load-cell was used during the sweep 

method, and the energy exchange between the shaker and 

the overhead line conductor was measured.  
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Fig.4 Schematic view of the laboratory set-up for loads measurement 



 

Fig. 6 Setup of the anchor tower with composite insulator 

 

Thermocouples and air-conditioners were continuously 

controlling and regulating the temperature of the 

laboratory at 20ºC ± 1, in order to avoid temperatures 

variations which would provoke alterations of the length 

and tension of the conductor. This could have affected the 

repeatability and quality of the tests. To obtain an 

accurate picture of the dynamical behaviour of the 

conductor, all measurement signals were collected using 

a VIP-Puma control system for the sweep method. These 

signals were fed into data-acquisition equipment HBM 

MP55 and DAQ-NI modules, connected to a PC on a 

LABVIEW programme. The statistical analysis was 

conducted using Microsoft Excel and Matlab. 

3.3 Material & Equipment 

The ACSR conductors have been widely accepted in 

transmission and distribution of power lines, especially in 

South Africa. The tests were carried out on two ACSR 

conductors. Table I gives the mechanical characteristics 

of the conductors used. 

TABLE I. TYPES OF THE CONDUCTORS TESTED 

 

ACSR 

Conductor 

Size 

Masse 

(kg/m) 

Outside 

Diameter 

(mm) 

Stranding 

Number 

and Type 

Diameter 

(mm) 

Pelican 0,97 20.70 18 Aluminium 
1 Steel 

4.14 
4.14 

Tern 1.34 27.00 45 Aluminium 

7 Steel 

3.38 

2.25 

 

The suspension clamp was made of non-magnetic mould-

cast aluminum alloy with 70 kN rated tensile strength 

(RTS).  It comprised an upper and lower clamp with a U-

type carbon steel bolt and nut. It was fixed directly to the 

force transducer for the test, no insulator present (Fig. 5), 

and later mounted directly onto the suspension insulator 

(Fig. 6). Fig. 5 shows the suspension clamp which was 

blocked. The clamps were attached to the conductor by a 

50Nm torque applied to the nuts of the U-nuts of the 

suspension clamp. 

The model of the suspension insulator was a silicone 

long-rod insulator HASDI 725/4500 c/w 16 mm ball & 

socket. The specified mechanical load (SML) is 120kN. 

The rating of the ball is in accordance with IEC 60120 

(16), while that of the socket is IEC 60120 (16A). The 

diameter of the FRP rod is 16 mm and the height is 1464 

mm. The diameters of the big shed are 120mm and 24, 

respectively, while the small-shed diameters are 90mm, 

and 23mm, respectively. The mass of the composite 

insulator according to the specifications, and according to 

the information provided by the manufacturer, is 5.29 kg.  

3.4 Test Procedure  

The swept-sine test, as the most common vibration test, 

has been used to find the conductor’s natural frequencies. 

The signal, which is a sine wave, changes with time. An 

elastic connection between the conductor and the shaker 

was used. The frequency range was from 5Hz to 50Hz for 

the ACSR Tern conductor, while the range of 5Hz to 

70Hz was tested for the ACSR Pelican as per the Strouhal 

formula (1).  The second procedure, which was the steady 

frequency method, has allowed the direct measuring of 

dynamical loads and the bending amplitude of the 

vibrating conductor (Fig. 7-12). The bending amplitude 

range varied within the acceptable limit of 0.10 mm to 

1.00 mm peak to peak (according to IEEE and CIGRE 

recommendations) [1]. The rigid connection was used to 

control the bending amplitude easily and safely. The 

conductors tested were tensioned with four different static 

tensions as shown in Table II. 

TABLE II. ULTIMATE TENSILE STRENGTH (UTS) 
 

 

Conductor 

UTS 

[kN] 

Ultimate Tensile Strength (UTS) 

[%] 

15 20 25 30 

Pelican 53.800 8.010 10.500 14.450 16.610 

Tern 98.700 18.405 19.740 24.675 29.610 

4. EXPERIMENTAL RESULTANTS & DATA 

ANALYSIS 

Owing to a large number of tests and data 

(accelerations, velocity, displacement, and frequency) of 

the vibrating conductor, only the vibrational loads graphs 

vs. bending amplitude of both conductors at four different 

static tensions will be presented here (Table II). The 

results of the sweep-frequency method indicated that the 

high vibrational loads and peak-bending amplitude could 

be obtained in the frequency range of 7Hz to 25Hz for 

most static tensions used, and for both conductors. 

4.1 Vibrational loads 

The natural frequencies have been chosen experimentally 

by the sweep method. The peak value of the vibrational 

loads which were pure sinusoidal waves was recorded at 

the resonance frequencies.  
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Fig. 7 Bending amplitude and vibrational loads of Tern: 

Blocked clamp 
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Fig. 8 Bending amplitude and vibrational loads of Tern: 

Articulated clamp 
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Fig. 9 Bending amplitude and vibrational loads of Tern: 

Clamp-Insulator 

Only the mean values were retained to plot the graphs. 

The standard deviation of all load measurements was 

inferior to 3 N. 

The evolution of the loads according to the bending 

amplitude seems to be linear; it was approximated by a 

linear regression. It is shown in Fig.7-12 that for high 

static tension (30%UTS) for each conductor tested 

(ACSR Tern or Pelican), the peak-to-peak vibrational 

loads of the blocked clamp are greater than those of the 

other two clamp-configurations.   
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Fig. 10 Bending amplitude and vibrational loads of 

Pelican: Blocked clamp 
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Fig. 12 Bending amplitude and vibrational loads of 

Pelican: Suspension insulator 

 

The dynamical loads collected from the vibration of the 

cable showed that the force generated was acting in 

compression and in tension at the force transducer. The 

results of the loads generated during the test suggest that 

attention must be focused on the high tension of the 

conductor (30%UTS); the loads created by the Aeolian 

vibration of the conductor being high compared with the 

other tensions. This applies to both conductors (Tern and 

Pelican). 

It has been further noticed that, for the Tern conductor 

tensioned at 15% and 20% UTS, at small bending 

amplitudes, the difference of the peak values between the 
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Fig. 11 Bending amplitude and vibrational loads of 

Pelican: Articulated clamp 



compression force and tensile force at which an 

articulated clamp system and/or when using a suspension 

insulator, is high (nearly 11%), while for high tension 

(25% and 30% UTS), it is significantly lower. 

During all tests, the compression loads were permanently 

greater than the tensions loads. Tables III and IV are 

summarised results of the mechanical loads at 1.0 mm 

peak-to-peak of the bending amplitude of both Tern and 

Pelican conductors. 
TABLE III: TERN 

 
TABLE IV:  PELICAN  

 

 

UTS 

[%] 

Vibrational loads (N)  at 1.0 mm (peak-to-peak) 

Suspension 

clamp with 

insulator 

Articulated 

Suspension 

clamp 

Blocked 

Suspension 

clamp 

15 99 105 164 

20 137 142 217 

25 162 160 278 

30 182 180 288 

4.2 Static test  
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Fig. 13 Static measurement at 25%UTS of Tern at 

89mm from clamp edge  

The static test was conducted by comparing the 

dynamical loads of the vibrating conductor at 25%UTS 

under blocked clamp and insulator clamp configurations, 

while the conductor was loaded with 10N increment and 

measurement at 89 mm away from the clamp edge 

(Fig.2). The static behaviour of the conductor loaded 

interpreted here by its deflection was linear, and the 

conductor suspended with a blocked clamp shows little 

displacement comparing it with the one using the 

insulator, there being no movement restriction at the 

suspension clamp (Fig. 13).  

5. CONCLUSION 

In this paper, the mechanical loads on composite 

insulators excited by a conductor under Aeolian vibration 

have been, to the knowledge of the authors, for the first 

time measured and analysed in detail. Three clamp-

configurations were investigated. It has been shown that 

the conductor bending amplitude encountered depends 

upon conductor static tension. There is high probability 

that greater dynamical loads occur at low frequency (5-

12Hz) and it has been found that the vibrational loads 

generated are considerably lower compared to the 

specified mechanical load SML of suspension insulator. 

Aeolian vibration load considerations may be helpful in 

the mechanical design insulators.  

These experimental results show also that the relationship 

between the bending amplitude and dynamic loads 

presents some non-linearity at low conductor tensions, 

which is in accordance with the stick-slip mechanical 

model for the conductor [3].  
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[%] 

Vibrational loads (N)  at 1.0 mm (peak-to-peak) 

Suspension  

clamp with 

insulator 

Articulated 

Suspension 

clamp 

Blocked 

Suspension 

clamp 

15 187 228 320 

20 265 307 380 

25 342 390 402 

30 435 447 476 



NATURAL POLLUTION TEST FOR INVESTIGATING LEAKAGE 
CURRENT EFFECTS ON MEDIUM VOLTAGE WOODPOLE 
DISTRIBUTION LINE STRUCTURES 
 
A. A. Beutel*, M. D. Ntshani*, K. V. Thejane*, H. J. Geldenhuys*, T. D. Mvayo*,      
R. F. Watson*, W. L. Vosloo*, A. Khatri* 
 
* Eskom Holdings SOC Limited, Lower Germiston Road, Rosherville, Gauteng, South Africa. 
E-mail: BeutelAA@eskom.co.za   
 
 
Abstract: It is accepted practice to evaluate insulator pollution performance using leakage current 
monitoring. These tests are meant to determine expected ageing and pollution performance of 
insulators to be installed in the field. Leakage current is also the parameter that determines the 
electrical performance of wood with respect to pollution. At present there is no standardised method 
for corresponding tests performed on complete powerline structures, including both wood and 
insulators and other associated hardware, i.e. the extension of insulator leakage current tests to 
include performance of an entire woodpole structure. The need for doing this is that leakage currents 
flowing on the surface of the insulators may flow onto or into the wood of the structure, and may 
cause the wood of the structure to burn. These tests can be used to understand structure leakage 
current performance and estimate their susceptibility to wood burning. Long term natural pollution 
tests have been performed on medium voltage structures. The test method is described, selected 
results are presented and a natural pollution test method is proposed and discussed. 
 
Keywords: Insulators, leakage currents, test site, pole-top fire, pollution, power distribution, wood, 
pollution. 
 
 
 

1. INTRODUCTION 
 

It is accepted practice to evaluate insulator ageing and 
pollution performance using leakage current monitoring. 
Such tests may be artificial ageing [1] and pollution [2] 
tests or natural pollution tests [3]. The aim of these tests 
is to determine expected performance of insulators 
installed in the field, primarily in terms of prevention of 
flashover and material failure. The effect of leakage 
current on wood has also been studied [4], [5]. Not 
considering leakage current leads to pole-top fires in 
conducive conditions. Therefore, to reduce the likelihood 
of pole-top fires it is advisable to perform appropriate 
structure tests and inspections. 
 
At present there is no standardised method for ageing and 
pollution tests performed on complete powerline 
structures, including both wood and insulators, as well as 
the other hardware on such structures, i.e. the extension 
of presently accepted insulator leakage current tests to 
include performance of an entire wood structure. The 
need for doing this is that leakage currents flowing on the 
surface of the insulators may flow onto or into some part 
of the structure, and may, depending on the 
circumstances and the design of the structure, cause the 
wood of the structure to track and then burn [4], [5], [6]. 
An example of a burnt structure in the field is shown in 
Fig. 1. These tests can therefore be used to understand 
issues such as leakage current magnitude, where the 
leakage current flows on the structure and the effect of 
atmospheric conditions. Ultimately, leakage current 
performance of structures can be established and their 
susceptibility to wood burning can be estimated. 

 
Long term natural pollution tests have been performed on 
several three-phase medium voltage (MV) woodpole 
structures (22 kV line-to-line voltage, 50 Hz supply 
frequency). The tests arose from the need to understand 
the mechanism and mitigation of pole-top fires [6], and 
involved measurement and logging of leakage current on 
at least one point on each structure, simultaneous 
recording of weather parameters, equivalent salt deposit 
density (ESDD) measurement, regular visual inspections 
and ultraviolet (UV) imaging. This was performed at the 
Koeberg Insulator Pollution Test Station (KIPTS), near 
Cape Town. The KIPTS site is situated in close proximity 
to the coast and is therefore subjected to significant levels 
of marine pollution. Additionally, industrial and 

 
Figure 1: Example of a burnt structure in the field 

  



agricultural pollution sources are on the inland side of the 
site from the sea [7]. 

 
The paper covers the following topics related to natural 
pollution testing of woodpole distribution line structures: 
the method employed at KIPTS, the flow of leakage 
current on three-phase MV wood structures, the 
significance of thermal and peak leakage current from the 
pole-top fires perspective and evaluation of the test 
method. Finally, a test procedure is proposed for natural 
pollution testing of wood distribution line structures and 
discussed. 
 

2. KIPTS TEST ARRANGEMENT 
 

For practical (space) reasons the tests are limited to six 
structures at KIPTS. An example of these structures is 
shown in Fig. 2. The structures are energised via three 
phase conductors strung above the test structures. Fuses 
are connected in series between these supply conductors 
and the test structures for every connection made. The 
purpose of the fuses is to minimise the risk of damage to 
equipment and of the entire site tripping in the event of a 
short circuit (flashover). 
 
The leakage current measurement and logging system is 
the same as used for individual insulators; this is 
described in [7]. One sensor was installed in the earth 
downwire of each test structure. The sensors are 
galvanically isolated, and the leakage current is sampled 
by the logging system at a frequency of 2 kHz. The 
logging system calculates and stores several leakage 
current parameters every 10 minutes. These include [7]: 
• The highest positive and negative peaks in the              

-500 mA to 500 mA range, 
• Positive and negative average and root mean square 

values, 
• Positive and negative charge accumulated (integrated) 

over the 10 minute period, 

• Integrated leakage current squared, 
• Sixteen cycles of the maximum leakage current 

waveform. 
In addition, a sensor was installed in series with each 
phase insulator (bonding) on one structure, in effect 
measuring the leakage current of each phase. This was 
used to study the flow of leakage current on a three-phase 
structure. This was limited to one structure by the 
available sensors and to a structure that was fully bonded 
and earthed, so that all sensors are earthed. A fully 
bonded and earthed structure refers to a structure where 
all conductive hardware is electrically bonded together 
and connected to earth via an earth downwire. All test 
structures were either fully bonded and earthed or 
partially bonded, the only difference being that the latter 
had an insulation coordination gap inserted into the earth 
downwire. Test structure and leakage current 
measurement configuration are illustrated in Fig. 3. 
 
3. LEAKAGE CURRENT FLOW ON THREE-PHASE 

MV WOOD STRUCTURES 
 

Leakage currents flowing through the four sensors on the 
applicable fully bonded and earthed structure were 
recorded simultaneously using an oscilloscope. An 
example of recorded waveforms is shown in Fig. 4. In 
this example, the insulators connected to phases 1 and 2 
conducted measurable leakage current, but the insulator 
connected to phase 3 did not. The leakage current 
measured on the earth downwire is clearly the sum of the 
leakage currents on the three phase insulators, since all 
current pulses measured on the phases also appear on the 
downwire, with no additional pulses on the downwire that 
don’t also appear on any of the phases. The current pulses 
are stochastic in nature. 
 
 

 
 

Figure 2:  Example of test structures at KIPTS: six structures (left), sensor installed to measure insulator bonding 
leakage current (centre), leakage current sensor in earth downwire (right) 



Figure 4:  Leakage current waveforms recorded on the test 
structure with four leakage current sensors by measuring at 

the appropriate inputs of the logging  system with an 
oscilloscope 

 Leakage current waveforms were also recorded on the 
earth downwires of other structures (where only the one 
earth downwire sensor was installed). An example is 
shown in Fig. 5. It was surmised that all three insulators 
were conducting measurable current simultaneously, 
resulting in a continuous 150 Hz waveform. This is 
proved and explained in Fig. 6, where a typical leakage 
current waveform measured on a single insulator was 
shifted (delayed) by 120⁰ and 240⁰ and the resulting three 
waveforms were added. The result is also a continuous 
150 Hz waveform (for 50 Hz supply frequency). 
 
This therefore indicates that the leakage currents due to 
the three phase insulators on such structures sum to give 
the current in the earth downwire. This current is not zero 
because insulator leakage current is not sinusoidal and its 
magnitude varies stochastically. Note that it was not 
possible to determine the amount of leakage current 
flowing in the wood, as an instrument capable of 
measuring the relatively low levels of leakage current, but 
with a sufficiently large aperture, could not be located 
and would be complex to design and construct. In such a 
case, artificial pollution tests in a laboratory environment 
may be beneficial. 
 

 
Figure 3:  Test structure configuration: fully bonded and earthed (left), partially bonded (right) 

 
Figure 5:  Measured earth downwire leakage current 
showing three-phase homogenous current at 150 Hz 

frequency for the case where the three phase insulators 
conduct leakage current pulses simultaneously (different 

time scale to Figure 4) 



 

4. SIGNIFICANCE OF THERMAL AND PEAK 
LEAKAGE CURRENT WITH RESPECT TO 

POLE-TOP FIRES 
 
Leakage current is the parameter that determines 
electrical performance of both insulators [1], [2], [3] and 
wood [4], [5]. The primary aim for insulators is to 
prevent flashover and material failure. For wood 
structures (poles and cross-arms), the purpose is also to 
prevent tracking, which is the first stage of the process 
leading to pole-top fires. Tests performed on complete 
structures at KIPTS revealed a structure that exhibited 
significant tracking. This structure generally exhibited 
larger leakage current than other structures tested at the 
same time. This is true for all of the parameters measured 
by the logging system when studied over several months, 
but is not necessarily true for every 10 minute 
measurement cycle. Tracking occurred on one of the 
structures during part of this period. Since all recorded 
parameters showed generally larger values for the 
structure that tracked, it is not clear which parameter is 
the most significant. It is suspected that thermal leakage 
current (approximated by integrated parameters) is more 
significant in determining pole-top fires performance than 
peak values. However, it is not clear whether this is 
indeed the case from data obtained so far [8]. 
 
5. EVALUATION OF KIPTS TEST METHOD 
 
The objectives of the tests performed have been to 
understand the mechanism of pole-top fires, including 
leakage current flow on typical three-phase structures, 
and to evaluate various mitigation measures. The 
advantage of these tests is that the effect of various 
environmental conditions could be estimated, such as 
pollution level, wind direction, temperature and humidity. 
Examples of measured pollution levels (ESDD) are 
shown in Fig 7. This also allowed for unforeseen 
discoveries, such as the sometimes large effect of 
structure location with respect to wind direction and 
pollution source on the difference in measured ESDD 
between the two outermost test structures. The ESDD 
measurements were performed using a set of three glass 
discs suspended from the cross-arm of each of the 
outermost test structures, as shown in Fig. 2. The main 
limitation is that tests must be performed in extremely 
harsh environmental conditions so that sufficiently large 
leakage currents can be generated to produce results 
relatively quickly, and for ease of measurement, in the 
same way as for testing insulators only. This is the case at 
KIPTS. The quality of electrical connections therefore 
had to be checked frequently as corrosion is a significant 
problem. Also, one is often at the mercy of weather 
conditions, as conditions conducive to leakage current 
flow are required to perform many ancillary tests, such as 
UV imaging and oscilloscope recording of leakage 
currents. These conditions mostly occur at night, and 
their occurrence can in most cases not be predicted 

 
Figure 6:  Explanation of 150 Hz earth downwire leakage 
current: leakage current measured on one insulator (top), 
addition of the same current shifted by 120° and 240° and 

inclusion of the sum of the three currents (below) 



beforehand. Leakage currents measured on the same 
structure on different days can vary widely, even if 
weather conditions are similar, due to the effect of 
pollution level, wind direction and wood condition. 
 

6. SUGGESTED NATURAL STRUCTURE 
POLLUTION TEST METHODOLOGY 

 
Valuable experience has been obtained from the testing 
of complete woodpole electricity distribution structures at 
KIPTS. This has informed the recommended procedure 
described below. 
 
6.1 Objectives 
 
Before commencing with such a test, the objectives 
should be established. Possible objectives of natural 
pollution tests are similar to most of those listed by 
CIGRE for insulators [3]. The general objective of such 
tests performed on a wood structure could be to evaluate 
its leakage current performance. Objectives as part of that 
could be to compare the performance of different 
structures, including different structure and insulator 
designs, materials or orientation, or bonding 
arrangements, as applicable. The associated 
measurements and observations are important. As a 
minimum, it is recommended that the leakage current in 
the earth downwire of a structure be logged and regular 
surface visual inspections are carried out and the 
evidence photographed. Other inspections described in 
this paper may also be carried out, as required. Leakage 
current may also be measured and logged at other 
positions on a structure to those described here to aid in 
understanding the leakage current performance of the 
structure. The leakage current, weather and pollution 
parameters that are recorded should be the same as for 
insulator test stations [3] – the more information that is 
available the more confidence there is in the conclusions 
reached. 
 
6.2 Practical considerations 
 
The quality of electrical connections must be frequently 
confirmed and materials must be suitably corrosion-
resistant while still being as representative of the field as 

possible. Also, insulators with higher specific creepage 
than commonly used in the field should be considered, to 
minimise the number of disruptions due to flashovers. 
Even so, fuses should be frequently checked for operation 
due to overcurrent. The larger the specific creepage of 
insulators, the less often insulators are likely to flash over 
and cause the protection to operate, interrupting tests. 
However, the magnitude of leakage current is then 
smaller and more difficult to measure. There is therefore 
a trade-off to be made and consideration needs to be 
given as to how different the test structures, including the 
insulators, are from reality, and the effect of this. The 
choice of insulator material is also important, as this can 
significantly affect leakage current performance. 
Insulator profile and orientation (usually vertical or 
horizontal) should also be carefully chosen, as these may 
affect results [9]. The intended analysis to be performed 
with the logged data should also be considered when 
compiling a test program. Further details are given further 
on. 
 
6.3 Visual inspections 
 
Visual inspections are important in evaluating the leakage 
current performance of a structure, and may take various 
forms. Inspection of the wood surface should be 
performed regularly. This involves photographing the 
structure surface in all places where tracking has taken 
place or where tracking may occur, even if no tracking 
has been observed. Examples of tracking observed at 
KIPTS are shown in Fig. 8. This has the advantage of 
being relatively easy to perform, but has the disadvantage 
that difficult-to-reach places cannot be inspected. Less 
frequent, but more thorough, visual inspection is also 
recommended. This involves dismantling (and 
reassembling) part or all of the structures. Again, 
photographs should be taken. This is more thorough than 
surface inspection, but significantly more time 
consuming. Also, the inside of the wood, especially 
where bolts or spindles are located, is not inspected, due 
to the obvious practical drawbacks. Pole-top fires have 
been known to start inside the wood, so not being able to 
inspect there is a necessary trade-off. 
 
6.4 UV imaging 
 
This should also be performed, under relatively active 
conditions. UV imaging has proved to be useful in 
illustrating the location of sparking and hence in 
evaluating structure leakage current performance, as 
illustrated in [8]. 
 
6.5 Insulator condition 
 
All insulators should be in a clean and healthy condition 
when commencing with a new test, i.e. when energising 
after modifications have been made to any structure, 
including after handling any insulator. This is so that all 
insulators are in the same condition at the start of a test 
sequence. 

 
Figure 7:  Example of ESDD measured at KIPTS 



6.6 Analysis of results 
 
The correlation between different recorded parameters, 
i.e. leakage current, visual state, level of activity, weather 
conditions and pollution level, should be analysed. Test 
structure location with respect to other structures may 
also be important, as shown in Fig. 7, as may the 
condition of the wood at the start of testing. It is ideal to 
test more than one structure of the same type to minimise 
effects such as relative location and wood properties. The 
species of wood may also play a role. Comparison of 
results from different stations is complex and should be 
based on guidelines given in [3]. Comparison of results 
from the same station, but from different times, is also 
complex. The effect of differences between test structures 
and those in the field, such as use of insulators with 
higher than normal specific creepage, should be 
considered in the analysis. 
 
6.7 Test station 
 
Making use of an existing research station, rather than 
one of the other types listed in [3], is recommended for 
the flexibility and more comprehensive support structure. 
 
6.8 Test duration 
 
This should be at least one complete year, but longer may 
be needed if it is not possible for obtain sufficiently 
conclusive results after one year. 
 
 

7. CONCLUSIONS 
 
Natural pollution tests performed on complete medium 
voltage electricity distribution woodpole structures have 
been covered in this paper. It has been confirmed that 
leakage current is the electrical quantity that determines 
the pollution performance of such structures, as for 
insulators evaluated on their own. Selected results from 
performance of such tests have been provided and the test 
method has been discussed, including practicalities 
involved with performing such tests.  
 
The leakage current flowing to earth via the earth 
downwire of a three-phase distribution line structure is 
the sum of the insulator leakage currents and has a 

frequency of 150 Hz for a 50 Hz supply frequency. The 
downwire current is not zero because insulator leakage 
current is not sinusoidal and its magnitude varies 
stochastically. A natural pollution test procedure for 
woodpole structures has been suggested, and reasons for 
the performance of these and artificial pollution tests 
have been discussed. The importance of this work lies in 
providing a test procedure for better understanding 
pollution performance of woodpole electricity 
distribution structures and for evaluating mitigation 
measures, hence providing a way of reducing 
susceptibility of such structures to pole-top burning and 
confirming findings. 
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Abstract: The methodology behind the selection, design and basic testing of a high voltage 
and high power resistor for electrically modelling a human body is described. Practical 
aspects and limitations were discussed. The resistor is to be used for testing on an 
electricity distribution network operated at medium voltage. 
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1. INTRODUCTION 
 

There are situations when an electricity supply utility 
wishes to simulate the effect of a person making contact 
with an energised phase conductor, e.g. to determine the 
response of protection relays for the purpose of detecting 
such a contact condition. Such simulations may be 
performed using digital software simulation packages or 
via testing. The preferable scenario is to perform both 
software simulation and full-scale tests on an energised 
network, so that measurements and simulation results can 
be compared to verify the simulations, allowing the 
model developed to be modified for other scenarios. A 
realistic but practical model of the human body is 
therefore needed. 
 
SANS 60479-1 [1] provides typical impedances 
measured of the human body, which can be used for such 
simulations. The values vary widely, depending on 
several parameters. When simulations are being 
performed, this is not a significant problem as it is a 
simple matter to change the values as required. However, 
when performing tests this is not so simple. This is 
compounded in the case presented in this paper by the 
fact that high voltage and high power are also required, as 
the test impedance is to be used on a medium voltage (22 
kV phase-to-phase) distribution network. Also, 
impedances are only available for voltages significantly 
lower than those required for this work. Thermal design, 
safety considerations, readily available test facilities and 
practicality all need to be considered. 
 
The purpose of this paper is therefore to describe the 
process used to determine the impedances required, 
design the device and perform basic tests. Results are also 
included. Only modelling of human contact is covered 
here, animal contact is the subject of SANS 60479-3 [2]. 
 
 
 
 

2. PREVIOUS EXPERIENCE 
 
Eskom had previously performed similar tests on a 
medium voltage (MV) network. The experience gained 
from these tests was used to design the new resistor. 
However, the previous design had to be critically 
analysed as the new device is to be used in a specially 
constructed test site, whereas previous tests were in effect 
once-off tests. Also, the latest edition of SANS 60479-1 
[1] was published after the original tests were performed. 
 
The following was noted from the original tests regarding 
the test resistor: 
a. A water resistor of approximately 800 to 1700 Ω was 

used, it was connected to earth via a crow’s foot 
earthing arrangement. 

b. It was made from PVC pipes filled with distilled 
water, with salt added as needed to obtain the desired 
resistance. 

c. Additional contact resistance in the form of a leather 
mat was also added. 

d. The effect of wet ground was also investigated. 
e. A circuit breaker was placed in series with the resistor 

and closed for 4 to 6 seconds for each test. 
 

3. DETERMINATION OF IMPEDANCE 
(RESISTANCE) VALUE FROM SANS 60479-1 [1] 

 
The SANS 60479 series of standards covers effects of 
electrical current on humans and livestock. SANS 60479-
1 includes impedance values of the human body. Due to 
the obvious safety considerations, impedances are not 
available for voltages of up to the level required (12.7 kV 
phase-to-earth for a 22 kV network). Values given at 
significantly lower voltages therefore had to be 
extrapolated. In several cases curves (equations) had to be 
fitted to the values given. Also, the values differ widely 
with the area of contact made and with the moisture 
conditions (dry, wet or salt wet). Values provided in [1] 
were plotted and curves were fitted; examples of the 
results are shown in the appendix. 



SANS 60479-1 provides human body impedance values 
that are a combination of resistance and capacitance, 
made up of the internal impedance and that of the skin. 
The internal impedance of the human body can be 
considered as mostly resistive. At higher voltages 
measured, which are still significantly lower than the 12.7 
kV designed for in this case, the total impedance of the 
body approaches that of the internal impedance. 
Therefore, the total body impedance was considered to be 
purely resistive for the purposes of this study. Since the 
arm and leg impedances are assumed to be of the same 
value, the hand-to-hand values given in [1] can be 
directly used for hand to foot contacts, which would 
probably be the most representative of a typical contact 
situation. 
 
The range of values obtained for a voltage of 12.7 kV is  
3 Ω to 3340 Ω, using the curves fitted to the graphs 
obtained by plotting the values given in [1]. The values 
previously used are therefore accurate. This large range 
would be further complicated by whether one hand, both 
hands, one foot or both feet are in the current path. Any 
value chosen is therefore an estimate and a range of 
values would need to be tested. For the development a 
value of 2 kΩ (approximately) was chosen, but the design 
needs to be such that the value can be varied widely. 
 

4. DESIGN OF THE RESISTOR 
 
4.1 Summary 
 
A water resistor with plastic housing and fixed electrodes 
was chosen, for the following reasons: 
a) Flexibility of resistance is provided. Also, such a 

resistor has been successfully used at a much higher 
voltage at Eskom’s corona cage facility. 

b) A fixed-value resistor, or a series of these, would not 
give the flexibility of resistance attainable with a 
water resistor. 

c) Moving electrodes are complex to construct – the 
resistance is to be set by varying the conductivity of 
the water by adding salt (one would need to 
judiciously choose the test regime to avoid having to 
increase the resistance too often during testing). 

d) Approximate resistance values obtained are “infinity” 
(too large to measure) with distilled water only, 30 Ω 
with 1 kg of salt added and 12 Ω with additional salt 
added; it is therefore clear that most of the desired 
range of resistances can theoretically be obtained 
using this design. Further details are given later. 

e) Calculated temperature rise is acceptable for the 
initial value of 2 kΩ. 

f) Smaller resistances would also likely need to be used, 
which would result in larger power being dissipated 
and hence larger temperature rise. Since tests would 
not last longer than 5 seconds, and 10 seconds was 
used for the design, a resistance of at least 1 kΩ could 
safely be used.  

g) Plastic housing reduces corrosion risk and makes the 
resistor lighter and hence easier to move around, 
replacement of the solution is also relatively easy. 

h) It may be used in phase-to-earth mode (most likely), 
but may also be used in a way that is not referenced 
directly to earth (noting that it must be adequately 
insulated for such tests). 

 
4.2 Basic electrical design and specifications 
 
Voltage 
 
Phase-to-phase voltage = Vline = 22 kV 
Phase-to-earth voltage = Vph = 12.7 kV 
For withstand during a fault, Vph = 24 kV 
 
Resistance 
 
Resistance = R = 2000 Ω (initial value chosen, as stated 
above). 
 
Current 
 
Current = I = V ÷ R = 12.7 kV ÷ 2 kΩ = 6.35 A 
Under fault conditions, I = V ÷ R = 24 kV ÷ 2 kΩ = 12 A 
 
Power 
 
Power = P = V2 ÷ R = (12.7 kV) 2 ÷ 2 kΩ = 80.65 kW 
Under a fault, P = V2 ÷ R = (24 kV) 2 ÷ 2 kΩ = 288 kW 
 
Energy 
 
Expected duration of each test = t = 5 s 
For design purposes, t = 10 s 
Energy = E = P × t = 80.65 kW × 10 s = 806.5 kJ 
Under fault conditions, E = 288 kW × 10 s = 2880 kJ 
 
4.3 Resistor construction 
 
The following materials were used to construct the water 
resistor: 
• 2 m long PVC gutter pipe. 
• 10 cm diameter PVC end caps. 
• Strap-on fitting with aperture for filling and emptying 

the resistor, with lid. 
• PVC weld glue for joining the various parts. 
• Silicon sealer and rubber seal. 
• Various nuts, bolts and washers. 
  
The basic design is shown in Fig 1 and the finished 
resistor is shown in Fig 2. The design is heavily based on 
the corona cage design. 
 
4.3 Thermal calculations 
 
Calculations were performed to determine whether the 
resistor can adequately be subjected to the required power 
of 288 kW from a thermal (temperature rise) point of 



view. The applicable outputs of the electrical calculations 
were used where needed. 
 
Dimensions  
 
Diameter = Ф = 10 cm = 0.1 m 
Radius = r = 0.1 ÷ 2 = 0.05 m 
Length = h = 2 m  
 
Constants 
 
Specific heat capacity of water = C = 4180 J/kgoC [3]. 
 
Resistivity of de-ionised water = 1.8 × 105 

Ωm at 20 0C 
[4] (this value was assumed for distilled water in the 
absence of other information). 
 
Resistivity of sea water = 2 × 10-1 

Ωm at 20 0C [4] (used 
as an estimate for distilled water with salt dissolved in it). 
 
1 litre (ℓ) = 0.001 m3 (for water). 
1 ℓ = 1 kg (for water) [5]. 
 
Area, volume and mass 
 
Area = A = π.r2 = π × 0.052 = 0.0079 mm2. 
Volume = V = πr2h = π × 0.052 × 2 = 0.0157 m3 = 15.71ℓ. 

Therefore, mass of water = m = 15.71 kg. 
Resistance 
 
R = (ρ × L)/A = (1.8 × 105 × 2)/0.0079 = 45.57 MΩ for 
de-ionised water. 
R = (ρ × L)/A = (2 × 10-1 × 2)/0.0079 = 50.633 Ω for sea 
water. 
 
This shows that the resistor can theoretically be used for a 
large part of the range of resistances required. However, 
the power rating would need to be checked carefully for 
lower resistances (larger currents). Also, resistor 
performance for all resistances would need to be 
experimentally verified. 
 
Temperature rise 
 
Heat energy = Q = E = 2880 kJ under fault conditions 
(worst case). 
Q = m × C × ∆T; therefore ∆T = Q ÷ (m × C), where ∆T 
= temperature rise [5]. 
Under fault conditions, ∆T = 2880 kJ ÷ (15.71 × 4180) = 
43.9 oC. 
 
The resistor is therefore very likely to survive a fault, 
from the thermal point of view, especially since a fault is 
very unlikely to last as long as 10 seconds. The resistor is 
therefore expected to perform acceptably under normal 
conditions. However, this would need to be verified by 
measurement, especially as numerous applications of 
voltage under normal conditions are expected. 
Resistances other than 2 kΩ also need to be tested. 
 

5. BASIC LABORATORY TESTING 
 
Facilities were not available to test the resistor using a 
voltage source with the required power rating, since such 
power can only realistically be obtained at a location such 
as on a distribution network. Two separate tests were 
therefore performed. First, a low voltage test was 
performed, where the resistor was connected to the low 
voltage (LV) mains supply, to verify its current-carrying 
ability. Then a high voltage test was performed by 
subjecting the resistor to rated voltage to verify its 
voltage withstand ability. 
 
5.1 Low voltage test 
 
LV mains voltage was applied to the resistor and the salt 
content of the solution was varied to draw various 
currents. The purpose was to verify the current-carrying 
capability of the resistor (12 A under fault conditions), 
verify that there is little temperature rise at such relatively 
low power, as predicted, and to confirm that the resistor 
indeed behaves as a resistive load. At the lowest 
resistance, the current was measured as approximately 
18.2 A, and the voltage was measured as 220.1 V. These 
values were used to calculate the theoretical temperature 
rise for various durations. The results are shown in Table 
1. 

 
Figure 1: Basic design 

 

 
 

Figure 2: Resistor constructed (not mounted on 
insulators) 



Table 1: Temperature rise calculations for LV test 
 
Voltage 

(V) 
Current 

(A) 
Time 
(s) 

Energy 
(kJ) 

Temperature 

220.1 18.2 10 40.06 0.61 0C 
220.1 18.2 30 120.169 1.83 0C 
220.1 18.2 60 240.34 3.66 0C 
220.1 18.2 120 480.68 7.35 0C 
220.1 18.2 600 2403.38 36.6 0C 
220.1 18.2 1200 4806.77 73.2 0C 

  
 
The test process is summarised here. First, distilled water 
was poured into the resistor, and the resistance was 
measured. It was found to be too large to accurately 
measure without any salt added. Thereafter, salt was 
gradually added until a sufficiently large current was 
drawn. The resistor was monitored for excessive heating 
or other danger signs throughout. 
 
The current was measured using a Tektronix A662 
current probe connected to a Tektronix TPS 2023 
oscilloscope. The measurement was checked using a 
LH1040 current probe with digital readout. Voltage was 
measured using a custom-built voltage divider and the 
same oscilloscope. The reading was checked using a 
Fluke 233 digital multimeter. The voltage divider and 
oscilloscope were only used for voltage measurements at 
lower water resistance values, to avoid loading the circuit 
excessively due to the divider’s relatively low resistance 
(its total resistance is approximately 634 Ω). The 
resistance was calculated from the measured r.m.s. values 
determined from the digital multimeter (voltage) and 
oscilloscope (current). 
 
Test results are listed in Table 2. An example of the 
voltage and current waveforms obtained from the 
oscilloscope are shown in Fig 3. 
 

 
 

Figure 3: Example of waveforms obtained 
 
 
 
 
 
 
 

Table 2: LV test results (TS = tea spoon) 
 

Voltage 
(meter) 

Current 
(‘scope) 

Resistance 
calculated 

Test 
conditions 

235.3 V 227 mA 993 Ω + 5 TS salt 

236.0 V 404 mA 584 Ω + 6 TS salt 

235.2 V 555 mA 424 Ω + 8 TS salt 

235.3 V 744 mA 316 Ω + 11 TS salt 

234.6 V 1.31 A 179 Ω + 20 TS salt 

233.7 V 2.37 A 98.6 Ω + 40 TS salt 

232.7 V 4.40 A 52.9 Ω + 80 TS salt 

231.3 V 6.10 A 37.9 Ω + 120 TS salt 

228.7 V 7.63 A 30.0 Ω 
±1 kg of salt 

added 

225.7 V 7.68 A 29.4 Ω Repeat 

226.4 V 8.78 A 25.8 Ω 
> 1 kg salt 

added 

225.8 V 10.3 A 22.4 Ω 
> 1 kg salt 

added 

223.7 V 10.8 A 20.7 Ω Repeat 

224.6 V 12.7 A 17.7 Ω Repeat 

226.0 V 14.3 A 15.8 Ω Repeat 

224.6 V 15.3 A 14.7 Ω Repeat 

220.09 V 18.2 A 12.1 Ω Repeat 
 
 
The following was observed from the test results: 
a. The water resistor is purely resistive, as the voltage 

and current are in phase with one another. 
b. Addition of salt decreases the resistance, as expected. 

However, the current was found to vary with time, 
most significantly increasing with continued 
application of voltage (several minutes). This is also 
in line with previous Eskom experience with throwing 
faults, and is not expected to be a problem for the 
application for which it is intended due to the 
relatively short application of voltage. 

c. The surface of the resistor increased in temperature 
over time when left energised for several minutes, as 
expected; but it did not become too hot to touch. 

 
5.2 High voltage test 
 
This test was performed by applying a voltage of 
approximately 25 kV a.c. to the test resistor for about two 
minutes (120 seconds). The resistor was empty to give 
the highest available resistance so as to not overload the 
supply. The purpose was therefore to verify the voltage 
withstand capability of the resistor. The resistor was 
monitored for excessive heating and other danger signs 
throughout. The pass criterion was a successful withstand 
of the applied voltage over the two minute test period. No 
flashover occurred and no signs of excessive heating or 
other danger signs were detected. The resistor therefore 
passed the test. 
 



6. CONCLUSIONS AND RECOMMENDATIONS 
 
The methodology behind selection, design and basic 
testing of a high voltage and high power resistor for 
electrically modelling a human body has been described. 
Practical aspects and limitations were discussed. Further 
work is required. For example, the earthing arrangement 
needs to be considered when performing tests, e.g. the 
use of solid earthing and various means of increasing the 
contact resistance to ground. The large range of possible 
resistance values of the human body and its contact with 
a conductor also need to be considered when performing 
the tests. It is recommended that a voltage source with 
sufficient power rating be used to test the prototype 
resistor to verify its performance before being used on 
site. Failing that, very large resistances should be used 
initially when testing on site and the resistor monitored 
carefully for overheating before reducing the resistance. 
Since only human body resistance is being considered 
initially, livestock would need to be considered at a later 
date. 
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9. APPENDIX 
 
Examples are shown here of the graphs obtained by 
plotting the values given in SANS 60479-1:2006 [1]. 
 

 
Figure A.1: Body impedance for 50 Hz a.c., hand-to-hand 
contact, small contact area, dry conditions – plotted from 

and equations fitted to values given in [1] 
 
 

 
Figure A.2: Body impedance for 50 Hz a.c., hand-to-hand 

contact, small contact area, saltwater-wet conditions – 
plotted from and equations fitted to values given in [1] 
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Abstract: The medium voltage (MV) electrical distribution network is a very conservative and risk 

averse sector that has undergone minor changes for the past 30 years when compared to other 

technologies. This, however, is changing drastically. The arrival of cost effective and reliable 

telecommunications, in addition to the radical price decrease of wireless communication and sensing 

technologies, is driving the industry towards an information based era known as Smart Grid. With an 

emphasis on medium voltage vacuum circuit breakers, the purpose of this research is to identify 

sensor technologies and analytics that will allow Eskom to assess the health of its medium voltage 

vacuum circuit breakers and utilize this information for effective maintenance planning. The key 

areas of research are the condition assessment of interrupter contacts through thermal monitoring, 

condition monitoring of the circuit breaker mechanism based on coil current diagnosis and vacuum 

integrity assessment of vacuum interrupters based on the magnetron pressure measuring technique.  
 

Keywords: Medium Voltage, Vacuum Circuit Breakers, Vacuum Interrupters, Electrical Contacts 

Degradation, Temperature Rise, Wireless Temperature Monitoring, Mechanical Operation, Trip Coil 

Current Signature, On-line Condition Monitoring and Diagnostics, Condition-based Maintenance. 

 

 

 

1. INTRODUCTION 

 

The importance of circuit breakers to electric utilities 

cannot be overstressed. Circuit breakers have an 

important role in the delivered power quality and 

reliability, as well as in the promotion of customer 

satisfaction. Therefore, the need for improving the 

performance, reducing the life-cycle costs and most 

importantly enhancing the reliability and safety of the 

distribution network is ever increasing. This paper 

highlights the problem of an ageing infrastructure 

where the existing assets are becoming more expensive 

to maintain. The main problem with aged equipment is 

that, without appropriate maintenance, it is much more 

prone to failure than new equipment. Investment that 

has failed to keep up with the increasing demand has 

led to increased stresses on the existing infrastructure 

and this is a contributory cause to the acceleration of 

the ageing phenomenon. The level of investment 

required to modernise the existing Eskom medium 

voltage distribution network is prohibitive and 

alternatives must be found such that the system 

performs with the same reliability as in the past. 

Maintenance is essential in order to deliver the 

demanded reliability. Condition-based maintenance, 

intended to “do only what is required, when it is 

required,” has been reported as the most efficient 

maintenance strategy for power system circuit breakers 

[1]. Since utilities have an interest in downscaling 

(through subcontracting, losing, and retiring their staff), 

this policy may cause crucial knowledge and skills 

required for circuit breaker condition assessment and 

defect diagnosis to be jeopardized [2]. Consequently, 

all of these point towards the need for intelligent 

knowledge base circuit breaker diagnostic algorithms 

and a smart fault detecting method. A vital step in the 

implementation process of an assessment framework is 

to understand component reliability and failure modes. 

International studies have provided exceptional insight 

into the failure statistics of circuit breaker components. 

Most common circuit breaker failures observed in the 

field are related to operating mechanism and auxiliary 

control circuits. More accurately, 43% to 46% of the 

main failures are mechanical in nature, 20% to 29% are 

correlated to auxiliary and control circuits, and 21% to 

31% are associated with problems involving the 

vacuum interrupters [3].  

 

mailto:oreillj@eskom.co.za
mailto:john.vancoller@wits.ac.za
mailto:smitnw@eskom.co.za


In the medium voltage realm, vacuum interrupters are 

widely used to interrupt short-circuit currents. A key 

requirement for vacuum interrupters is to pass 

continuous current in the closed contacts position 

within a limited temperature rise range [4]. Although 

vacuum interrupters spend the vast bulk of their service 

life in the closed position, they could be subjected to 

extreme stresses such as short-circuit interruption and 

high dielectric stress. After short-circuit operations, the 

resistance across electrical contacts will generally 

increase due to melting of the contact surface from 

making and breaking arcs. Direct measurement of the 

interrupter’s electric contact temperature using 

continuous temperature monitoring of energized 

equipment provides real information related to the 

condition of the electrical contact. The advantage of 

continuously monitoring the condition of energized 

equipment on-line enables operation and maintenance 

personnel to determine the operational status of 

equipment, to assess the present condition of 

equipment, timely detect any abnormalities, and initiate 

maintenance preventing impending possible forced 

outages [5]. 

 

With emphasis on the operating mechanism of circuit 

breakers, one useful parameter to effectively diagnose 

the health of the mechanism is the trip/close coil 

current signature. The coil current is easily accessible 

and measurable, which can be assessed online or offline 

[6]. One aspect of this research is to focus on trip/close 

operation of medium voltage vacuum circuit breakers 

and to provide an intelligent failure detection algorithm 

based on the results of exploring the characteristics of 

trip/close coil current signatures of healthy and 

defective circuit breaker mechanisms. The failure 

modes within the mechanical mechanism of the circuit 

breaker that should be investigated are the variation in 

auxiliary supply voltage, increase in coil resistance, 

excessive friction of the release mechanism, and faulty 

auxiliary contacts. The impact of each specific failure 

on coil current features and operation time of circuit 

breakers (closing and opening times) needs to be 

observed to derive the discrepancies in the coil current 

features during the healthy and faulty conditions.  

 

Focusing on the vacuum integrity of vacuum 

interrupters, the main disadvantage of vacuum 

interrupters is the possibility of losing vacuum and the 

absence of a simple method for effectively monitoring 

the level of vacuum in the interrupter. Although the 

lifetime of a modern vacuum interrupter is supposed to 

be more than twenty years, the possibility of abnormal 

inner pressure rise due to leakage, long term diffusion 

and other factors [7] cannot be completely excluded. In 

order to determine whether the inner pressure of a 

vacuum interrupter is within its safe operational limits, 

many techniques and test equipment have been 

developed [7,8], all of which are functional off-line, 

and have to demount the vacuum interrupters from the 

circuit breakers. Consequently, when the interrupters 

are to be reinstalled, some of the mechanical 

parameters of the vacuum interrupters must be 

calibrated, which is labor intensive and should be 

performed by qualified technicians. Recently, a 

pressure diagnostic method known as the leak-rate test 

has been used by field technicians to detect the vacuum 

integrity of vacuum interrupters. Leak-rate testing 

provides results beyond a “pass/fail” result obtained 

from a high potential test which provides quantifiable 

data based on the internal pressure and interrupter 

geometry that allows maintenance personnel to use 

predictive maintenance procedures and programs that 

result in higher equipment reliability and improved 

lifetime compared to reactive maintenance programs 

[9]. This paper proposes techniques that could enhance 

the reliability and lifetime of medium voltage vacuum 

switchgear by means of a real-time condition based 

monitoring and maintenance approach.  

 

2. BACKGROUND 

 

2.1  Electrical contacts condition diagnostics based on 

wireless temperature monitoring of energized 

equipment 

 

With reference to MV circuit breakers, the main source 

for hot-spots originates from the interrupter’s contact 

surface, which over time will deteriorate and result in 

increased electrical resistance and temperature. If these 

parameters are not observed for long durations and 

deterioration reaches a critical state, arcing across the 

contact surface will most probably occur. With this 

understanding, industry saw the need of developing 

reliable and durable long-life sensors capable of 

withstanding the harsh conditions that exists in the area 

directly outside the vacuum interrupter’s contact 

enclosure indicated by the shaded zones in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Preferred temperature monitoring areas in 

MV circuit breakers [10] 

 

Thermal monitoring and analytics: 

 

Continuous monitoring of the interrupter’s contact 

temperature begins with a physical model for the heat 

energy balance: heat energy supplied to the interrupter 

generated from its resistance to current must add up to 

the heat convected to the interrupter’s surroundings and 

the system’s absorbed heat – revealed in the 

equipment’s temperature (1) [11].  



The heat energy balance equation is given as 

 
2

RI dt K dt mCd                                                 (1) 

 

Where: 

 

i e
T T                                                                      (2) 

 

i
T  = Interrupter internal temperature [°C] 

e
T  = Interrupter external temperature [°C] 

R = Interrupter resistance [Ohm] 

I = Interrupter current [Ampere] 

K = Characteristic constant of heat exchange [Watt/°C] 

m  = Interrupter mass [kilogram] 

C  = Interrupter average heat capacity [Watt/kilogram] 

t   = Time [seconds] 

 

Further manipulation of (1) is possible when an 

interrupter is in steady state with known temperatures 

and load current [11]. 
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Where: 

 

n
I  = nominal current [Ampere] 

OL
I  = overload current [Ampere] 

  = interrupter thermal time constant 

 

Figure 2 shows heat rise H and characteristic term   

as a function of /
n

H    as described by (3). From a 

trending perspective, as the equipment deteriorates and 

  decreases, shifts in thermal response times and 

temperature levels are detectable. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Interrupter heat rise characteristic [11]. 

 

The generated heat depends on the load current and the 

contact resistance. The contact resistance has a 

tendency to rise over time due to the aging process, 

caused by both mechanical and environmental factors. 

At some stage an aging contact with increased 

resistance will generate excessive amounts of heat and 

tip the heat energy balance towards elevated 

temperatures. As a result, an aging contact temperature 

will be significantly higher at the same current. 

Assuming that the heat dissipation means have not 

significantly changed during the period of observation, 

the temperature rise over time will depend mainly on 

the resistance change. Therefore contact temperature 

change at the same current level over the period of time 

could serve as the qualitative tool of evaluation of 

contact conditions. An aging scenario for electrical 

contact may be roughly presented in Figure 3 as a 

sequence of three different types of thermal behavior. 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 3: Thermal behavior of an energized contact in 

different conditions: normal (1), deteriorating (2), and 

faulty (3) [5]. 

 

Wireless surface acoustic wave temperature monitoring 

system: 

 

Surface Acoustic Wave (SAW) technology provides an 

ideal solution as it is non-invasive, no power is required 

to the sensors, highly scalable, and provides continuous 

real-time monitoring. The SAW temperature 

monitoring system includes SAW temperature sensors 

mounted at strategic contact points within the 

switchgear panel and a reader capable of interrogating 

multiple SAW temperature sensors simultaneously. 

Figure 4 shows a layout of the SAW temperature 

sensing system. The reader antenna is mounted inside 

the switchgear panel and sends short radio frequency 

pulses into the panel. If the pulses are at the frequency 

of the sensor, the sensor receives, modifies and 

passively returns the pulses. The returned pulses 

contain information related to equipment temperature.  

 

 

 

 

 

 

 
 

 

 

Figure 4: SAW wireless temperature sensing system 



2.2  Circuit breaker mechanical operation 

 

The fundamental reason why monitoring of the circuit 

breaker actuator coil current signature is so effective is 

that the coil current’s behaviour is directly influenced 

by the physical resistance of all movable parts of the 

actuator system and therefore, the coil current 

characteristics can be used as a means of identifying 

deviations in the mechanical operation of a circuit 

breaker actuator. By capturing and analysing the circuit 

breaker’s actuation coil current signatures from open 

and close operations, it is possible to initiate preventive 

maintenance alarms based on the outcome of the 

analysis. 

 

Relationship between coil current and circuit breaker 

mechanism performance: 

 

The trip/close coil consists of a solenoid around a 

movable iron armature forming an electromagnetic 

actuator. Once a command signal is initiated and the 

control circuit receives the signal, the opening or 

closing operation of the circuit breaker commences. 

When a voltage is applied to the coil, a current starts to 

flow through the coil. As a result, the armature slide 

toward the circuit breaker latch mechanism, and 

actuates the operating mechanism. The stored energy in 

the charged opening spring is employed to set all of the 

mechanical parts in motion and open or close the main 

interrupting contacts while, at the same time, the coil 

current reaches its maximum. Finally, after a short 

delay, auxiliary contacts open and disconnect the coil 

from the Direct Current (DC) supply and, as a result, 

the coil current decays to zero (see Figure 5). 

 

Circuit breaker trip/close coil current features: 

 

In order to evaluate the condition of the circuit breaker 

through its coil current signature, six features reflecting 

the circuit breaker abnormalities are identified as 

shown on a typical measured waveform in Figure 5. 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Circuit breaker captured coil current signature 

[1]. 

 

 

 

 

 

The following terminologies are presented in Figure 5: 

1P
I  = First local maximum current; 

1P
T  = Time from initial pulse current rise to first local 

maximum value
1P

I ; 

2P
I  = Second local maximum current; 

2P
T  = Time between circuit breaker relay initiating a 

trip/close operation and the circuit breaker 

transitioning to fully open/close state; 

v
T  = start time of circuit breaker’s operation (latching 

time); 

E
T  = Total energised time of coil current. 

 

Features and failures: 

 

The most common failure modes that need to be 

considered during circuit breaker mechanical operation 

are the variation in auxiliary supply voltage, increase in 

coil resistance, excessive friction of the release 

mechanism, and defect of auxiliary contacts. The 

impact of each specific failure on the coil current 

features and circuit breaker operation times must be 

investigated to derive the discrepancies in the coil 

current features during the healthy and faulty 

conditions. Figure 6 presents an example of the impact 

of malfunctions in the voltage supply, latch, and 

auxiliary contacts on the close coil current of a 72.5 kV 

circuit breaker. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Effect of various malfunctions on the close 

coil current [1]. 

 

Failure detection algorithm: 

 

The failure detection algorithm is explained in the 

following steps: 

 

1. Coil current capturing and calculation of 

features 

 

After the circuit breaker has reached its fully 

opened/closed state, the coil current waveform 

is recorded in order to calculate the defined 

features such that their discrepancies can be 

revealed. 



2. Calculation of discrepancy of features and 

sorting 

 

By comparing the calculated features in Step 1 

and the normal features, the percentage 

deviation can be obtained. Afterwards, these 

discrepancies are sorted from the highest 

(most affected) to lowest (least affected) 

absolute value. 

 

3. Identification of failures and their causes 

 

The mode of failure and their root causes are 

recognized in this step through a failure 

detection box presented in Figure 8. The 

algorithm is shown in Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Outline of the proposed failure detection 

algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Failures detection box [1]. 

 

A broad overview of the main points of analyzed 

failures and their root causes, as well as the most 

affected features of coil current, which relate to the 

core of the detection box, are provided in Table 1.  

 

Table 1: Circuit breaker failures and root causes from a 

coil current perspective 

 

In order to differentiate between different failures, the 

features are classified by their absolute value of 

discrepancies as High Discrepancy (HD) and Low 

Discrepancy (LD) as in Figure 8. Once the discrepancy 

of features is calculated in Step 2, the deviations of 

more than a certain percentage are labeled as HD and 

the other are regarded as LD. Based on this approach, 

the algorithm can detect the type of failures by 

considering Table 1. Finally, the root causes of failures 

are concluded through the sign of feature discrepancy. 

 

2.3  Vacuum life assessment of vacuum interrupters 

 

Vacuum interrupter operating principles - Paschen’s 

law: 

 

The medium voltage electrical distribution network 

relies on an ageing population of vacuum interrupters. 

It is imperative to know what the vacuum integrity is 

within the interrupters that are in service. Vacuum 

Interrupters’ high interrupting capacity is based on the 

physical principle discovered by Louis Karl Heinrich 

Friedrich Paschen (1865-1947).  

 

Paschen did original experimental research and 

discovered that the dielectric strength/breakdown 

voltage 
B

U  of a gas is a function of the gas pressure p , 

the distance between the two electrodes d , and the type 

of gas [12].  
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The breakdown voltage in air can be calculated from 

 

 ln
B

apd
U

pd b



                             (4) 

 

Where: 

 

B
U  = breakdown voltage [kV]; 

a  and b  = constants derived for dry air; 

p  = gas pressure [Pa] 

d  = distance between the two electrodes [mm] 

 

Figure 9 shows a typical Paschen curve for air for a       

( pd ) in the range of 1-10
5
 Pa. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Paschen curves in air and SF6 for contacts 

with a uniform electric field between them [12]. 

 

The left hand side of the curve in Figure 9 is of interest, 

which shows an increase in dielectric strength around 

3x10
-1

 Pa and then a constant dielectric strength for 

pressures below 10
-1

 Pa. Any pressure below about 10
-1

 

Pa has no effect to the interrupter performance. The 

pressure within the vacuum interrupter is allowed to 

increase from the normal manufactured value of about 

10
-6

 

Pa to an end of life value of 10
-1

 Pa, after which the 

insulation effect deteriorates very rapidly with rising 

pressure. Once an interrupter goes beyond this 

threshold it has failed, as it will quickly reach a point 

where the Transient Recovery Voltage cannot be 

withstood and the interrupter would then be unable to 

interrupt even small currents. 

 

Magnetron pressure measuring technique for vacuum 

interrupters: 

 

Once the vacuum interrupter is finally assembled, 

evacuated, and brazed, the final vacuum interrupter has 

a vacuum below 10
-6

 Pa sealed inside it. The common 

method for measuring the vacuum level is based on the 

principle of a Penning discharge. Here a high DC 

voltage (typically in the range of 10kV) is applied 

between two suitable electrodes in the presence of a 

magnetic field. Electrons are drawn from the cathode 

electrode by field emission and then spiral back and 

forth around the magnetic flux lines. Their travel path 

to the anode is thus substantially lengthened. When 

these electrons collide with residual gas molecules, 

ionization can occur and a small current flow in the 

range of micro-amperes can be measured. The level of 

current measured is directly proportional to the residual 

gas pressure. One way of performing this measurement 

using a vacuum interrupter is by means of a Magnetron 

pressure measuring technique illustrated in Figure 10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: Magnetron pressure measurement technique 

for vacuum interrupters [12]. 

 

The vacuum interrupter is placed inside a magnetic 

field coil. The contacts are opened and a DC voltage of 

about 10 kV is applied across them. In this case the 

trapped electron swarm is captured between the upper 

contact (in this example the anode) and the floating 

shield (i.e., an Inverted Magnetron Discharge, IMD). 

An electron swarm is also trapped between the floating 

shield and the lower cathode (i.e., a Magnetron 

Discharge, MD). The current measured in the high 

voltage circuit thus flows from the anode to the shield 

and then to the cathode [12]. The actual 

current/pressure relationship for a specific vacuum 

interrupter model depends on its internal geometry. 

Therefore, before the magnetron method can be 

routinely used as a manufacturing test device, it has to 

be calibrated for each vacuum interrupter model. One 

way of performing this calibration is to add a nozzle to 

a specific vacuum interrupter model and then attach it 

to a pressure gauge and to a vacuum system. The 

magnetron current can then be measured for a given 

vacuum interrupter as a function of the actual pressure 

inside the interrupter. Figure 11 illustrates an example 

of the relationship between current and pressure of a 

vacuum interrupter. 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Current-pressure relationship of a vacuum 

Interrupter [8]. 



3. SUMMARY OF PROPOSED INVESTIGATION 

 

This paper discusses a data-driven approach to the 

condition assessment of medium voltage vacuum 

circuit breakers, operating on thermal monitoring of 

energized vacuum interrupter contacts, circuit breaker 

mechanical operation monitoring based on trip/close 

coil current diagnostics and vacuum integrity 

monitoring of vacuum interrupters through the 

Magnetron pressure measurement technique. These 

condition monitoring techniques should allow utility 

switchgear technicians and maintenance personnel to 

identify and establish correlations between circuit 

breaker healthy and faulty conditions. The main 

benefits to asset managers envisaged from the 

introduction of condition monitoring and diagnostic 

systems are: 

• identification of incipient circuit breaker 

degradation; 

• automated and consistent assessment of circuit 

breaker conditions; 

• faster, more informed condition assessment; 

• recognition of manufacturing faults; 

• provision of diagnostic support for more 

targeted, condition-based maintenance 

activity; 

• obtaining reliable and characteristic 

information describing the present asset 

condition; 

• avoiding unnecessary maintenance and 

consequent faults; 

• reduced maintenance costs. 

 

4. FUTURE WORK 

 

The three areas of research previously discussed in this 

paper will be investigated through extensive laboratory 

testing and attempt to understand them more clearly 

such that the theoretical explanation can be validated. 

 

5. ACKNOWLEDGEMENTS 

 

The first author would like to thank Actom MV 

Switchgear (the circuit breaker manufacturer) for their 

support in granting permission to perform 

measurements on their circuit breakers and to provide 

access to the existing measurement data files on their 

circuit breakers. The first author also acknowledges the 

contribution of Eskom for the opportunity to participate 

in the Eskom Power Plant Engineering Institute 

(EPPEI) programme. 

 

6. REFERENCES 

 

[1] A. A. Razi-Kazemi, M. Vakilian, K. Niayesh and 

M. Lehtonen, “Circuit-Breaker Automated Failure 

Tracking Based on Coil Current Signature,” IEEE 

Transactions on Power Delivery, vol. 29, no. 1, pp. 

283-290, Feb. 2014. 

 

[2] G. Balzer, D. Drescher, F. Heil, P. Kirchesch, R. 

Meister, and C. Neumann, “Evaluation of failure 

data of HV circuit-breakers for condition based 

maintenance,” in Proc. CIGRE Sessions, 2004. 

 

[3] CIGRE Working Group 13.06, “Final report of the 

second international enquiry on high voltage 

circuit breaker failures and defects in service,” 

Paris, France, Rep. no. 83, Aug./Sep. 1994. 

 

[4] High-voltage switchgear and controlgear – Part 1: 

Common specifications, IEC Standard 62271-1, 

2011. 

 

[5] A. Livshitz, B. H. Chudnovsky, “Condition 

Diagnostics of Energized Electrical Equipment: 

Case Studies,” 1-4244-0493-2/06 ©2006 IEEE. 

 

[6] S. Strachan, S. Mcarthur, J. Mcdonald, W. Leggat, 

and A. Campbell, “Providing decision support for 

the condition-based maintenance of circuit 

breakers through data mining of trip coil current 

signatures,” IEEE Transactions on. Power 

Delivery., vol. 22, no. 1, pp. 178–186, Jan. 2007. 

 

[7] G. C. Damstra, R. P. P. Smeets and H. B. F. 

Poulussen, “Pressure estimation in vacuum circuit 

breakers”, IEEE Transactions on Dielectrics and 

Electrical Insulation, Vol. 2, pp. 198-201, 1995. 

 

[8] H Mao, G. Chang, X. Zhu and Y. Wang, “On-line 

Monitoring of Pressure in Vacuum Interrupters,” 

IEEE Transactions on Dielectrics and Electrical 

Insulation, vol. 14, no. 1, pp. 179-184, Feb. 2007. 

 

[9] J. Cadick and F. Ledbetter. “Predicting the 

Remaining Life of Vacuum Interrupters in the 

Field,” 81st  International Conference of Doble 

Clients, Doble Engineering Company, 2014. 

 

[10] ABB, MV Circuit Breaker Instruction Manual 

[Online].Available: 

http://www05.abb.com/global/scot/scot235.nsf/ 

veritydisplay/7e5daa7afc45ac4bc1257574004dd7bc

/$file/r-mag%20instruction%20book%201val 

255101-mb%20rev%20e.pdf, March 2009. 

 
 [11] A. A. Sallam and O.P. Malik, “Electric 

Distribution Systems”, Piscataway, NJ: John Wiley 

& Sons, Inc., 2011. 

 

[12] Paul G. Slade, The Vacuum Interrupter: Theory, 

Design, and Application, CRC Press, 2007. 

 

 

 

 

 

http://www05.abb.com/global/scot/scot235.nsf/
http://www05.abb.com/global/scot/scot235.nsf/veritydisplay/7e5daa7afc45ac4bc1257574004dd7bc/$file/r-mag%20instruction%20book%201val255101-mb%20rev%20e.pdf
http://www05.abb.com/global/scot/scot235.nsf/veritydisplay/7e5daa7afc45ac4bc1257574004dd7bc/$file/r-mag%20instruction%20book%201val255101-mb%20rev%20e.pdf
http://www05.abb.com/global/scot/scot235.nsf/veritydisplay/7e5daa7afc45ac4bc1257574004dd7bc/$file/r-mag%20instruction%20book%201val255101-mb%20rev%20e.pdf


APPARENT SOIL STRUCTURES RELEVANT TO BURIED EARTH 

ELECTRODES IN SOUTH AFRICA - A RESEARCH PROPOSAL 

 
P. H. Pretorius 

 
University of the Witwatersrand, Faculty of Engineering and the Built Environment, School of 

Electrical and Information Engineering, Private Bag 3, Wits 2050, South Africa. 

e-mail: pieter.pretorius@wits.ac.za 

 

 

 

Abstract: Transmission infrastructure development in South Africa, over the period 2015 to 

2024, requires a planned total length of 13 396 km of high voltage overhead power lines. 

This effectively translates into an approximate number of 33 490 towers that require 

assurance that the tower foot resistance of each tower falls below a specified threshold to 

allow for optimum lightning performance of the line. Designing a set of tower foot earth 

electrodes, based on the predominant soil structures expected along the line route, is 

preferred to the design of individual electrodes for each tower as that is likely to result in a 

costly design-approach. Soil structure and soil resistivity form an integral part of such 

design but is currently not generally available and can only be obtained through specific 

site visits and soil resistivity measurement. An alternative means of obtaining soil 

resistivity data from existing sources is discussed in this paper. The paper in essence covers 

a proposal for research that will lead to the development of an information base of typical 

soil structures in South Africa that can be applied in the design of general earth electrodes, 

such as those applicable to overhead power line towers and their footings.  
 

Key words: Soil Structure, Earth Electrode, South Africa, Research Proposal. 
 

 

 

1. INTRODUCTION  

 

1.1   Electricity Network Expansion in South Africa 

 

With the transmission network expansion in South Africa 

a total of 13 396 km (3 940 km at 765 kV; 9 097 km at 

400 kV and 359 km at 275 kV) of power lines are 

planned for the period 2015 to 2024 [1]. With an assumed 

average span length of 400 m, for these lines, a total 

number of 33 490 towers will be required. Each tower has 

a foundation that forms an integral part of the tower foot 

earth electrode. The tower foot electrode impedance is an 

important parameter in the lightning performance of any 

power line. Depending on the lightning ground flash 

density (See Figure 1 [2]) and the soil resistivity at the 

tower location, the tower foot electrode can be optimised 

in terms of its electrical performance [3, 17]. 

 

Each of the power lines terminates at a substation of 

which the electrode plays an important part in ensuring 

both equipment and human safety. Safety is dictated by 

the earth potential rise during fault conditions in the 

substation or at the power line tower. Again, the electrode 

can be optimised from a design perspective with 

knowledge about the electrical characteristics of the soil 

that the electrode is buried in. 

 

1.2   Buried Earth Electrodes 

 

Relatively low values are preferred for earth electrodes to 

allow controlled dispersion of unwanted current into the 

 
 

Figure 1: Lightning Ground Flash Density across South 

Africa - 2006 to 2011 (Taken from [2]). 

 

soil. In its simplest form, an earth electrode can be 

represented by a driven rod (Figure 2 - left: side view; 

right: top view) with the resistance of the rod given by 
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where ρ is the soil resistivity (Ω.m), L is the length (m) of 

the rod and 2 x r is the diameter (m) of the rod. It is clear 



that the rod resistance is directly proportional to the soil 

resistivity. 

 

 
 

Figure 2: Schematic illustration of a rod electrode. 

 

Figure 3 shows a typical conceptual structure of a 

horizontal two layer soil with the top layer 2 m thick, 

presenting a high resistivity (1 000 Ω.m), and the deeper 

layer presenting a lower resistivity of 100 Ω.m.  

 

 
 

Figure 3: Typical conceptual horizontal two layer soil 

structure. 

 

Using the soil structure noted in Figure 3, a 0,5 m long 

rod with 10 mm diameter will effectively be embedded 

into the 1 000 Ω.m soil layer to present a resistance close 

to 1 687 Ω. Selecting a longer rod, 3 m in length with the 

same diameter, will present a resistance of 207 Ω in the 

average “homogeneous” soil layer of 550 Ω.m. This 

example conceptually illustrates the importance of 

information required about the soil structure to lower the 

electrode resistance through proper design. 

  

2. SOURCES OF SOIL DATA - THE PROBLEM 

 

2.1   General 

 

General: Soil data is available from various sources or 

can be obtained from various techniques, depending on 

its application. These include published material, such as,  

Geophysical Reports, maps from the Department of 

Agriculture / Agricultural Research Council (ARC), 

Geological Maps and Soil Resistivity Measurements, to 

name a few. However, the data available from these 

sources (other than resistivity measurements) are not 

suitable for electrode design as discussed below. 

 

2.2   Geophysical Reports 

 

These reports, from a power line perspective, contain data 

on the type of soil in which the tower foundation will be 

embedded. Different types of soil are classified, for 

example, a Type 1 soil is classified as a hard and granular 

type of soil and is considered a competent engineering 

soil; Soil Type 2 is a less competent soil comprising of a 

stiff clay or dense sand; Soil Type 3 is a very incompetent 

soil based on loose sand or soft clay [4]. This type of soil 

data does not provide any information about soil strata, 

their thickness and resistivity and can at best be guessed 

from a range, such as, that presented in Figure 4. 

 

 
 

Figure 4: Resistivity of typical earth materials and soils 

(Taken from [5]). 

 

2.3   Data for Agricultural Application 

 

Soil data available from the Department of Agriculture 

[6] and the ARC [7] is very useful in the application to 

agriculture: types of vegetation and grazing that are likely 

to thrive in the different soil types (See Figure 5 as an 

example). But again, this type of data does not provide 

any information about the resistivity of different strata 

that can be employed in electrode design because it only 

presents information about the top soil, a few centimeters 

deep, in a particular area. 

 

 
 

 
 

Figure 5: Soil types of the North West Province in South 

Africa [6, 7]. 



2.4   Lithology of South Africa 

 

Figure 6 illustrates the Lithology of South Africa that is 

perhaps more useful from a mineralogy point of view 

than from an electrode design perspective.  

 

 
  Figure 6: Typical Soil Structures found in South Africa 

[8]; Mudstone: 5 - 500 Ω.m; Sandstone: 30 - 2000 Ω.m; 

Shale: 4 - 30 Ω.m. 

 

2.5  Visual Estimation  

 

It was found that, in some cases, attempts are made to 

estimate the below-grade soil structures based on visual 

cues above grade. These obviously fail dismally. As an 

example, Figure 7 shows a transmission line tower 

constructed in the Nama-Karoo [9].  

     

 
 

Figure 7: Typical transmission line tower constructed in 

the Nama-Karoo. 

 

The Nama-Karoo biome (Figure 8) forms part of the 

central regions of South Africa and comprises 

predominantly of mudstones and sandstones of the Karoo 

Super-group that give rise to shallow (< 30cm) aridosols 

with a calcareous hardpan layer typically in the profile. 

During the Jurassic age, these sedimentary rocks were 

intruded by dolerites, which criss-cross the landscape in 

characteristic dykes. The dolerites contain plagioclase 

which give rise to soils of high clay content.  

 

At first glance, the visual information from Figure 7 may 

lead one to believe that the terrain is sandy with high 

resistivity soil. Yet, measurements in the area of Figure 7 

yielded tower footing resistances in the range of 4 Ω to 

15 Ω which are relatively low for 765 kV structures in 

comparison with the maximum design level of 40 Ω [10]. 

The reason for the low footing resistance can be 

explained by the low soil resistivity of the rock (as 

explained earlier) in which the tower foot foundation is 

buried. 

 
Figure 8: The Nama-Karoo Biome. 

 

2.6 Soil Resistivity Measurements 

 

To get the necessary and most reliable soil data, that can 

be used as input to the electrode design, requires 

electromagnetic sounding of the soil. Several techniques 

exist but the more well-known, cost and time efficient 

technique (applied in the utility context) is based on the 

Wenner method [11, 12]: a four electrode method. The 

electrodes are placed in-line with equal spacing and with 

current injected into the two outer electrodes and the 

potential measured on the two inner electrodes [12]. 

Using Ohm’s law, the apparent resistance of the soil can 

be calculated from the current and potential 

measurement. By increasing the electrode spacing, 

apparent resistance values can be obtained that are 

representative of deeper soils. The data obtained in this 

manner can be used to develop an equivalent soil model 

[12]. The model is then used in the optimisation of the 

electrode design. 

 

Figure 9 shows the traverse near the tower of Figure 7 

along which soil resistivity measurements were made. 

The soil structure developed from data obtained from the 

resistivity measurements is illustrated in Figure 10 with 

details in Table 1. 

 

Table 1: Soil structure developed from the resistivity 

measurements along the traverse indicated in Figure 9. 

 

Layer Resistiviy (Ω.m) Thickness (m) 

Top 64,8 0,8 

2
nd

 73,7 1,5 

Bottom 369,4 Infinite 

 



 
 

Figure 9: Traverse near the tower of Figure 7 along which 

soil resistivity measurements were conducted. 
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Figure 10: Soil structure obtained from the soil resistivity 

measurements for the traverse indicated in Figure 9. 

 

Capturing data with the Wenner method requires the 

despatch of personnel and equipment to the site where the 

soil data is required. This may take some time and it is 

effectively required that a resistivity measurement (along 

one to several traverses) be done at the locations where 

electrode will be located. The design for each electrode 

then follows.   

 

Considering the number of towers noted earlier, even 

assuming that only 10 % of these towers may require 

modification of the tower foot electrode, it still presents a 

significant number (3 349) that will demand significant 

resources to address. A means to overcome this challenge 

is presented in the following section. 

  

3. UNTAPPED SOURCES OF SOIL DATA - 

MOTIVATION  

 

Soil resistivity measurements based on the Wenner 

method have been done for many years in South Africa, 

particularly as input to the design of substation earth 

electrodes. In 2011, Eskom dispersed 130,005 MVA and 

102,053 MVA respectively through transmission (132 kV 

and above) and distribution substations [13]. This equates 

currently to a total of 3665 substations of which 213 are 

transmission substations [14]. See Figure 11 for a spread 

of both transmission and distribution substations across 

the country. Each of these substations required soil 

resistivity measurements for the design of their earth 

electrodes. These designs present a “hidden” source of 

information on soil structures.  

 

Plans are on the table to install a further 181 transformers 

(81,385 MVA) over the period 2015 to 2024 [1]. Even 

though these may not necessarily be installed at new 

substations, their installation may require the 

refurbishment of some substation electrodes due to 

elevated fault levels. It is these refurbishments that may 

require soil resistivity measurements and that may present 

additional information relevant to this discussion. 

. 

 
 

Figure 11: Spread of Transmission and Distribution 

Substations (Mapped on [15, 16]). 

 

Apart from Eskom, there are several private companies in 

South Africa that have been providing soil resistivity 

measurement services for more than a decade. It is these 

companies that sit with a wealth of historical soil 

resistivity data.  

 

It is not claimed that all the soil resistivity data is 

available for all the substations in South Africa but a 

significant amount of data is likely to exist due to good 

record keeping by these respectable companies. For 

example, assume five companies are likely to participate 

in the sharing of the soil resistivity information and each 

company holds historical soil resistivity data for 50 

substations (that is data from 5 substations per year). This 



yields 250 data sets. If it is further assumed that double 

this number of data sets can be obtained from Eskom, a 

total of 750 soil resistivity data sets will be available 

without any expenditure in terms of site visits or 

measurements. 

 

4. PROBLEM STATEMENT 

 

Both the existing electricity network and expansion 

thereof presents overhead power line towers with 

electrodes that need to be optimised in terms of lightning 

performance. The optimisation of these electrodes 

requires soil structure data as input to the electrode design 

and optimisation. In limiting the cost component of such 

designs, it makes sense not to design individual 

electrodes for all the towers, but rather to design a set of 

universal electrodes that can be applied for predominant 

soil structures present in South Africa. Data on 

predominant soil structures in the country can be obtained 

in a cost effective manner from historical soil surveys 

done mainly for substations electrode designs. This data 

can be transformed into an information base, in support 

of electrode design, that can be extended through future 

soil resistivity measurements. 

 

The abovementioned problem statement raises key 

research questions that include:  

 

 Can sufficient historically data be obtained in support 

of statistically significant analyses? 

  

 Is the historical data representative of the larger part 

of South Africa? 

 

 How should the historical data be screened, analysed 

and presented to add value to the design of earth 

electrodes for towers? 

 

 Based on the historical data, what type of soil 

structures are dominant in South Africa that should be 

considered in electrode design for power line towers?  

 

5. PROPOSED RESEARCH DIRECTION AND 

METHODOLOGY 

 

5.1   General 

 

In answering the research questions, the proposed 

research direction will include the following components: 

data collection, primary data analysis, development of 

soil structures and secondary data analysis. 

  

5.2   Data Collection 

 

The initial stage will involve the identification of credible 

third parties that can contribute to and would like to 

participate in the sharing of historical soil resistivity data. 

Initial telephonic attempts by the author to determine 

whether some parties may participate resulted in positive 

response received. 

The data to be collected will include the location of the 

site where the measurements were made plus the raw soil 

resistivity data captured by means of the Wenner method.  

 

Secondary information about the time / season of 

measurement and the climatic conditions, if available, 

will further assist in the Primary Data Analysis. 

 

It will be endeavoured to collect at least 1 000 soil 

resistivity data sets (that is, data from 1 000 sites) that are 

representative of South Africa, as a target for the project 

initiation. It is expected that more data sets will be 

required but these can be grown as network expansion 

projects, for example, develop. In addition, the third 

parties noted may also have soil resistivity data available 

from non-utility projects, such as, mobile base station 

sites that were surveyed for soil resistivity and that can 

contribute to the information base. 

   

5.3   Primary Data Analysis 

 

The primary data analysis will involve the screening and 

preparation of the data to be input-compliant to the 

software that will be used for the development of the soil 

structures. In-house developed or commercially available 

software will be used for this purpose.  

 

As part of the of the primary data analysis, statistical 

requirements will dictate the number and spread of data 

required to be representative of soil structures in South 

Africa. Raw data will be screened according to these 

requirements. 

 

5.4   Development of Soil Structures 

 

Numerical models will be used to translate the raw data 

into representative and equivalent horizontally (vertically 

or otherwise) layered soil structures. Output of the model 

will reflect the number of layers, the thickness of the 

layers and the resistivity of the layers. Confidence in the 

accuracy of the model will form part of the output. 

 

5.5   Secondary Data Analysis 

 

The secondary data analysis will include statistical 

analysis of the soil structures, yielding the probability for 

example, that a particular soil structure may be expected 

at a particular location. Alternatively it may indicate that 

in 95 % of the cases, the top soil layer is representative of 

a certain soil resistivity or the depth that electrically 

attractive (low resistivity) soils are mostly found. These 

are all specific points that the electrode designer is 

interested in. 

 

6.  EXPECTED BENEFITS 

 

The expected benefits from developing a soil structure 

information base cover several aspects as noted below. 

With a database on typical soil structures, it would be 

possible to: 



 Determine the threshold for equivalent soil resistivity 

at which tower foot electrode modification becomes 

too expensive. Such a threshold could dictate where 

and when line surge arrestors become a more 

attractive solution to improve lightning performance. 

 

 Indicate in which areas the permittivity of soils 

becomes more important from a perspective of the 

high frequency behaviour of earth electrodes [3]. 

 

 Save cost by developing a set of electrodes applicable 

to soil structures most frequented in South Africa as 

opposed to the design of individual electrodes. 

 

 Eliminate accommodation for seasonal variation from 

the electrode design process if knowledge is available 

about soil at a depth of typically 1,5 m to 3 m. If, for 

example a measurement was made in winter (dry 

season), the database will support information on how 

the electrode will behave in summer (wet season). 

 

 Design in general for the critical distance along power 

lines near substations. The critical distance defines the 

length of the line section within which back-

flashovers could result in unacceptably high 

overvoltages in the substation. This length is 

determined by considering the arrester protective 

zone. Earthing requirements can then adequately be 

addressed for lightning surges originating on the line 

close to and further away from the substation. For the 

latter, corona attenuation (reduction of the steepness 

of the incoming surge) will also be considered with 

the effect that the lightning surge is likely to pose a 

lesser threat to the substation equipment. 

 

 To link resistivity with the permittivity of the soil 

through a universal soil impedance [3]. 

 

7.  CONCLUDING REMARKS 

 

A means to initiate the development of an apparent soil 

structure database for South Africa in a cost effective 

manner has been presented in this paper. The paper, in 

essence, took on the form of a research proposal that 

covered: the Motivation to address the problem; the 

Problem Statement with Research Questions; the 

proposed Research Direction and Methodology and 

Expected Benefits.    

 

In considering the expected benefits, it is anticipated that 

the proposed research will lead to a full understanding of 

the behaviour of soil based on soil structures in South 

Africa and that can be applied in effective electrode 

design of power line towers (and substations). 
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1. INTRODUCTION 

Apart from their general use as motors, three-phase 

induction machines (IMs) are also used as generators 

in electric power systems. The induction generator 

offers advantages for hydro and wind applications in 

terms of cost and simplicity and it plays an important 

part in the renewable energy industry today [ 1, 2, 3]. 

However, the advantages of using multi-phases 

system are well known such as high power handling 

capability by dividing the required power between 

multiple phases, reduced torque pulsations, higher 

reliability, reduced harmonics and fault tolerant. The 

induction generator has its limitations; it generally 

needs an external power source to provide its 

excitation. This means that it is difficult to employ in 

remote areas where there is no electrical power 

supply network. The possibility of using a Self-

excited Induction Generator (SEIG) where a three-

phase capacitor bank is connected across the stator 

terminals to supply the reactive power requirement of 

a load and generator was discovered by Basset and 

Potter in the 1930s [5]. When such an induction 

machine is driven by an external mechanical power 

source, the residual magnetism in the rotor produces 

an electromotive force (EMF) in the stator windings. 

This EMF is applied to the capacitor bank causing 

current flow in the stator winding and establishing a 

magnetizing flux in the machine [4, 5]. An induction 

machine connected and excited in this manner is 

capable of acting as a standalone generator supplying 

real and reactive power to a load. In this mode of 

operation, the capacitor bank supplies the reactive 

power requirement of the load and generator, and the 

real power demand of the terminal load is supplied 

by the prime mover. The use of an induction machine 

as a generator is becoming more and more popular 

for renewable energy applications [3, 8, 9, 10, 11]. 

Squirrel cage induction generators with excitation 

capacitors (known as SEIGs) are popular in isolated 

non-conventional energy systems [2, 3, 6, 7]. 
However, the main drawback of the SEIG system is 

that the voltage and frequency produced by the 

system is highly dynamic under variable load 

conditions. Although many studies have been 

focused on regulating the voltage and frequency of 

the SEIG system under variable loads, the regulation 

of speed and voltage does not result in a satisfactory 

level of performance due to the nonlinear behavior of 

the machine [12]. In this paper some aspects of 

performance of a nine-phase system are analyzed.  

The mathematical model using Nodal analysis for 

nine-phase self-excited induction generator 

(NPSEIG) is illustrated in details. Furthermore 

practical measurements were carrying out to evaluate 

the process of voltage build up in NPSEIG. It should 

be noted that only no-load results are presented in 

this paper. Table 1 gives the machine specification 

and data, while Fig.1 and Fig. 2 show detailed 

winding arrangement of the NPSEIG and picture of a 

readily wound 9-phase stator, respectively. 
 

Table 1: Machine Specification and Data 

Description Values 

Number of phases 9 

Stator external diameter 136 mm 

Stator bore diameter 79 mm 

Active axial length   112 mm 

Number of poles 4 

Number of stator slots 36 

Number of turns per phase 132 

Air-gap length 0.45 mm 

Rated kVA 2.205 kVA 

Rated phase voltage 127 V 

Average flux density 0.65 Wb/m2 

Frequency 50 Hz 

Rated current 6.8 A 

No-load current 2.78 A 
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Fig. 1: Complete 9-phases winding housed in 36 slots 

PERFORMANCE EVALUATION OF A NINE-PHASE SELF- EXCITED 

INDUCTION GENERATOR 
 

G.C Mangena * and M Muteba * * 
 
*University of Johannesburg Department of Electrical and electronic engineering Technology, PO Box 17011, Doornfontein,   
2023, Johannesburg, South Africa  

 

Abstract.  This paper evaluates the performance of a self-excited nine-phase induction generator. The advantages of using 
Multi-phase system (more than three-phases) are well known such as high power handling capability by dividing the required 

power between multiple phases, higher reliability, reduced harmonics and fault tolerant. For a nine-phase machine, if failure 

occurs the machine can still operate since each three phase group can be made independent from each other. In this paper, a 
mathematical model is developed directly from the equivalent circuit of nine-phase self-excited induction generator by means 

of nodal admittance method. The stator three-phase winding of a conventional 1.5 kW, 4-pole, 50 Hz three-phase squirrel cage 

induction machine has been modified to nine-phase winding for experimental evaluation. The excitation is provided by nine 
capacitors each rated 40 uF and 450 V.  

   

Key Words. Nine-phase, Self-excited induction generator, Performance Evaluation, Renewable Energy.  
 

 



 

 

 
Fig. 2:  Readily wound 9- phase stator (right)  

and squirrel cage (left) 

 

2. ANALYSIS OF NPSEIG 

The steady-state operation of the self-excited 

generator may be analysed by using genetic 

algorithm [13], the equivalent circuit representation 

is shown in Fig. 3.  

Where RS, RR and RL are the stator, rotor and load 

resistances respectively. XS, XR, XM and Xsh are the 

stator, rotor, and magnetizing and excitation 

reactance respectively. YS, YR, YM, YL and YC are the 

stator, rotor, magnetizing, load and Excitation 

admittances respectively. F is the p.u frequency. v is 

the p.u speed which is the ratio of rotor speed to 

synchronous speed. IS, Ir, IM, and IL, are the stator, 

rotor, magnetizing and load currents respectively. Vg 

and VT are the p.u air gap and terminal voltages at 

rated frequency respectively. 

 

Fig. 3: Per phase equivalent circuit representation of nine-phase 
self-excited induction generator. 

The above equivalent circuit is valid for any per unit 

speed ʋ. The various elements of equivalent circuit 

are given from equations (1) to (12). 
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The matrix equation presented based on nodal 

admittance method for the equivalent circuit can be 

expressed as in (13). 

      )13(SIVY 

 

Where [V] is the node voltage matrix and [I S] is the 

source current matrix. [Y] is the nodal admittance 

matrix. The [Y] matrix can be formulated directly 

from the equivalent circuit in fig. 3 using nodal 

admittance method based on inspection and as given 

in (14). 
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Since, the equivalent circuit does not contain any 

current sources, [I S] = [0] and hence Equation (13) is 

reduced as; 

    )15(0VY

 

For successful voltage build up, [V] ≠ 0 and therefore 

from Equation (3), [Y] should be a singular matrix 

i.e., det [Y] = 0. It implies that both the real and the 



imaginary components of det [Y] should be 

independently zero. Therefore to obtain required 

parameter which results det [Y] = 0, genetic 

Algorithm based approach can be implemented [13]. 

3. EXPERIMENTAL RESULTS 

3.1Experimental setup 

Fig.4 illustrates the experimental setup test rig photo. 

The dc supply station feeds the field and armature the 

dc motor which is used as prime mover to 

mechanically drive the NPSEIG. Star-connected nine 

capacitors provide excitation to the 9-phase windings 

of the NPSEIG.  

 

 

Fig. 4: Experimental setup rig photo 

3.2 Analysis of Results 

3.2.1 The Initial Self-excitation Process of the 

Induction Generator; No-load 

The stator phase voltage starts building up slowly 

and reaches a steady-state value while the 

magnetization current starts from zero rising to a 

stable steady-state value. Table 2 gives the measured 

results on no-load with a capacitor of 40 uF per 

phase. 

 
Table 2: Measured results on no-load 

Speed 

(rpm) 

V/phase 

    (V) 

IO 

(A) 

Qc 

(VAr) 

P 

(W) 

1700 3.00 0.00 0.00 0.00 

1800 4.20 0.05 0.63 0.00 

1850   75.90 1.32 101 0.00 

1900   98.60 1.84 195.1 4.80 

2000 102.50 2.11 215.2 7.30 

2050 119.50 2.55 295.4  10.10 

2100 121.30 2.63 311.8  11.20 

2150 127.20 2.28 366.1  17.80 

2200 132.80 3.16 421.7  23.00 

A stable output voltage could only be obtained once 

the machine’s core is saturated. Another physical 

explanation of the starting process of the SEIG is that 

the residual magnetism present in the rotor core 

induces a small voltage across the stator windings 

once the rotor is driven by the prime mover. This 

produces a delayed current which in turn produces an 

increased voltage and consequently an increased 

capacitor current. This phenomenon goes on until 

saturation of the magnetic flux paths. Fig. 5 

illustrates the stator Phase voltage builds up at no-

load obtained from computer simulation. 

                
Fig. 5: Stator phase voltage builds up at no-load. 

3.2.2 Magnetizing curve 

When the machine runs at synchronous speed 

(1500rpm), the rotor and load parameters of the 

equivalent circuit can be ignored as the slip is zero. 

Therefore, the magnetising curve of the machine can 

be obtained by varying the supply voltage and 

measuring the stator current. The recorded 

magnetising current when varying the supply voltage 

is shown in Fig. 6. 

 

Fig. 6: The magnetising characteristics. 

3.2.3 Speed versus Voltage 

It is evidenced in Fig.7 that the terminal voltage of 

NPSEIG depends on change in speed and shunt 

capacitance. When the NPSEIG is driven above 

synchronous speed, Voltage start building up at the 

stator terminals. 

 

Fig.7: Voltage increase when speed is increased 

Prime Mover Capacitor 

Bank 

4 Channel 

Oscilloscope 

dc Supply Station 

NPSEIG 

Handheld    

oscilloscope 

I &V meters 



3.2.4 Phase-Shift 

The phase-shift voltages of a NPSEIG is 40 degrees.  

Measurements using the four channel oscilloscope on 

one the three distinct three phases is shown in Fig.8. 

 
 

Fig. 8:  3-phase voltages of one group of nine phases with 400 

phase shift 
 

4. CONCLUSION 

Nine-phase self-excited induction generator is 

analyzed using a Mathematical model Nodal 

admittance inspection method derived from the 

equivalent circuit of a NPSEIG. The method of 

genetic algorithm can be developed for computer 

simulation (GA toolbox) to determine the necessary 

capacitance and VAr requirement to maintain 

constant terminal voltage for different constant 

speed. Experimental results were conducted and 

results show that speed is directly proportional to 

voltage generated connected to a 40uF capacitor 

bank. Experimental results have evidenced that the 

process of voltage build up can be possible with zero 

excitation current as long as there is residual 

magnetism in the rotor core. Performance of the nine-

phase induction generator under load and transient 

conditions will be presented in subsequent paper. 
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1. INTRODUCTION 

 

Excitation systems are the basis of power system 

stability and control. The design of the excitation 

system and its parameters play a major role in the 

performance of the power system control and 

protection [1]. Many power systems fail as a result of 

poor design of the excitation system.  When a fault 

occurs, it becomes very difficult to troubleshoot if the 

excitation was not thoroughly and clearly modelled 

and designed [2]. Therefore, modelling of excitation 

systems is very crucial and it requires thorough detail 

of every single part in order to allow quick fault 

detection. The AC excitation system is the most 

popular excitation method. However, the AC 

excitation systems are more complicated in design as 

opposed to the DC excitation systems. In this paper the 

DC excitation system is modelled and analyzed in 

terms of its performance under steady state and 

transient conditions. This method of excitation is 

chosen over the other methods owing to its simplicity, 

reliability and lower design costs. It is easier to 

troubleshoot simple systems. The most important 

aspect in DC excitation systems is frequent 

maintenance since they use brushes and slip-rings.      

2. DC EXCITATION MODEL 

 

The complete model of the DC excitation is shown by 

the transfer function block diagram in Fig 1.  

 

 
Fig. 1: DC Exciter model. 

 

 

 
 

 

 

 

Where: 

𝑉𝐶- Voltage output from the compensator 

𝑉𝑟𝑒𝑓- Input reference voltage 

𝑉𝑈𝐸𝐿- Under-excitation limit voltage 

𝑇𝐴- Time constant associated with the regulator and 

firing of the thyristor 

𝐾𝐴- Overall gain constant 

𝐸𝑋- Terminal voltage of the exciter 

𝑉𝑅- Regulator output voltage 

𝑆𝐸- Saturation function 

 

This model is as a result of the building blocks of the 

excitation system. The transfer function blocks were 

obtained from equation derivations from the first 

principles as detailed in section 2.1. 

 

2.1 Mathematical model 

 

DC excitation systems can be either separately excited 

or self-excited. The excitation model incorporates 

both separately excited and self-excited; the only 

difference between the two is on the parameters. When 

the self-excited system is used the parameters need to 

be set in such a way that the terminal field voltage is 

achieved with VR set to zero. The exciter consists of a 

field winding and an armature winding. The field 

winding is composed of a resistor and an inductor as 

illustrated in Fig. 2. The field winding of the DC 

exciter is highly inductive; the inductor plays a 

significant role. 

 

The voltage equation (1) of the field is the basis of the 

model of a DC excitation system. This equation is 

applied for both the separately excited and self-excited 

DC exciter method. Neglecting the flux leakages, the 

terminal voltage of the DC exciter is proportional to 

the flux linkage, as shown by equation (2). The 

proportionality constant is “kx”. The proportionality 

constant is dependent on the speed and design of the 
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DC exciter parameters. The exciter terminal voltage is 

as in equation (2). 
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Where Ref is the field resistance and Lf the field inductance.                             

 

Fig.  2: Separately excited exciter circuit. 
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The flux linkage can be expressed as in (3) 
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The load saturation curve in Fig. 3 shows the non-

linear characteristics of the field current and the 

terminal voltage of the exciter. When the exciter is 

loaded, due to armature reaction, the terminal voltage 

of the exciter terminals drops. Therefore, when 

modelling the exciter the loading effect and the 

saturation effect have to be taken into account. The 

two armature reaction effects are represented by the 

two curves, open circuit curve and saturation curve. 

Tangent to the open-circuit saturation curve is the air-

gap line. The slope of the air-gap line denotes the 

resistance of the field on the air-gap. 

 

 
Fig. 3: Terminal voltage characteristic curves 

 
Rg denotes the slope of the air-gap line. Therefore, the 

field current depends on current due to the air-gap line 

and the current due to the difference between the two 

saturation curves 
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∆if  is a non-linear function of Ex and it is expressed 

as in (6) 
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The function Se (Ex) is a saturation function that 

depends on Ex. Equation (2) is now written as in (7). 
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In order to obtain the required transfer functions the 

equation had to be represented in per unit system. 

Equivalent per unit quantities of the variables are 

given by their base quantities as expressed in equation 

(8).  
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The saturation function is expressed as in (9). 

 

)9()()(
_

___

__

xeg

x

f

xxe ESR

E

i
EES 


  

The proportionality constant kx is derived from 

equation (2) and is now written as in (10). 
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For any given values of the field current and the 

terminal voltage of the exciter, the quantity Lfu  can be 

obtained as in (11). 
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Therefore, the proportionality constant is denoted as 

in (12). 
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The derivation of the transfer function equation using 

the per-unit method yields the final equation (13). 
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The model for the exciter is shown in Fig. 4. 



 

                       Fig. 4: Exciter Model 

3. SIMULATION RESULTS 

 

The excitation system was modeled using 

Matlab/Simulink with a plant system consisting of a 

3.25MVA synchronous generator with a diesel engine 

governor as its prime mover, and a 1MVA resistive 

load. The initial condition values of the excitation 

system and constant values were given as the standard 

IEEE values [3]. The values of the circuit parameters 

were simulated in Simulink and analysis was made 

under transient and steady state conditions. 

 

2.1 Steady-state Operation  

The plant was operated on both full load and no-load 

conditions. The terminal voltage from the 

synchronous generator was measured and simulated 

under full load condition as in Fig. 5. 

 

                     Fig. 5: Terminal voltage on full load. 

The terminal voltage increased to almost twice the full 

load when the system was operating under no-load 

conditions. The result indicates that the load has a high 

resistance. Therefore, the voltage regulation was high. 

The terminal voltage under no-load conditions is 

shown in Fig. 6. 

 

                   Fig. 6: No-load terminal voltage. 

After the synchronous machine was excited by a field 

voltage, it started off by supplying a constant active 

power of about half the rated value as shown in Fig 7. 

After a few seconds the active power dropped 

instantaneously to a negative value and the machine 

started supplying an increasing reactive power, as 

shown in Fig. 8. 

 

Figure 7: Per unit active power under load conditions. 

The reactive power picked up exactly the same instant 

the active power was dropping as in Fig. 7, and the 

machine started delivering reactive power to the 

resistive load. 

 

          Fig. 8: Reactive power under load conditions 

2.2 Transient-state conditions 

The reaction of the plant system due to changes in the 

excitation system was tested by creating a line to 

ground fault in the excitation system. Looking at Fig. 

9, it is observed that the magnitude of generated 

voltage is very small and dropped down to a very large 

negative value for about 0.01ms between intervals of 

about 0.25ms. This drop was as a result of the 

unbalanced voltages between lines. The system was 

no longer operating under three phase conditions and 

the unbalanced phase was affecting the healthy 

phases.  

 

Fig. 9: Transient-state terminal voltage. 



The plot in Fig. 10 shows the generated voltage 

reaches the same maximum amplitude that it reached 

under healthy conditions, the difference this time is 

that the voltage could only be seen for a very few 

milli-seconds (ms) then it drops again. It does the 

latter for equal interval and it never reaches a steady 

value. This is still due to the unbalanced voltage 

phases. The system is not stable enough to retain a 

high voltage, which is the reason the voltage drops 

very fast. 

 

          Fig. 10: Transient-state no-load terminal voltage 

The system behaved differently under transient 

conditions as compared to normal (healthy) conditions 

in terms of the active power. The machine started 

supplying active power to the load as opposed to the 

steady-state conditions whereby reactive power was 

delivered to the load and active power was absorbed 

in the system. 

 

                    Fig. 11: Transient-state active power. 

The reactive power delivered to the load remained the 

same during the transient state condition. Therefore, 

both active power and reactive power were delivered 

during the unhealthy conditions.  

 

4. CONCLUSION 

The paper has described and discussed how an 

excitation system of a synchronous generator is 

modelled. The results have given conclusive evidence 

that excitation systems are crucial components of 

power systems. Changes in the excitation due to faults 

or unstable conditions affect the whole excitation 

system. A DC excitation system does not only provide 

field power to the synchronous generator but it also 

monitors the system performance and stability. Any 

undesired behavior in the system can be corrected 

through the excitation system feedback. The regulator 

can sense the terminal voltage, amplify and filter it to 

acceptable levels for excitation.  
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Abstract:  The North-West University has all the components for an Axial Flux Permanent Magnet 
Generator (AFPMG), apart from the stator. In this paper the design, simulation, manufacturing and 
implementation of the stator will be discussed. The stator must be tested and if the performance is as 
desired, the machine can be implemented in the field of alternative energy as a wind turbine. 

  

1. INTRODUCTION 
The increasing demand for electricity has strained the 
natural resources around the world and this led to the 
greater need to generate energy from renewable sources.

The investigation into wind energy increased the interest 
in Axial Flux Permanent Magnet Generator (AFPMG) 
due to their size and unique shape. 

The most common generators are radial magnetic flux 
machines however in the axial flux machines, the flux 
flows in an axial direction through the air-gap, parallel to 
the axis, as seen in Figure 1 [1]. 

 
Figure 1: Axial and Radial flux comparison 

	  

AFPM machines can be classified by their different 
topologies.  The machine in question is a double sided, 
internal stator generator; the focus will therefore be on 
this topology. Figure 2 is a breakdown of the possible 
topologies for this machine [2].  

Various projects have been done on this particular 
machine with limited success. Since the existing rotor 
and other hardware will be reused the design, simulation 
and manufacturing of a stator for the 1.5 kW AFPMG is 
the aim for this project.  

Sizing equations and FEMM 4.2 simulation software will 
be used to evaluate the design. After manufacturing and 
implementation, the stator will be tested using Tie-Pie 

scopes and T-P multichannel software. The voltage 
induced in the stator will be measured. A comparison 
between the simulated and practical results can provide 
insight into the accuracy of simulations. Power output, 
voltage regulation and efficiency will be calculated from 
the practical results.   

 

Figure 2: Possible topologies 

2. CONCEPTUAL DESIGN 

2.1. Possible Topologies 
Since the machine is a dual rotor, internal stator 
generator, the different possibilities can be evaluated by 
using a simple trade-off.  

The criteria identified for the stator topology is 
efficiency, cost and simplicity. Each criterion has an 
additive weight. The efficiency of the machine is of great 
importance for the project and the additive weigh of 40% 
has been assigned to this criterion. Cost and simplicity 
was chosen since the project is on a budget and the stator 
was to be manufactured by hand.  An additive weight of 
33% and 28% has been assigned to these two criterions. 
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Each stator type has its own advantages and 
disadvantages.  

• Slotted Stator 

A slotted stator can accommodate more turns than the 
slotless stator. The air-gap of a machine can be smaller if 
a slotted stator is used and the amount of permanent 
magnets needed to deliver the required output can be 
reduced.  

The greatest disadvantage of a slotted stator is that there 
is less magnetic material in the stator. Manufacturing 
these stators is expensive and the effect of cogging 
torque on the machine can strain its operation [3].  

• Slotless Stator 

The slotless stator is cheaper since it is simpler to 
manufacture.  The amount of magnetic material in the 
stator is higher than a slotted stator.  

The only disadvantage of the slotless stator is that the air-
gap is affected by the windings. There exist a 
relationship between the number of turns and the size of 
the air-gap. When the number of turns increases, the 
length of the air-gap will increase [3].  

• Ironless Stator 

An Ironless Stator has no permeable material and is 
constructed with the windings, moulded and set in epoxy 
resin. Core losses are reduced and the machines can 
operate at higher efficencies without cogging torque. One 
of the biggest advantages of these stators is that the axial 
forces between the rotor and stator is neglibile.  

The only disadvantage of these stators is that a larger 
volume of permanent magnet material is used to reach 
the desired flux density in the air-gap [3]. All of these 
characteristics were considered and the results can be 
seen in Table 1. 

Table 1: Stator type_Trade-off 

 

As seen in Table 1, most suitable stator type for this 
project is the ironless stator.  

The different types of Drum windings must be 
investigated for this stator type. Figure 3 shows the 
different winding arrangements.  

 
Figure 3: Winding Arrangement 

Again three criterions have been chosen; efficiency, 
possible losses and simplicity. The winding configuration 
is an important aspect in the efficiency if the stator. An 
additive weight if 40% has been assigned to this 
criterion. When using an ironless stator core, losses must 
be minimised by the winding arrangement and an 
additive weight of 33% has been assigned to the 
criterion. Since the coils will be wound by hand, an 
additive weight of 28% has been assigned to the 
simplicity of the winding arrangement.  

Each possibility must be carefully investigated before a 
trade-off can be done. 

• Concentrated Winding 

The fundamental winding factor for concentrated 
winding is low. The electromagnetic torque is 
proportional to the winding factor. Concentrated winding 
is an effective way to minimise losses since they have 
shorter end windings.  

However a disadvantage of concentrated winding is that 
it can generate odd and even harmonics. These 
harmonics lead to additional flux in the machine which 
will result in higher eddy-current losses. Figure 4 shows 

the concentrated winding configuration [1].  

 

Figure 4: Concentrated winding 

	  

• Overlapping Winding 

Ironless	  
Stator	  

Drum	  
Winding	  

Concentrated	  
Winding	  

Overlapping	  
Winding	  

Phase	  Group	  
Winding	  

Stator Type 

Criterion     Slotted Iron 
Stator 

Slotless Iron 
Stator 

Ironless Stator 

   Weight  Weight  Weight 
Efficiency   7 2.8 6 2.4 7 2.8 
Cost              4 1.32 6 1.98 8 2.64 
Simplicity  4 1.12 7 1.96 6 1.68 

Total:  5.24  6.34  7.12 
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Overlapping or distributed windings use more insulation, 
since different phases intersect, than concentrated 
windings and this is seen as a more reliable insulation 
system. Distributed windings typically have longer end 
windings since the coils of each phase overlap other 
phases. 

Overlapping/Distributed winding configuration can be 
seen in Figure 5 [1]. 

 
Figure 5: Distributed winding 

• Phase group Winding 

All the coils of a phase are grouped together. They 
are spaced on one third of the machine as shown in 
Figure 6. Phase-group winding is rarely used and its 
characteristics are not considered for this project. 

 

Figure 6: Phase group winding 

 

The trade-off can be seen in Table 2. The comparisons 
between concentrated and distributed windings result in a 
small margin for decision making. For this project, the 
concentrated winding configuration appears most 
suitable.  

Table 2: Winding Configuration_Trade-off 

Winding Configuration 

Criterion     Concentrated Distributed 

   Weight  Weight 

Efficiency   7 2.8 6 2.4 
Possible losses 5 1.65 7 2.31 
Simplicity  7 1.96 6 1.68 

Total:  6.41  6.39 

2.2. Sizing Equations 
Each topology has its own sizing equations relevant to 
their structure. The equations for an ironless stator are 
given below.   

The relationship between the inner and outer diameter of 
the stator core can be expressed by: 

𝑘! =
𝐷!"
𝐷!"#

 

The EMF induced in the stator is then given by: 

                                    𝐸! =   𝜋 2  𝑛!𝑝𝑁!𝑘!!Φ!  

𝐸! =
𝜋
4

2  𝑛!𝑁!𝑘!!𝐵!"𝐷!"#! 1 − 𝑘!!  

where 𝑛! is rotational speed (rpm), 𝑝 is number of poles, 

𝑘!!  is the winding factor (For toroidal type winding,  𝑘!! 

=1), Φ! is magnetic flux and 𝐵!" is magnetic flux 

density.  

2.3. Simulations 
When using copper wire with a diameter of 1 mm; the 
current capacity is 4.7 A when assuming maximum 
current density of 6 A/mm2. To reach an output power of 
1.5 kW, a voltage of 320 V must be induced in the stator. 

Only 2 of the 16 pole pairs of the generator can be used 
in simulations since the stator is symmetric. The 
permanent magnets are aligned N-S, S-N respectively.  

The simulation shown in Figure 7 has an effective air-
gap length of 8 mm. The red line is used to integrate the 
flux density of each pole. This value is then multiplied by 
the length of the magnet to determine the complete flux 
at the given section. 

The machine has a radius of 25mm and 16 pole pairs are 
distributed uniformly, 12.5° apart. This results in a 
spacing of 9mm. The length of the magnet at any given 
point can be calculated by using the radius and spacing 
of the permanent magnets.   

The simulation was repeated for variations in air-gap 
lengths to determine the amount of turns per phase 
needed to produce a voltage of 320 V. A rotational speed 
of 400 r/min is used. 
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Figure 7: Magnetic flux density plot (8mm air-gap) 

The following table shows the results from the 
simulation data: 

Table 3 : Air-gap simulation results 

Air-gap 
length (mm) 

Magnetic flux 
density (T) 

Number of 
turns per coil  

8 0.546027 25 
10 0.478188 29 
12 0.421163 33 
14 0.375147 37 
16 0.335347 41 
18 0.302161 45 
20 0.27396 50 
22 0.24719 56 
24 0.225136 61 
26 0.204974 67 

  

When using the data in Table 3, the practical possibility 
of reaching these air-gap lengths with the desired number 
of turns per coil must be evaluated.  

Choosing an effective (mechanical) air-gap of 16 mm at 
400 r/min; 41 turns per pole must be used. The total area 
for the copper wires is calculated: 

𝐴 =   𝜋(0.5)!×41 

= 32.2  𝑚𝑚! 

Therefore, the length and width of the coils are 5.67 mm 
when neglecting packing factor. To ensure that the 
simulation results can be reached practically, the length 
and width of the coil is increased to 10 mm, resulting in 
an mechanical air-gap of 3 mm per side. 

The induced voltage of the simulated generator for a 
single coil can be seen in Figure 8 below. 

 

 

Figure 8: Simulation Results 

Since 16 coils will be used the induced voltage will be 
240 V. In order to reach the desired voltage of 320V, 
there must be a total of 57 turns per coil, with an 
effective air-gap of 16mm. This proved to be practically 
not realisable.  

3. DETAIL DESIGN 
The remaining concern is the effect of an added load to 
the generator. When a load is connected to the generator, 
the current in the coils will affect the magnetic field, 
provided by the permanent magnets of the rotors.  The 
current will result in a force that opposes the direction of 
the magnetic flux and can therefore cause poor voltage 
regulation.  

To ensure that all possible challenges are taken into 
account, the generator is simulated with current present 
in the coils. 

Figure 9 shows the simulation results of a single coil 
with 41 turns. A current of 4.7A is present in the coil. A 
rotational speed of 400r/min is used.   

 

 
Figure 9: Final Simulation Results 

As seen in the results above, the current has a negative 
effect on the magnetic flux and will therefore reduce the 
output voltage. The induced voltage is reduced by 2V per 
coil and is therefore 13% less than the voltage at no load. 
This reduction is expected in machines with ironless 
stator cores as a result of leakage flux.   
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4. IMPLEMENTATION AND EVALUATION 
The coils are manufactured by winding each coil on a 
mould. The mould was designed using SolidWorks 
software. The stator is wound with 16 coils in series. 
Each coil has 41 turns. The stator can be seen in Figure 
10. 

 
Figure 10: Wound Stator 

An epoxy resin is used to set the coils. The resin is a non-
magnetic material and ensures a solid structure.   

The stator is then installed in the generator to be tested. 

Figure 11 shows the output voltage of the generator when 
no load is added. A rotational speed of 400r/min is used. 

 
Figure 11: Voltage at no-load 

The voltage in the stator is 82.3V (rms) and is 
significantly less than the simulated results. In the 
simulations, endspace leakage flux is not taken into 
account and can explain the lower output voltage. 

The generator is tested at various loads to examine the 
effect of the current on the output voltage of the 
generator. The performance of the generator can be 
evaluated by examining the power capabilities and the 
voltage regulation. 

In Figure 12 the power and voltage regulation of the 
machine can be seen at various currents.  

 

 

Figure 12: Power and Voltage Regulation 

	  

The optimum power of 500 W is achieved at 8.4 A, the 
voltage regulation at this point is 38%. 

5. CONCLUSION 
The final design had 41 turns per coil and a mechanical 
air-gap of 16mm. When adding the current to the coils, 
the voltage reduction was accepted since an ironless 
stator is used.  

When implementing the design, the size of the air-gap 
was successfully kept to a minimum. The shape of the 
coils ensured that a perfect sinusoidal voltage waveform 
is induced in the stator. 

Since leakage flux is not accounted for in the 
simulations, the voltage at no-load was lower than 
expected  

Although the power capabilities of machine were 
significantly improved, the results were not as expected. 
The poor voltage regulation of the machine at smaller 
loads proved to be problematic. The maximum power the 
machine can deliver is 500W. 
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Abstract: PSIM and MATLAB are the most commonly used software packages available for 
simulation of power electronic systems. The paper presents the simulation of power converters using 
a SimCoupler Module in MATLAB which provides the link between PSIM and MATLAB/Simulink 
for Software Simulation Integration (SSI) work. The power electronic system is implemented in 
PSIM for representing the system model, while the control circuit is implemented in 
MATLAB/Simulink in a complementary way, so significantly shortening the time to set up and 
simulate a system which includes electronic circuits. The important step in SSI technique is the time 
synchronization of the two independent software platforms that is used in this study PSIM and 
MATLAB/ Simulink. The availability of personal computers with fast microprocessors and ample 
RAM size makes SSI technique possible. The objective of this paper is to demonstrate how to use the 
Simcoupler Module for a three-phase, multilevel inverter using model predictive strategy with 
resistive-inductive load (RL-Load). The paper explains the theoretical approach of the system model 
and then the simulation results are given in order to show the effectiveness of the system in the SSI 
arena. The output currents and DC-link capacitor voltages are sampled and predicted for the next 
sampling time for each valid switching state of the inverter. The error between the predicted and 
reference current values and also the error between the capacitor voltages with respect to the 
reference value are obtained to minimize the cost function by choosing the appropriate state's 
switching signals and then applied the control signals to the switches embedded in the converter 
under study. The co-simulation results show that the proposed control achieves high performance. As 
a result, applying SSI tools by using SimCoupler enhances the engineering design efficiency in power 
conversion studies. 
 
Keywords: Software simulation integration; PSIM; MATLAB/Simulink; SimCoupler Module; 
Model predictive control; Diode clamped converter. 
 
 
 

1. INTRODUCTION 
 

There are various software applications available to 
analyze power electronic devices and circuits. These 
programs enable the designer to cover the semiconductor 
switching characteristics and give accurate information 
about power electronic circuit behaviors like voltage, 
current and harmonic distortion. Many studies mainly use 
languages like SPICE (Simulation Program with 
Integrated Circuit Emphasis) and ACSL (Advanced 
Continuous Simulation Language), these programs are 
useful in the detailed design studies, where time domain 
analysis is necessary for predicting the detailed circuit 
performances[1-3].   
 
In the last two decades, simulation tools made a 
significant contribution to the great progress in the 
development of power electronics systems. Computer 
simulation can greatly aid in the analysis, design and 
education of power electronics applications. PSIM and 
MATLAB are the most commonly used software 
packages available for simulation of power electronic 
systems [4, 5]. PSIM is a simulation software application 
specifically designed for power electronics systems [6, 7]. 
With fast simulation and friendly user interface, PSIM 
provides a powerful simulation environment for power 

electronics, control and motor drive system studies [6, 8]. 
MATLAB is one of the most popular software used in 
control systems, and MATLAB/Simulink is very suitable 
for dynamic system simulation because there are plenty 
of toolboxes and modules for use within the platform. 
However, it is awkward and cumbersome to simulate 
electric circuits, especially power electronic circuits [5, 6] 
in Simulink. The purpose of this paper is to present the 
ability to simulate predictive control of advanced power 
converter using a SimCoupler Module which provides the 
link between PSIM and MATLAB/Simulink for SSI 
work. The SimCoupler Module uses the SLink nodes to 
establish the interface between PSIM and Simulink. With 
the SimCoupler Module, one can make full use of PSIM's 
capability in power simulation for representing the 
system model and MATLAB/Simulink's computational 
capability for control strategy algorithm development in a 
complementary way.  
 
Research of modern voltage source multilevel converters 
started with the introduction of Diode-Clamped 
Converter (DCC) three level inverters in 1981[9]. Pulse 
Width Modulation (PWM) [10, 11] and Space Vector 
Modulation [12] are the most modulation techniques that 
have been proposed for controlling this kind of 
converters. The diode-clamped balancing problem in this 



topology is another subject that has been studied in recent 
years [13-15]. Early applications of the ideas of Model 
Predictive Control (MPC) in power electronics can be 
found from the 1980s considering high-power systems 
with low switching frequency [16]. The use of higher 
switching frequencies was not possible at that time due to 
the large calculation time required for the control 
algorithm compared to classic control methods. However, 
with the development of fast and powerful 
microprocessors, interest in the application of MPC in 
power electronics has increased considerably over the last 
decade [4, 17].  
 
To validate the feasibility of the control algorithm that 
proposed in this study, MATLAB/Simulink and PSIM 
modeling for SSI work are carried out for different 
conditions for the current references and loads 
implemented for three-phase, three-level DCC with RL-
Load. The paper starts with overview of SimCoupler 
Module for SSI with PSIM-MATLAB/Simulink in 
section two. Section three presents the power converter 
model which is completely represented in PSIM 
environment. The theoretical approach of the system 
model presents firstly the time-continuous model and 
then discretized to obtain the output currents and DC-link 
capacitor voltages. The control scheme is developed in 
section four that is used to control the power converter 
model and balance the DC-link capacitors. 
MATLAB/Simulink and PSIM modeling and co-
simulation work is presented in the penultimate section. 
Conclusion is presented in the last section of the paper.  
 

2. SIMCOUPLER MODULE FOR SSI. 
 

The SimCoupler Module allows power electronics 
designers to simulate control in the MATLAB/Simulink 
environment [6, 8], thus further enhances PSIM’s control 
simulation capability by providing access to numerous 
Simulink toolboxes for various applications. For 
example, one can achieve automatic code generation with 
the PSIM-MATLAB/Simulink for SSI. First, the power 
circuit is simulated in PSIM, and the control algorithm in 
MATLAB/Simulink. Then Simulink toolbox and 
supporting resources can be used to generate production 
quality code automatically for a target platform. Figure 1 
depicted how the SimCoupler Module provides interface 
between PSIM and MATLAB/Simulink for SSI. The 
SimCoupler interface consists of two parts: the SLink 
nodes in PSIM and the SimCoupler model block in 
MATLAB/Simulink as shown in Figure 2. 
 
 
 
 

 
 
Figure 1: The SimCoupler Module provides interface 
between PSIM and MATLAB/Simulink.  
 
Three-phase, three-level DCC inverter using model 
predictive strategy with RL-Load when the power 

converter and the load implemented in PSIM and MPC 
implemented in MATLAB/Simulink as shown in Figure 
2. In PSIM as shown in the bottom graph of Figure 2, 
three-phase load currents, voltages and DC-link capacitor 
voltages are connected to output SLink nodes to pass 
these variable values to MATLAB/Simulink, and to 
receive values back from Simulink, there are three signals 
that are connected to the input SLink nodes to apply all 
switching states to the inverter. In Simulink, the proposed 
control block and reference current are represented and 
SimCoupler model block (highlighted as depicted in the 
top graph of Figure 2), which represents the PSIM 
calculation, connects to the rest of the system through 
input/output ports as shown in Figure 2. 
 
After the connection of the system model is done, the 
important step in SSI technique is the time 
synchronization of the two independent software 
platforms that is used in this case PSIM and 
MATLAB/Simulink, by set the solver type to either 
Fixed-step or Variable-step in MATLAB/Simulink. If the 
fixed-step type is chosen, the fixed step size should be the 
same as or close to PSIM’s time step (in this study, the 
PSIM’s time step is 2µs). The Simulink circuit will look 
as the bottom graph of Figure 2.  
 
Alternatively, we can use the variable-step solver option. 
However, in this case, a zero-order-hold [8] must be 
inserted to each input port of the SimCoupler model 
block and the sampling time of the zero-order hold must 
be equal or close to PSIM’s time step.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Three-phase DCC inverter with RL-Load 
implemented in PSIM and MPC and SimCoupler model 
block implemented in MATLAB/Simulink. 
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3. POWER CONVERTER MODEL 
 
The concept of the DCC topology was proposed by 
Nabae in 1981 [9]. Figure 3 shows a three phase DCC 
multi-level inverter. It consists of two pairs of switches 
and two diodes in each leg. RL-Load represents the most 
common applications for this kind of converter as 
depicted in Figure 3. The output voltage vxn has three 
states: vDC/2, 0, and −vDC/2. Switching states of the three-
level DCC inverter are summarized in Table 1.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Three-level DCC circuit topology connected to 
the load and control block diagram. 
 
Table 1. Possible Switching Configurations in a DCC. 

 
To obtain the continuous-time state-space equations of 
the load for each phase the differential equation of the 
load current is applied: 
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Applying the Clarke transformation to the load, the load 
model can be expressed in a simplified coordinate system 
with linearly independent axes � and �. Then, the 
continuous-time state-space equation of the load results to 
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A discrete-time equation for the future load current is 
obtained by using the Euler-forward approximation to 
obtain a discrete-time system representation as: 
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4. MODEL PREDICTIVE CONTROL OF DCC 
 

DCC converter under MPC, the error between the 
reference and predicted values is obtained to minimize 
the cost function and the switching state that minimizes 
the cost function is chosen is shown Figure 3. The chosen 
state's switching signals, S, are then applied to the 
converter. In order to reduce the computational effort [4, 
5] which gives rise to the switching possibilities (27 
different switching possibilities for one prediction step) 
the best switching state which delivered the best voltage 
vector among 19 voltage vectors is determined. The 
optimal switching state is selected which minimizes the 
cost function that should be applied in the next sampling 
instant k+1, the simple cost function has to be minimized.  
 
With long prediction horizon the calculation effort raises 
to multiple possibilities, we still need very powerful 
computer especially very fast microprocessors and ample 
RAM size.  For that a very powerful and fast computer is 
used for the SSI, the specifications of the computer used 
in this study are tabled in Table 2. 
 
Table 2. The specifications of the computer hardware 
components 
Computer hardware  Specifications 

Processor 
Intel Core i7-3930K (3.2GHz, 12M Cache, 
12x Cores) Overclocked to 4.5GHz Per Core 

Memory 
32 GB Quad Channel (8x4GB) DDR3 
1600MHz High Performance Gaming RAM 
With Heat Spreader 

Two Storage Drives 
OCZ Vertex 4 128GB SSD Read: 560MB/s 
Write:430MB/s SATA3 Solid State Drive  
4TB  

 
To balance the two DC-link capacitor voltages, voltage 
balancing algorithm based on predictive control was 
presented. This algorithm aims to keep the capacitor 
voltages within the boundary. The mechanism of this 
algorithm has been presented for the same system model 
in [18]. The differential equation for the capacitor current 
which is given by (4)  
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A discrete-time equation for the DC-link capacitor 
voltage is obtained by using Euler-forward as in (3) in 

# 
complementary pair 

No 1 
complementary 

pair No 2 vxn 
S1x S3x S2x S4x 

1 1 0 1 0 vDC/2 
2 0 1 1 0 0 
3 0 1 0 1 -vDC/2 
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order to obtain a discrete-time system representation. 
Then, the discrete-time load model can be to: 
 

���,�(� + 1) =  ��(�) +  
�

�
��(�)�� .                              (5) 

 
Where vc1,2(k+1) is predicted DC-link capacitor voltages, 
ic(k) is the current through the capacitor, vc(k) is its 
voltage, and C is the capacitance. Equation (5) is used to 
predict the DC-link capacitor voltage for each switching 
possibility.  
 
The control block diagram is shown in Figure 3, the 
future value of the load current i(k+1) and capacitor 
voltages vc1(k+1) vc2(k+1) are predicted for the 19 
switching states generated by the inverter. For this 
purpose, it is necessary to measure the present load 
currents i(k) and DC-link capacitor voltages vc1(k) and 
vc2(k). After obtaining the predictions, a cost function g is 
evaluated for each switching state as (6). The switching 
state that minimizes g is selected and applied during the 
next sampling period. The proposed cost function g is 
shown in (6). 
 

� =  � �����(� + 1), �(� + 1)� + ���|�����|.             (6) 

 
Where, delta is the error between 
���(� + 1) and ���(� + 1) and  λDC is the weighting 
factor to be adjusted as shown in (7). A simple cost 
function can be defined in absolute value term with one 
prediction step as in (7) for DCC inverter.  
 

� =  ������(� + 1) −  ��(� + 1)� + ������(� + 1) −

��(� + 1)�+���|���(� + 1) − ���(� + 1)|.                 (7) 

 
In order to simplify the calculations, it can be assumed 
that the current reference value is constant as in (8) with 
the prediction horizon for small sampling time TS. This 
approximation is considered in this study. 
 
 ����(� + �) ≈ ����(�).                                                  (8) 

 
The algorithm implemented for three-phase three-level 
DCC is explained in a flow diagram of SSI presented in 
Figure 4. The algorithm starts running a DCC inverter 
circuit with RL-Load in PSIM environment then the 
algorithm loop begins sampling the required signals. 
Then, the algorithm measure the output currents and 
capacitor voltages, and the value of the optimum cost 
function (��������) is initialized. Then the strategy enters 

a loop where, for each possible switching state, the cost 
function in (7) is evaluated considering output current 
and capacitor voltage predictions. If, for a given 
switching state, the evaluated cost function g happens to 
be lower than �������� , that lower value is stored as 

 ��������  and the switching state number is stored 

as �������� . The loop ends when all 27 switching states 

have been evaluated. The state that produces the optimal 

value of g (minimal) is identified by variable ��������  and 

will be applied to the converter during the next sampling 
interval, starting the control algorithm again.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Flow diagram of software simulation 
integration  
 

5. SSI RESULTS AND DISCUSSION 
 
Modeling and simulation are a key stage in predictive 
control design for power electronics, since it provides 
valuable information on the control system performance 
which is needed to adjust control parameters such as 
weighting factors in the cost function. In addition, 
simulation is a preliminary validation required prior to 
experimenting on a real prototype. The case study 
analyzed in this paper is selected to show the 
effectiveness of the system in the simulation arena. MPC 
strategy for three-phase three-level DCC has been co-
simulated with MATLAB/Simulink together with PSIM, 
in order to evaluate the performance of the proposed 
control algorithm and check the performance and 
robustness of the proposed predictive control method. 
Table 3 shows the parameters used for the SSIs.  
 
Table 3. Parameters used for the SSIs 

Parameter Value 
Load resistor,  R 10 Ω 
Load inductor,  L 20 mH 
DC-link capacitor 3300 μF 
DC-link voltage,  vDC 200 V 
Reference amplitude current, iref 4A 
Sampling time,  Ts 25 μs 
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5.1 DC-link capacitor voltages balancing 
 
DC-link capacitor voltages balancing of DCC has been 
done in [18]. The SSI provides a better DC-link capacitor 
voltages balance with smaller steady-state error as shown 
in Figure 5. In the first two graphs of Figure 5 the DC-
lick capacitor voltages are kept around their references, 
the band-limited performance of the controller with less 
error as shown in the bottom graph of Figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 5: DC-link capacitor voltages vc1 and vc2 around 

their references and Delta (��� −  ���). 
 
5.2 Long prediction horizon 

 
In the second simulation the robustness of the proposed 
control method was tested with four prediction steps, it 
can be seen in Figure 6 how the output currents are 
tracking their references with four prediction steps, it can 
be seen that the control algorithm shows excellent 
tracking behaviour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: The load current with RL-Load for four 
prediction steps : a) n = 1. b) n = 2. c) n = 3. d) n = 4. 

5.3 Square waveform reference 
 
In this simulation the control algorithm was tested with a 
square waveform in orthogonal coordinates as a reference 
current. One of the applications of a square waveform is 
in a stepper motor driver when two things are normally 
required: a controller to create step and directional signals 
and that what MPC does. The result for square waveform 
in the amplitude of the references iα and iβ were set to 2 
A, TS= 25 µs is shown in Figure 7. In this simulation, the 
iα and iβ currents correctly follows the reference, it can be 
noticed that there is current ripple in steady state resulting 
from the finite switching and controller frequency. 
It can be observed from this simulation that the predictive 
control method has fast dynamic response. It shows 
excellent tracking behavior. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Square waveform reference for load current. 
 

6. CONCLUSIONS 

 
The paper has demonstrated the effectiveness of SSI 
technique as shown in the DCC case study presented. The 
SimCoupler Module allows power electronics researchers 
and engineers to simulate control in the Matlab/Simulink 
environment, and the SimCoupler Module further 
enhances PSIM’s control simulation capability by 
providing access to numerous Simulink toolboxes for 
various applications, at the same time, the SimCoupler 
Module enables MATLAB/Simulink users to implement 
and simulate power circuits in the original circuit form, 
thus greatly shortening the time to set up and simulate a 
system which includes electric circuits and motor drives. 
The important step in SSI technique is the time 
synchronization of the two independent software 
platforms that is used in this case PSIM and MATLAB/ 
Simulink. 
 
The MPC strategy has been presented as well to control 
the three-level DCC inverter. The control algorithm has 
been evaluated with three different cases through SSI 
results. First of all, balance the DC-link capacitor voltage 
has been implemented. It has been noticed that the 
control algorithm provides very good current tracking 
behavior and the capacitor voltages are also very well 
balanced with small error. Secondly, the robustness of the 
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proposed control method with four prediction steps has 
been assessed. It has been noticed that the control 
algorithm provides very good current tracking behaviour. 
Thirdly, with step change in the amplitude of the 
reference, the control algorithm was tested with a square 
waveform reference steps. Results show that the 
predictive control algorithm has fast dynamic response 
with inherent decoupling between iα and iβ and gives 
excellent tracking behavior.  
 
SSI results show that MPC strategy gives very good 
performance under these conditions. Applying SSI tools 
by using SimCoupler enhances the engineering design 
efficiency in power conversion studies. 
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Abstract: Measuring current in densely populated power electronic circuit boards is a challenge. A 

mathematical model to determine the instantaneous output current of a buck converter is presented as 

a non-invasive current measurement technique. This method removes the dependence of traditional 

current measurement techniques by applying an average model. A buck converter was designed, 

modelled in MultiSim, and constructed to validate the mathematical model. The results show that the 

mathematical model is accurate within 10 % when analysing instantaneous error and using an iterative 

approach. The mathematical model can be improved by incorporating parasitic components and 

switching loss.  

 

Keywords: buck converter, instantaneous output current, instantaneous error, non-invasive.  

 

 

 

1. INTRODUCTION 

The measurement of current within a power electronics 

circuit is always challenging [1]. The work presented here 

describes a non-invasive technique to measure the average 

output current from a switch-mode converter. It is non-

invasive in the sense that it does not require a series current 

measurement sensor. It requires no sensor at all, only an 

accurate duty cycle measurement and a robust model of the 

converter specifically including parasitic components.  

In a typical DC-DC converter the control loop will monitor 

the output voltage and adjust the duty cycle so that the 

output voltage remains essentially constant. As larger load 

currents are drawn it is reasonable to predict the output 

voltage will droop because of the parasitic series voltage 

drops in the converter. The control loop normally 

compensates for this by increasing the duty cycle. It 

therefore becomes possible to relate the change in duty 

cycle to the change in the average output current.  

The application of this technique is intended for use in 

densely populated microprocessor boards where it is 

difficult to gain access to the processor supply rails to 

insert a current measurement device. Measuring the 

current being supplied to a processor can give an indication 

of the power consumed by the processor and this can be 

used to optimize computational algorithms for energy 

efficiency. This is possible as often the processor, or even 

the processor cores will be supplied from a single DC-DC 

converter, with the rest of the circuit running off different 

supplies.  

Techniques for measuring the power consumption of 

microprocessors normally require a modified DC bus 

structure with a current measuring device of some nature 

inserted [2],[3]. This however is not suitable for 

measurements on pre-existing boards.  

 

Although the technique described here has been developed 

to measure the current supplied to microprocessors, this 

approach is general in nature and can be used with any 

switching power supply. The discussion in this paper 

focuses on a buck converter, and develops an equivalent 

time averaged model for a buck converter. The model is 

validated against simulation and experiment. 

Measurement resolution and model linearity which affect 

the accuracy of the technique are discussed.  

2. MODEL DERIVATION 

In an ideal buck converter the output voltage is dependant 

only on the switching duty cycle. In reality non-ideal 

characteristics such as diode forward bias voltage; 

MOSFET on resistance; inductor resistance and resistance 

throughout the circuit cause losses in the system, 

especially as load current demand increases. A detailed 

discussion on some of these non-linear effects is given 

in [4]. It is these normally undesirable parasitic elements 

that make this technique possible. The buck converter 

shown in Figure 1 is used as a point of departure.  

For steady state operation, a buck converter circuit model 

can be developed that accounts for average voltages and 

currents rather than the exact time dependant waveforms. 

To develop this model, the effects of the different circuit 

components when the switch is closed and when it is open 

are added together and analytically used to determine the 

equivalent circuit. With this approach each component is 

reduced to their basic real power element: the diode to a 

voltage source; the MOSFET to an on resistance; the 

inductor to a resistance.  
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Figure 1: Circuit diagram of a typical buck converter used 

to derive the model.  

Specifically the following assumptions are made: 

 The buck converter only operates in continuous 

conduction mode and the duty cycle is 

measureable.  

 The switching frequency is much higher than the 

ripple frequency of the converter. This is a 

requirement that would already need to be in 

place for a feedback control system to operate 

correctly. 

 The switching signal has a constant frequency 

and the switching times were fast enough to only 

permit an on and off state, without reverse 

recovery for the switches in the buck converter.  

 Switching losses were excluded from the model. 

This can be done if the transition times of the 

switch are very much faster than the switching 

period.  

 The MOSFET is modelled as a resistor and the 

diode as a voltage source. The only other parasitic 

element considered is the series resistance of the 

inductor.  

The modelling done in this paper, as well as the majority 

of working information regarding power electronics, is 

based on the work done in [5]. Beyond this basic 

knowledge, the most similar work done can be found 

in [6], which describes the use of a Kalman estimator and 

Linear Quadratic Regulator to control a buck converter’s 

energy transfer with only an output voltage measurement. 

Figures 2 and 3 below show the equivalent circuits when 

the switch is closed and when it is open respectively.  

 

Figure 2: Equivalent circuit of the buck converter when the 

switch is closed. 

 

Figure 3: Equivalent circuit of the buck converter when the 

switch is open. 

Where: 

 VL = voltage over the inductor 

 Vg = supply voltage 

 iout = instantaneous current flowing through the 

loop 

 Ron = on resistance of the MOSFET 

 Rcir = Circuit resistance, including inductor 

resistance 

 Vd = forward bias voltage of the diode 

 Vo = output voltage 

 D = duty cycle 

 D’ = inverse duty cycle (1-D) 

 

Describing equations for each of these are added together 

and scaled to account for the time each equivalent circuit 

represents the converter, as seen in Equation (1) below. 

This leads to the simplified voltage loop Equation (2) 

below. Along with this a current node equation describing 

current through the capacitor, inductor and load is shown 

in Equation (3). 

𝑉𝐿 = 𝐷(𝑉𝑔 − 𝑖𝑅𝑜𝑛 − 𝑖𝑅𝑐𝑖𝑟 − 𝑉𝑜) + 𝐷′(−𝑉𝑑 − 𝑖𝑅𝑐𝑖𝑟 − 𝑉𝑜) (1) 

𝑉𝐿 = 𝐷𝑉𝑔 − 𝐷𝑖𝑅𝑜𝑛 − 𝐷′𝑉𝑑 − 𝑖𝑅𝑐𝑖𝑟 − 𝑉𝑜 (2) 

𝑖𝑜𝑢𝑡 = 𝑖𝑖𝑛𝑑𝑢𝑐𝑡𝑜𝑟 − 𝑖𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑜𝑟   (3) 

With the averaged nature of this model it is possible to 

further reduce this equation by noting that the average 

voltage over the inductor and average current through the 

capacitor must be zero for the system to be stable. This 

means that the average current flowing through the 

inductor is equivalent to the current flowing through the 

load. Using Equation (2) with the inductor voltage equal to 

zero allows for a fully averaged equivalent circuit to be 

developed as a single voltage loop shown in Figure 4.  
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Figure 4: Equivalent averaged circuit to describe output 

current which combines the on and off models by the duty 

cycle. 

From the work done above, an equation can be developed 

to describe the behaviour of the output current within the 

circuit. Equation (4) gives the averaged model used to 

determine the output current for the buck converter which 

is independent of switching effects and load resistance. 

𝑖𝑜𝑢𝑡 =  
𝐷𝑉𝑔−𝐷′𝑉𝑑−𝑉𝑜

𝐷𝑅𝑜𝑛+𝑅𝑐𝑖𝑟
   (4) 

3. METHODOLOGY AND RESULTS 

 

3.1 Simulation 

 

To validate the model the circuit shown in Figure 1 was 

firstly modelled in Multisim using an ideal switch for Q 

and an ideal diode for D. To emulate a closed loop buck 

converter, the load was changed to observe 100 mA 

current steps from 100 mA to 2 A, and the duty cycle was 

changed manually to maintain the output voltage between 

5 V and 5.2 V at each step. Figure 5 shows the results for 

the closed loop simulation. The MOSFET switch and the 

circuit resistance was modelled as 0.07 Ω and 0.4 Ω 

respectively. The diode voltage, output voltage, duty cycle 

and output current were measured to produce the results in 

Figure 5. It can be seen that the current prediction matches 

the simulated results closely and verifies the model for the 

closed loop system. This is to be expected as both the 

simulation environment and the equivalent circuit model 

are completely specified. These results demonstrate 

confidence in the model derivation.  

 

Figure 5: Validation of mathematical model via simulation 

under closed loop conditions.  

3.2 Experimental 

In the physical system the inductor, solder track resistance, 

and MOSFET drain source resistances were measured to 

account for 𝑅𝑐𝑖𝑟  and 𝑅𝑜𝑛. A 150 Ω variable resistor was 

used to model the microprocessor. All other parameters in 

Equation (4) were measured. The MOSFET is specified as 

having a total rise and fall time of 61 ns. At the selected 

switching frequency, these points of operation account for 

less than 0.25 % of the full switching period. The switching 

times are thus considered negligible. Similarly, a Schottky 

diode was selected for its fast switching characteristics as 

well as the fact that these diodes have effectively zero 

reverse recovery time. To reduce the effect of temperature 

rise leading to increased resistance the components 

selected are rated well above the current expected to flow 

through the circuit. Figure 6 shows the 10 W, 12 V to 5 V 

buck converter circuit constructed. It utilises a 

conventional bootstrap driver and there are no additional 

complexities.  

 

 

Figure 6: Schematic circuit diagram showing MOSFET 

driver in buck converter circuit. 

The physical converter was found to operate as expected, 

with a similar trend to that seen in the simulations. Figure 7 

shows both the measured and predicted current to duty 

cycle trend of the experimental closed loop system. Clearly 

the trend has a non-linear ripple not seen in the 

simulations. This is because experimental parameters were 

used in theoretical Equation (4). The measured value for 

the diode voltage changes at each operational point while 

the MOSFET and circuit resistances were measured as 

0.062 Ω and 0.4 Ω respectively. The model is in good 

agreement with the measured results. From the simulated 

and experimental results the effect of each parameter of the 

model is noted as follows: 

 𝑉𝑑 changes the overall trend offset. 

 𝑅𝑐𝑖𝑟  changes the trend slope.  

 𝑅𝑜𝑛 is closely coupled with 𝑅𝑐𝑖𝑟 , and has a higher 

effect with higher duty cycle.  
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Figure 7: Constructed results validating mathematical 

results with non-linear ripple under closed loop conditions.  

3.3 Error Analysis 

An error analysis was performed to determine the 

instantaneous error (IE) for the model for the constructed 

model using Equation (5). Additionally this analysis took 

into account the effect of resolution error of the equipment.  

𝐸𝑖𝑛𝑠𝑡 =  |
𝐼𝑜𝑢𝑡−𝐼𝑝𝑟𝑒𝑑

𝐼𝑜𝑢𝑡
| × 100  (5) 

Where: 

 Einst =  the absolute IE 

 Iout = measured instantaneous output current 

 Ipred = predicted instantaneous output current 

To show the sensitivity of the prediction with regards to 

the measurement resolution, the various measured 

parameters of the model were altered by the smallest 

resolution change and the errors were recorded. Table 1 

shows the error for various element value changes and 

shows that measurement of the diode model has a more 

significant contribution to the IE compared to the other 

parameters. The resolution percentage column indicates 

the percentage of the full scale measurement error. The 

maximum error due to resolution is shown in the last 

column of Table 1.  

Figure 8 describes the error results using Equation (5) and 

the maximum error due to resolution. The error analysis 

shows that while there is error between the model and 

measured results, the error is mostly under 10 % hence 

showing good agreement. While the resolution of the 

equipment increases the IE at the lower currents, on 

average there does not appear to be a significant 

contribution at higher currents.  

 

Table 1: Measurement error effects 

Element values Error 

Vd (V) Ron (Ω) Rcir (Ω) Resolutio

n (%) 

IE 

(%) 

Original Original Original  7.9 

+0.01 Original Original  +2.5 16.83 

-0.01 Original Original -2.5 11.47 

Original +0.001 Original +1.6 7.78 

Original -0.001 Original -1.6 8.01 

Original Original +0.01 +2.5 7.49 

Original Original -0.01 -2.5 10.48 

+0.01 +0.001 +0.01  18.8 

 

Figure 8: Instantaneous error results for each current step 

with added effect of resolution.  

This is a limited set of the possible errors due to 

measurement resolution but serves to highlight the limits 

to which measurements can alter the prediction’s accuracy. 

It is seen that in the worst case, where all three elements 

have incorrect measurements, it is possible for the error of 

the prediction to vary by up to 10% for the IE. Even with 

these errors, the prediction tends to predict the trend of the 

converter within 5% of measurements and only 

occasionally predicts the current with an inaccuracy above 

10%. 

3.4 Iterative Approach 

Based on the dependency of the non-linear diode voltage, 

it was pertinent to determine how well the model performs 

if there is no access to the diode. This was done by 

iteratively solving Equation (4) with a diode model. The 

diode curve was modelled as a polynomial accurate within 

the bounds of the experimental operation (100 mA to 2 A) 

shown as Equation (6). The iterative approach involved 

cycling Equation (4) and Equation (6) with an initial diode 

voltage of zero. The iterative results of the initial solution 

as well as the 5th iteration are shown in Figure 9. Provided 

knowledge of the diode in use either via measurement or 

datasheet information, the model can be used to iteratively 

determine the current with accuracy comparable to the 

non-iterative approach.  

𝑉𝑑 = 0.0084𝑖𝑜𝑢𝑡
3 − 0.0481𝑖𝑜𝑢𝑡

2 + 0.1438𝑖𝑜𝑢𝑡 + 0.25 (6) 



 

Figure 9: Iterative current prediction results using the 

1N5821 datasheet model for five iterations  

4. FUTURE WORK 

Future investigation should look into the impact different 

components have; with this it could be determined at what 

point reverse recovery and switching times influence the 

converter operation. The iterative approach to solving for 

unknown diode voltage could possibly be expanded to 

other unknown elements of the circuit such as the circuit 

resistance. Beyond these, using the modelling procedure to 

create models for alternative switched-mode power 

supplies could be done to further verify the modelling 

itself. It may be possible to develop a generic current 

model for all switching power supplies similar to the IEEE 

transformer model.  

5. CONCLUSION 

Before the measurement of current within power 

electronics circuits was a challenge, but now a non-

invasive current measurement has been developed and 

verified with a buck converter. By using the averaged 

model approach it is possible to determine the current 

flowing into an unknown load from a buck converter. The 

results show that this non-invasive current measurement is 

accurate within 10 %. The effects of each element in the 

model have been noted, and accurate measurements are 

needed for all parameters of the model. An iterative 

prediction can also be used to determine the current, if 

exact diode voltage measurements are not possible but a 

diode characterising curve is available. The model can be 

improved to reduce the error by incorporating parasitic 

components and switching losses.  
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1. INTRODUCTION 
An inverter is a device that converts a low frequency 
power signal to a higher frequency power signal. The 
inverter is mainly used to convert a direct current 
(DC) power to alternating current (AC) power. 
Industrial applications of inverters include adjustable-
speed AC drives, photovoltaic systems, electric 
vehicles, induction heating, grid connection of wind 
energy systems, standby aircraft power supplies, 
uninterruptible power supplies (UPS) for computers 
and high voltage DC transmission lines. 
 
The inverter operates by supplying pulse width 
modulated voltage pulses to the load such that the 
load voltage or load current follows a defined 
reference signal. The inverter energy efficiency, 
waveform quality and voltage or current linearity as 
well as the harmonic distortion is determined by the 
choice of the modulation method. Carrier based 
modulation techniques are the most common 
techniques used because they are easy to implement 
once the right carrier signal has been generated.  
 
Carrier based sinusoidal PWM is presented in [1] 
where a single phase sinusoidal PWM 
microcontroller-based 300VA inverter is designed 
and tested for fixed modulation index of 0.6 and 
unipolar voltage switching. The sinusoidal PWM 
technique was presented for a single phase inverter 
which gave a maximum efficiency of 89% showing 
that there was still need for improved design. 
 
In electrical machine drives, space vector modulation 
is the most commonly used technique because it gives 
better control of the overall power system. Space 
vector modulation for sinusoidal output voltage 
generation with a nine-phase VSI is developed; 
implemented and verified experimentally using a 
digital signal processor (DSP) base controller in [2] 
and unwanted low order harmonics are eliminated. 
 
Delta modulation is also being used where a constant 
switching frequency is desired and because it has 

inherent filtering of current harmonics. Zaogas [3] 
introduced the use of delta modulation for static 
PWM inverters. The delta modulation technique is 
implemented using op-amp circuits on a single phase 
induction motor. The electronic circuitry is prone to 
failure and research is being advanced to implement it 
in software. 
 
Due to the introduction of DSPs and related micro-
computers, the delta modulation algorithm can be 
executed in software thereby removing the need for 
electronic circuit hardware which can cause 
unpredictable system failures as presented in [4]. The 
switching sequences corresponding to specified set of 
parameters are stored in a look-up table. The 
parameters used are the reference signal, sampling 
frequency and filter coefficients. The look up table is 
used to determine the switching states of the inverter 
depending on the values of the variables in the look 
up table. The method proved to be more effective 
than natural sampling and regular sampling since the 
reconstructed signal closely followed the reference 
signal. The method enabled operation optimization by 
varying the delta modulator parameters in software 
but has high system memory demand for storing the 
look up tables and also for looking up the values. 
 
In most delta modulation applications, the reference 
signal used in delta modulator is a sinusoidal 
waveform. The use of sinusoidal modulating signals 
has limited input voltage transfer by utilising only 
64% of the available DC voltage [4] and the voltage 
transfer of a sinusoidal modulating signal is at most 
87% [5]. This can be improved by over modulation 
but with loss of performance because it introduces 
distortions in the output waveform, causes large sub 
harmonic currents and reduces the fundamental 
voltage gain. 
 
However, it has been shown in [6] and [7] that a flat 
topped modulating signal has better voltage transfer 
characteristics and less total harmonic distortion than 
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conventional sinusoidal signals. The next section is a 
presentation of the multiphase PWM inverter 
configurations used and the modulation techniques 
used to generate PWM switching signals. 
 

2. MODULATION TECHNIQUES FOR PWM 
INVERTERS 

PWM techniques used in induction machine control 
are classified as either carrier based or carrier-less. 
The carrier based PWM methods involve the 
comparison of the modulation signal to a separately 
generated carrier signal to determine the switching 
state of the inverter. The switching instant occurs at 
the intersection of the carrier signal and the 
modulating signal. Sinusoidal PWM (SPWM), space 
vector PWM (SVPWM) and third (or nth) harmonic 
injection PWM (THIPWM) are examples of carrier 
based PWM techniques. Carrier-less modulation 
techniques involve the generation of a carrier from 
the system outputs and the properties of the carrier 
vary with the system outputs. Examples include delta 
PWM (DPWM), specific harmonic elimination PWM 
(SHEPWM) and wavelet pulse width modulation 
(WPWM).  

The techniques can be modified and refined to ensure 
smooth operation of inverters with minimum power 
losses and less harmonic distortions in the voltages 
and currents supplied to the machine phases. PWM 
produces the inverter switching pattern by firing full 
voltage pulses at high frequencies in order to shape 
the output voltage and current close to the modulating 
signal waveform. A PWM signal contains only carrier 
related harmonics which can be easily filtered off by 
the machine inductance and the fundamental 
frequency is the same as the modulating signal 
frequency. A good PWM technique produces high 
amplitude of the fundamental component, has lower 
total harmonic distortions, has low switching losses 
and does not affect the supply side of the inverter. 
The technique should allow easy controllability of the 
inverter and easy implementation. 

The use of PWM fed inverters enables the power 
source to adjust the power supplied to the load and 
hence reduce the current surges that normally occur 
when starting high power inductive loads. PWM also 
highly regulates and controls the inverter output 
voltage harmonic content [6] by pushing the 
harmonics to higher frequencies which can be easily 
filtered off by the inductance of the machine. The 
performance of the PWM inverter fed load is 
determined by the inverter switching technique and 
the current control method used to produce the load 
current waveforms and this directly affects the 
harmonic content of the stator currents.  

Holtz [7] reviews the application of pulse width 
modulation for power conversion and notes that the 
most important performance parameter to be 
considered when choosing a PWM scheme is the 

switching frequency since it is the one which 
determines the losses as well as the ease of filtering 
off harmonics by the leakage inductance of the motor. 
In theory, high switching frequencies are the most 
desirable, but they are limited by the magnitude of 
maximum allowed rate of change of voltage across 
the switching devices.  

2.1 Sinusoidal PWM:  

SPWM is a modulation technique whereby a 
sinusoidal modulating signal is compared to a 
triangular carrier signal to determine the switching 
instant of the inverter. The object of SPWM is to 
force the load current waveform to track the 
sinusoidal modulating signal as closely as 
economically possible with attenuated lower order 
harmonics. The pulse width of the switching voltage 
pulse at a particular time is always proportional to the 
sine of the angular position of the waveform. 

To extend the implementation of SPWM to n-phase 
systems, n modulating signals are used to generate the 
PWM signals for the inverters. The modulating 
signals are spatially spaced by the same angle as the 
phases of the load. The intersection of the modulating 
signal and the carrier determines the switching instant 
for the particular inverter leg corresponding to the 
modulating signal.  

In [8] a carrier based sinusoidal PWM technique is 
presented for utilization on a seven phase VSI with 
7th order harmonic injection. Injection of the zero 
sequence nth-harmonic into reference signals in case 
of an n-phase system extends the linear modulation 
region and does not affect the output voltage 
waveforms but improves DC voltage utilization. The 
nth order harmonic injection technique used gives 
improved performance than ordinary sinusoidal 
PWM. In general, sinusoidal PWM is simple to 
implement because there is no need to construct and 
select the optimum voltage vectors as is required in 
space vector PWM. 

2.2 Space Vector PWM: 

Space vector modulation uses space vectors to 
represent the switching states of an inverter and is 
popularly applied to three phase systems. A reference 
signal generated from three separate phase references 
using the αβγ transform is sampled at a constant 
frequency. The three phase modulating signal 
(reference vector) is transformed to a two 
dimensional vector (α;β). The reference voltage 
vector is calculated and a polygon of vectors 
representing the switching vectors and the reference 
voltage vector is produced. The modulation algorithm 
then selects a set of voltage vectors delimiting the 
reference voltage vector and these vectors are each 
applied to the load [9], [10]. 

Multiphase systems can however not be represented 
by a single d-q plane and hence are analyzed by using 
the multidimensional approach for SVPWM 



presented in [11]. The identification of the sector in 
the polygon of n! (mathematical factorial) vectors for 
a multiphase system is not as simple as the three 
phase system. 

The discussion of SVPWM shows that the analysis of 
multiphase systems using space vector theory is done 
based on three phase space vector theory and the use 
of space vector decomposition transformations which 
becomes complicated as the number of phases 
increases. 

Delta modulation however can be implemented 
without a carrier and also without space vectors and 
that makes it simpler to implement. 

3. THE DELTA MODULATION CURRENT 
CONTROLLER 

 
Delta modulation is a simple analogue to digital 
conversion method in which an analogue signal is 
encoded into a sequence of pulses for transmission 
and the message is easily reconstructed at the receiver 
using low pass filters [12], [13]. The pulses are 
sampled at a fixed sampling rate and are fed back to 
the comparator through a low pass filtering integrator 
which reconstructs the analogue signal.  
 
Delta modulation has variations which mainly depend 
on the type of load being supplied with power. Delta 
modulation works perfectly for inductive loads which 

can filter the high frequency switching pulse to 
reconstruct the reference signal. 

3.1 Variations of Delta Modulation 
 
The variations of delta modulation are; linear-delta 
modulation, sigma-delta modulation, adaptive-delta 
modulation and asynchronous delta modulation. 
Linear delta modulation is the simplest technique 
which is less demanding in implementation. It can be 
implemented as a sensor-less technique where the 
load being driven by the inverter has inherent filtering 
characteristics. However, sensors may be required to 
improve accuracy and these sensors only have to 
detect the two signal levels of the output waveform 
and hence the sensors used are simpler than those 
required in the hysteresis control scheme. 

3.1.1 Linear delta modulation: 
Fig.  1 shows the conventional linear delta 
modulation block with a sample and hold block 
which dictates the maximum switching frequency. 
The two-level quantizer uses the signum function to 
determine the sign of the error. The two levels +Vout 
and –Vout are the outputs of the quantizer 
corresponding to a positive error and to a negative 
error respectively.  
 

Reference 
Curent

Forward Comparator

Sample and 
Hold

Output Pulse

Ki/s

+

-

+Vout

-Vout 
Sgn(error)error

 
Fig.  1:  Linear delta modulation block.  
 
The performance of the delta modulator is determined 
by the maximum slope of the reference signal	ܵ; the 
two level quantizer output magnitude ܸ௨௧; the 
magnitude of the hysteresis band ∆V ( if a hysteresis 
band is used); the sampling frequency of the sample 
and hold block, Fs and the integrator gain Ki [14]. 
The expressions for the delta modulator parameters 
are derived in [14] as follows: 
Consider a reference current signal given by: 

ܫ	 = 	݊݅ܵ	ܫ ߱(1)    , ݐ 
Where: 
  is the current waveform amplitude ܫ 
 ߱  is the signal angular frequency. 
 
The switching frequency is given by [14] as: 

		 ௦݂ = 	ௌ	మିௌೝ	మ

ସ∗∆∗ௌ
 ,    (2) 

Where: 
 ܵ 	 is the slope of the carrier wave given by 

ܵ = ܭ ∗ ܸ௨௧  ,    (3) 
 
Duty ratio is given as:  

ܦ = ଵ
ଶ
ቀ	1 + ௌೝ

ௌ
ቁ,    (4) 

 
The slope of the reference signal is given by: 

ܵ = ܫ ∗ ߱ ∗ 	ݏܥ ߱(5)   ,ݐ 
 
When the reference signal is a constant value, then 
ܵ = ܫ ∗ ߱ ∗ 	ݏܥ	 ߱(6)   0 = ݐ, 

and the switching frequency is solely dependent on 
∆ܸ and ܸ௨௧  and at this instant, ௦݂ is maximum while 

ܦ = 	1 2ൗ 	. 
 



For the carrier ܫ	 to track the reference ܫ with 
minimum error, 

ฬ݀ܫ ൗݐ݀ ฬ	௫ 	≤ 	 ቚ
ܫ݀

ൗݐ݀ ቚ	௫ 	   (7) 
This implies that  

ܫ| ∗ ߱ ∗ 	ݏܥ ߱ݐ|	௫ 	≤ 	 ௧ܭ| ∗ ܸ௨௧|	௫ (8). 
 
For practical implementation in PWM inverters, it 
was observed in [15] that good performance is 
achieved if the switching voltage across the load is 
fed back and filtered to produce the carrier than when 
the quantizer output is used. This is because the 
switching voltage automatically includes the load 
dynamics which will then not need to be modelled for 
implementation. The technique also has inherent error 
detection.  

3.1.2 Alternative Linear Delta Modulation: 
 
The conventional linear delta modulation technique 
described above shows some complications when the 
reference signal has a constant value in its waveform 
and when its slope changes in an unpredictable way. 
Such waveforms present challenges in striking a 
balance between slope overload and granular noise. 
To mitigate this problem, the reference is first 
integrated before being compared to the carrier. The 
carrier therefore tracks the integral of the reference. 
Fig.  2 shows the alternative linear delta modulator 
that is used to reduce the slope overload and granular 
noise without using an adaptive algorithm. The input 
to the forward comparator is an integral of the 
reference and its maximum slope is independent of 
the frequency of the reference. The input is therefore 
given by: 
			 ܸ = ܸ	 ∫ܵ݅݊	 ߱ݐ ݐ݀	 = 	− 	௦ఠೝ௧	

ఠೝ
	,  (9) 

The slope of 	 ܸ  is ܭܸ	ܵ݅݊ ߱ݐ hence the maximum 
value of the slope of the reference signal is 
independent of ߱ . The condition for the desirable 
slope overload condition is therefore determined by 
the relative magnitude of the reference signal with 
respect to the magnitude of the quantizer output. For 
the alternative delta modulation, the necessary 
condition for proper operation is that: 
ܫ ∗ 	ܭ ≤ 	ܭ ∗ ܸ௨௧    (10). 

 
This implies that the integrator gain is no longer a 
design constraint and hence only the magnitude of the 
reference signal and that of the quantizer output are 
monitored. By using the worst case scenario, the two 
variables can be fixed. By restricting the values of the 
integrator constant and of the reference signal 
magnitude, the maximum slope can be restricted and 
the carrier frequency can be increased to any value 
without causing undesirable slope overload. This 
scheme is handy when performing delta modulation 
where the reference signal has a varying frequency 
and persistent dc levels and is very simple to design 
and implement in software without using much 
computing resources. 
 
Considering maximum values from (8),  

5.83 ∗ ߨ2) ∗ 50) ௧ܭ	≥ ∗ 400  (11) 

௧ܭ	⇒ 	≥ 4.8 
The minimum value of ܭ௧ is 4.8 and its maximum 
value is determined by the minimum value of the 
two-level quantizer output. 
 
The delta modulator is designed, simulated and 
implemented in a DSP controller board to control the 
inverter. 
 

 
Fig.  2: Alternative linear delta modulator with integrator at the input  

Fig.  3 shows the schematic diagram of the nine phase 
inverter together with its connection to the nine phase 
induction machine phases used for evaluating the 
delta modulation technique. The two capacitors are 

used to reduce the voltage ripples in the dc link 
voltage which is supplied from a rectifier circuit not 
shown in the figure.  
 



Fig.  3: Nine Phase PWM inverter using full H-bridge configuration. 
 
The delta modulator is implemented in software and the 
integrator used is represented by Fig.  4. The low pass 
filter integrator is designed from the Z-transform transfer 
function and the linear delta modulator is developed from 
there. The transfer function of an RC integrator is given 
by: 

௨௧(௦)
(௦)

= − ଵ
ோௌ

    (12). 
The transfer function for the integrator in the Z-
transformation is given by: 

௨௧(௭)
(௭)

= ்(ଵା௭షభ)
ଶோ(ଵି௭షభ)

   (13), 
where T is the sampling period of the integrator and RC is 
the integrator time constant. 
Rearranging (13), an expression for the delta modulator 
can be written as: 
ܸ௨௧(ݖ) = 	 ்

ଶோ
( ܸ(ݖ) + ܸ(ݖ − 1)) + 	 ܸ௨௧(ݖ − 1) (14). 

 
For digital implementation, the integrator is developed 
using unit delays and a complete delta modulation block 
is shown in Fig.  4. 

 
Fig.  4: Delta modulator implementation using Z-transformation. 
 
From [1], the time constant is given by: 

ܥܴ = 	 ସೞ
గ∗∗ఆೝ್

    (15), 
where Ω୰ୠ is the break frequency. 
The designed break frequency for the input signal is 55 
Hz, hence ߗ = 2 ∗ ߨ ∗ 55. The maximum value of the 
reference signals is 11.66 and the designed maximum 
value of the op-amp comparator output is 12 for the delta 
modulator under consideration. Substitution of these 
values into the time constant equation in (15) gives a time 
constant of 0.00381 seconds. 
 
 

4. EXPERIMENTAL EVALUATION RESULTS 
 
The experimental evaluation is done by programming the 
DSP controller to execute the current control algorithm 
and using the PWM signals produced to control the 
inverter. Fig.  5 show the nine phase inverter used in the 
evaluation. The optic fibre link transmits PWM signals 
from the controller to the inverter. The load is a nine 
phase BDCE controlled induction machine. Phase 
currents are displayed to show the performance of the 
delta modulation ciontroller. 
 

 
Fig.  5: Nine phase inverter 

The hysteresis controller is tested for comparison with the 
delta modulation controller and the stator waveform 
produced by the hysteresis controller is shown in Fig.  6. 
Fig.  7 shows the current switching waveform produced. 
The results show a varying switching frequency which 
gives irregular inverter operation. 
 
The conventional linear delta modulation fails to produce 
the desired stator current waveform leading to the design 
of an alternative technique. The alternative scheme which 
uses two integrators is simulated and tested on the 
inverter. The waveform produced by the alternative delta 
modulation tends to produce curved portions just before 
reaching the peak due to the action of the integrator which 
uses cumulative addition. Fig.  8 and Fig.  9 show the 
practical results of using the alternative delta modulation 
technique for the trapezoidal reference waveform. The 
curved end before the peak can be observed. However, 
the current switching waveform shows a constant 
switching frequency which is desirable for regular 



inverter operation. This also enables easy design of filters 
to filter off harmonics. 
 

 
 

Fig.  6: Waveform produced by the hysteresis controller

 

Fig.  7: Hysteresis controller current switching waveform 

 

 
Fig.  8:  Stator current waveform produced by alternative linear delta 
modulation controller  

 
Fig.  9:  Delta modulation current switching waveform 
 

5. CONCLUSIONS 
The delta modulation PWM technique has been 
experimentally evaluated and the results obtained have 
been presented. The conventional linear delta modulation 
scheme fails to produce trapezoidal current waveforms in 
the load and the alternative delta modulation scheme 
gives better results than the conventional technique. 

Compared to the alternative delta modulator, the 
hysteresis controller produces better stator current 
waveforms. However, the current switching waveforms 
show that the delta modulator gives a constant switching 
frequency and this gives regular inverter operation. The 
results show the possibility of implementing delta 
modulation PWM scheme on loads that use non-
sinusoidal voltages and better results are expected if load 
voltages are measured.  
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Abstract: The theoretical understanding of power electronics was severely lacking in the field’s infancy.
It was Middlebrook who developed the theoretical framework used today. The chief concern, so far,
has been in either discovering new circuit topologies or in improving the components and control of
existing topologies. The present work aims to address the problems of constant input voltage (CIV)
power conversion using fundamental physical theory. It is shown that a CIV power converter with
only series components: has an ideal efficiency exactly equal to the voltage gain ratio G := vout

vin
; and is

fundamentally incapable of boost conversion. A T network power converter is the simplest non-trivial
CIV power converter which has the possibility of perfect efficiency, η= 1. The ideal current and voltage
relations for η = 1 are found and these depend on G. It is proved that it is fundamentally impossible to
use only passive components in a T network power converter and achieve perfect efficiency. Hence, a
switch is a fundamental requirement in any CIV power converter.

Key words: Fundamental Limits, Power Electronics.

1. INTRODUCTION

Power electronics is a mature, technologically driven field
with a large number of possible circuit topologies for
each of the four main power conversion problems. It
is a field that was born out of the space race of the
60’s, which required devices which were light weight
[1]. Traditional alternating current transformers and
generators were too heavy to be practically useful for
space electrical power applications [1]. Hence, the
switched mode power supply was developed. However, the
theoretical understanding of its operation and indeed much
of the analysis of performance of switched mode power
supplies was severely lacking [1]. It was Middlebrook
who developed the theoretical framework upon which to
understand the operation and control of switched mode
power converters [2, 3]. Given this historical development,
the field can be said to be topologically founded, in
that circuits are known which achieve a particular power
conversion result. The primary interest, so far, has been
in either discovering new topologies or in improving the
components and control of existing topologies. Any
comprehensive textbook on power electronics begins with
the basic circuit topologies and discusses the design around
these topologies as well as practical means to drive them
[4, 5].

The present work aims to address the problems of constant
input voltage (CIV) power conversion using fundamental
physical theory. Instead of choosing from an existing
set of circuit topologies, this work is chiefly concerned
with how necessary these topologies are in the first
place. Is there any fundamental physical reason that a

DC-DC converter needs a shunt path? Is it possible
to design a power converter using only components that
are in series with the load? Can a power converter be
designed using only passive components? These and other
important foundations will be addressed in this work. The
development of the work was to remain as non-committal
as possible to circuit topology and find out the important
relationships which must be upheld in the light of the
known physical constraints.

Section 2 gives a short description of the model circuit
considered in this analysis, this circuit is a constant input
voltage CIV power converter. Section 3 graphically
depicts the surface in state space on which all physically
possible CIV power converters must traverse on. Section 4
discusses the fundamental theoretical possibilities of series
only components in CIV power converters. Section 5
discusses the first non-trivial extension of a series only
CIV converter, a “T” network power converter. Here the
theoretically ideal voltage and current relations which the
“T” network must satisfy are developed. The impossibility
of a passive CIV power converter is also proved in this
section. Section 6 develops the idea that the ideal current
relations from Section 5 may be achieved over time, hence
necessitating the use of a switch. Recommendations for
future work are briefly described before concluding.

2. MODEL CIRCUIT

The model circuit considered for a generic, constant input
voltage, power converter is depicted in Figure 1. The
input source is modeled as a constant voltage V , with
current in entering the device. The power converter itself
is considered unknown. The output of the power converter



is a current io entering a single load resistor R. The only
source of power is the constant voltage source, V .

Figure 1: Model Circuit of Constant Input Voltage Power
Converter

3. FUNDAMENTAL CONSTRAINT
VISUALISATION

The two most important constraints in the model circuit of
Figure 1 are power and current. The first constraint is that
the input power, Pn is equal to the sum of the stored power,
Ps and the output power Po and is given by equation 1.

Pn = Ps +Po (1)

This is nothing more than the first law of thermodynamics.
However, given the nature of the input power source
and the output power sink, equation 1 may be further
constrained resulting in equation 2.

Vin = Ps + i2oR (2)

Equation 2 has further detail of the input and output power
in Figure 1 built into it. Now, equation 2 may be rewritten
as equation 3

in =
Ps

V
+

i2oR
V

(3)

which suggests a family of parabolas if Ps is considered a
constant. These may be visualised in a state space of input
current against output current and is depicted in Figure 2.

Figure 2: Power and current constraints

The only effect of Ps on this family of parabolas is to
offset the input current when the output current is zero.

Of course, if the power stored, Ps is considered as another
independent variable, then equation 3 is really a surface
in a three dimensional state space of in, io and Ps. Every
physically realisable CIV power converter must traverse
the state space on this surface, which is depicted in Figure
3.

Figure 3: Three Dimensional Rendering of Power Constraint
Surface

In terms of analysis, it is simpler to consider the three
dimensional surface as a two dimensional state space with
a super-imposed family of storage power level curves,
as is depicted in Figure 2. What follows next are the
implications of various network configurations within the
converter in Figure 1.

4. SERIES ELEMENT CONVERTERS

If there are only series elements in the converter then
it implies, following the law of conservation of charge,
that the input current must equal the output current. The
circuit under consideration is depicted in Figure 4 and
may contain an arbitrary arrangement of one port circuit
elements provided they are all in series with the load
resistor R.

Figure 4: Series element power converter

This relationship, in = io places an additional constraint in
the state space depicted in Figure 2. Now the system in
Figure 1 is constrained to move along the straight dashed
line in Figure 5. Having the system evolve along the
straight line, in = io has implications for the storage of
power during this evolution.



Figure 5: Series Element Only State Space

As a starting point, Figure 5 demonstrates that there are
exactly two solutions which have zero storage power and
in = io. The one solution is at the origin which means that
in = io = 0 i.e. the converter is switched off. The other
solution is at in = io = V

R which means that the converter is
just a simple ideal switch where the entire source voltage
is dropped across the load. One could have got the same
result algebraically from solving equation 3 for io with
Ps = 0 and formally replacing in→ io.

This implies that evolution along the line in = io at any
other point in the state space incurs a cost of having to
store power.

4.1 Limits of series type Buck conversion

Considering the case that io < V
R =⇒ vo < V . This

is effectively a “buck” type converter. Note that any
physically possible power converter which has the result
that the output voltage is less than the input voltage is
considered a “buck” type converter. A trivial example of
a “buck” type converter would be a series resistor. From
Figure 5, there exists a current 0 < io < V

R which has a
maximum amount of power that must be stored, maxPs,
given that in = io. This is the worst case cost of using
a series “buck” type converter. Finding this current, io
is a constrained optimisation problem. The method of
Lagrange multipliers is a very simple analytic technique
which can find the maximum stored power, subject to the
constraint that in = io. Firstly, define the extended storage
power function F in equation 4, which can be maximised
in the usual way, and then solve for the Lagrange multiplier
λ using the constraint that in = io.

F := Ps +λ(in− io)

= Vin− i2oR+λ(in− io) (4)

Maximising F is done by setting all the partial derivatives
to zero,

∂F
∂in

= V +λ = 0 (5)

∂F
∂in

= 2ioR+λ = 0 (6)

∂F
∂λ

= in− io = 0 (7)

Solving equations 5 - 7 has the result that

in = io =
1
2

V
R

(8)

The amount of power stored in this condition is found
using equation 3

maxPs = V
(

V
2R

)
−
(

V
2R

)2

R

=
V 2

2R
− V 2

4R

=
1
4

V 2

R
(9)

Hence, given equations 9 and 8, the maximum amount of
power stored will need to be a quarter of the power that
would be supplied to the resistor if the full input voltage
were dropped across it. This amount of power is stored
whenever io and in are both equal to V

2R .

The efficiency of the series type buck converter is given by
equation 14, where vo is the output voltage and is always
less than or equal to V . Hence, for a series only buck
converter, the efficiency is exactly equal to the voltage gain
ratio.

η = Pout P−1
n (10)

= (io)
2 Ri−1

n V−1 (11)
= i2oRi−1

o V−1 (12)
= ioRV−1 (13)

∴ η =
(vo

V

)
(14)

4.2 Limits of series type Boost conversion

It is somewhat serendipitous that equation 14 can be used
to prove that series type boost conversion is impossible.
Since both power and current conservation laws were
used to find equation 14, it is physically impossible
to manufacture a boost converter using only series
components.

The proof is simple, a boost converter’s voltage gain ratio
implies that vo

V > 1. Since equation 14 relates efficiency
to the voltage gain ratio, a series only boost converter
would have an over unity efficiency, η > 1, which is
impossible by the first law of thermodynamics. Hence,
a series boost converter which conserves both power and
current is impossible. QED.

The reader may be thinking that a series resonant circuit
might be able to potentially contradict this proof. Namely
that vo > V =⇒ vo

V > 1 at some time during a transient.
This result would be an essential contradiction of equation
14. This is addressed next.



Consider the case of placing a series SPST switch,
capacitor and inductor in the question mark in Figure 4.
The situation under consideration is a SPST switch being
suddenly closed at t = 0 producing a step input voltage
Vus(t). Note us(t) is Heaviside’s step function and δ(t) is
the Dirac delta function. Using KVL equation 15 is arrived
at, which may be differentiated, whilst substituting vo = iR,
to arrive at equation 17. Note that the output voltage is the
voltage across the resistor, not the capacitor as is usually
considered. The final time domain model of the efficiency
is given by equation 18, if equation 14 is correct.

L
di
dt

+ iR+
1
C

ˆ
idt = Vus(t) (15)

LC
d2i
dt2

+RC
di
dt

+ i = CV δ(t) (16)

LC
d2vo

dt2
+RC

dvo

dt
+ vo = RCV δ(t) (17)

LC
d2η

dt2
+RC

dη

dt
+η = RCδ(t) (18)

Taking Laplace transforms of equation 18 results in
equation 19, which is the impulse response of a second
order system. The final value is zero, which is intuitive as
the capacitor blocks DC.

L {η} =
RC

LCs2 +RCs+1
(19)

The second order prototype is given by equation 20, with
gain K, damping co-efficient ζ and natural frequency ωn =
1
T

rad/sec.

SOp(s) =
K(

(sT )2 +2ζ(sT )+1
) (20)

The impulse response of equation 20 can be solved
analytically and is given by equation 21 when ζ < 1. The

typical shape is and is a decaying sinusoid .

sop(t) =
G

T
√

1−ζ2
sin
(

t
T

√
1−ζ2

)
e−

ζt
T (21)

Using the result that sinh(x) = sin( jx)
j where j =

√
−1, the

analytic solution of equation 20 is valid when ζ > 1 and

results in equation 22. The typical shape is and is
a sum of two decaying exponentials.

sop(t) =
G

T
√

ζ2−1
sinh

(
t
T

√
ζ2−1

)
e−

ζt
T (22)

The maximum value of both equations 21 and 22 is given
by equation 23 and can be found with most modern

computer algebra systems.

sopmax =
G

T ζ

√
(1−ζ2)

ζ
+1

× ... (23)

...exp

−ζarctan
(√

1−ζ2

ζ

)
√

1−ζ2


Numerical plotting of equation 23 as a function of ζ reveals
that the maximum value it attains is G

T at ζ = 0 and
exponentially decays from there. This is the standard
result from second order linear systems, the maximum
amplitude of the impulse response occurs when there is
pure resonance i.e. ζ = 0. Using these results, the
maximum value of η in equation 19 can be found. Firstly,
matching co-efficients between equation 19 and 20 it can
be shown that G = 2ζT , where G = RC and T =

√
LC.

Hence, the maximum value of η is governed by equation
24.

ηmax =
2√

(1−ζ2)
ζ

+1

× ... (24)

...exp

−ζarctan
(√

1−ζ2

ζ

)
√

1−ζ2


A logarithmic plot of this maximum efficiency is depicted
in Figure 6 and it can be seen that for large values of ζ

the peak of the efficiency time curve approaches one. It
could have been reasoned that there would be some value
of ζ where vo > V in a series resonant circuit and hence
contradict equation 14, since η and vo are linearly related.
The aforementioned analytical results clearly dispel this
idea.

Note that Figure 6 does not imply that the efficiency is
unity for all time for large ζ, just that at some point in
the transient of the series RLC circuit, the ratio of power
out against power in is one. A large damping coefficient
implies a large load resistance in Figure 4 and a large
capacitance to inductance ratio, both of which allow for a
fast rise time and slow decay time in the impulse response,

. The peak of the efficiency time graph, ,
is hence almost 1 for large ζ. Note that η→ 0 as time
goes to infinity indicating that the output current eventually
reaches zero. Again, this is due to the DC blocking of the
series capacitor.

5. “T-NETWORK” CONVERTERS

A “T-network” converter is depicted in Figure 7. This
circuit breaks the previous constraint whereby the input



Figure 6: The maximum efficiency as a function of ζ in a series
RLC circuit

current had to equal the output current. The act of
placing a shunt path within the power converter has now
resulted in extra freedom within the state space of Figure
5, specifically it is now possible to move off of the line
in = io since there is a shunt branch current iB. This is the
simplest non-trivial extension of the series only circuit in
Figure 4.

Figure 7: “T-network” converter circuit

The benefit of this extra freedom now is that it is possible
that the system could evolve along the parabola Ps = 0 in
Figure 2.

The reason for wanting to evolve the states along Ps =
0 is that this would then achieve a converter with
100% efficiency. Hence, a shunt path is a fundamental
requirement to even have the possibility of 100% efficiency
and Boost conversion. There are two regions of quadrant 1
of the state space in Figure 2 that are considered here: the
“Buck” region which has positive values of io < V

R and the
“Boost” region where io > V

R . These regions are depicted
in Figure 8.

Figure 8: Buck and Boost regions in the state space of the power
converter

5.1 T-network converter current relations

Consider operating at a steady-state value of io = vo
R 6=

V
R . Solve for the required input current using equation 3,
given that the power being stored is zero and the result is
equation 29.

Vin = i2oR (25)

=⇒ in =
1
V

i2oR (26)

=
1
V

(vo

R

)2
R (27)

=
vo

V

(vo

R

)
(28)

∴ in = Gio (29)

Note that G is the voltage conversion ratio vo
V . This neat

result has non-trivial implications for the branch current in
Figure 7. Performing KCL at the node of the T in Figure 7
and using equation 29 results in equation 33.

io = in + iB (30)
=⇒ iB = io− in (31)

= io−Gio (32)
∴ iB = (1−G) io (33)

Take special note of the direction of the branch current in
Figure 7. Calculating the efficiency of this T-type converter
using Ohm’s Law and the definition of the voltage gain
ratio results in an efficiency of one. This is achieved if and
only if in = Gio and iB = (1−G) io.

η = PoutP−1
n (34)

=
(
i2oR
)
(Vin)

−1 (35)

=
(
i2oR
)
(V Gio)

−1 (36)

=
ioR
GV

(37)

∴ η =
vo

vo
= 1 (38)



Hence, it is fundamentally necessary to have a shunt path
in a CIV converter in order to have the possibility of 100%
efficiency as well as boost conversion.

5.2 T-network converter voltage relations

Given the current relations in equations 29 and 33,
KVL will generate a set of further constraints which the
converter in Figure 7 must adhere to. Using KVL in loop
1 results in equation 39, where vl is the voltage across the
component in the left arm of the T and vB is the voltage
across the branch component.

V = vl− vB (39)

Using KVL in loop 2 results in equation 40, where vr is the
voltage across the component in the right arm of the T.

vB + vr + vo = 0 (40)

The final equation of constraint is that the power stored
must be equal to zero, this is given by equation 41 which
combined with equations 29 and 33 results in equation 43.

vBiB + vl in + vrio = 0 (41)
=⇒ vB (1−G) io + vlGio + vrio = 0 (42)
=⇒ [vB (1−G)+ vlG+ vr] io = 0 (43)

Now equation 43 has two solutions, either io = 0∀t or
equation 44 is true.

vB (1−G)+ vlG+ vr = 0 (44)

Simultaneously solving equations 39, 40 and 44 results in
an infinite number of solutions with one of three voltages
“independent” and the other two dependent. All possible
solutions are in the equation sets 45 - 47.

vl = vl
vB = vl−V
vr = −vl +(1−G)V

 (45)

vl = V + vB
vB = vB
vr = −GV − vB

 (46)

vl = (1−G)V − vr
vB = −GV − vr
vr = vr

 (47)

5.3 Unit gain “T” converters

As an important check for correctness, consider the case
with a gain of G = 1 and a short circuit in the left arm of
the “T” i.e. vl = 0. Hence, using the equation set 45 gives
vl = 0, vB =−V and vr = 0. The currents using equations
29 and 33 are in = io and iB = 0. Hence, the “T” network

reduces to a series only system since the branch voltage is
an open circuit and the arms of the “T” are short circuits,
as one would expect.

Now consider a real component in the left arm of the “T”
which has a small voltage drop, say δ. The gain is still
maintained at G = 1. Using equation set 45 vl = δ, vB =
δ−V and vr = −δ. The currents are in = io and iB = 0.
Looking at vr = −δ with a current of io in the directions
shown in Figure 7 means that the component in the right
arm needs to be an ideal source with voltage enough to
cancel the small drop across the left arm. Of course this
is disallowed from the constraint that the only source of
power is the input constant voltage source. The conclusion
is hence that it is impossible to have a gain of G = 1 with a
small voltage drop across the left arm component, it must
be a perfect short-circuit or one will need to add a small
ideal voltage source in the right arm to make up the drop
in the left arm of the “T”.

5.4 Impossibility of a perfect passive CIV power
converter

Perfection here is an efficiency of one, passive power
converter. Given the ideal current and voltage relations in
equations 29, 33 and equation sets 45 - 47, it is a simple
matter to prove that a passive converter with these current
and voltage requirements is impossible. The important
point is that no other power sources, other than the input
voltage source are allowed. A component is considered to
be a power source if the voltage and current are in the same
direction. Again, no internal power sources are permitted
in order to keep the “T” converter passive. Start with the
left arm voltage vl . This must be positive in order for
the left arm component to be passive. Using the voltage
relations in 45, the branch voltage vB is negative if vl <V .
Hence the branch voltage must be a power source (keeping
the branch current direction in mind) when vl < V . This
is expressly disallowed. Now consider the case that vl =
(1+α)V =⇒ vl > V , where α > 0 is the amount that
the left arm voltage is greater than V . The implications
for the right arm voltage are vr = (1−G)V − (1+α)V =
−(G+α)V . Both G > 0 and α > 0 implying that vr < 0
in this final case. Hence perfect passive power conversion
is impossible with a positive voltage gain ratio, G. The
proof for negative G involves looking at the reversed input
current in = Gio and using the same argument as above
to show that this too is impossible. Hence, the ideal “T”
converter is impossible using only passive components.
QED.

The result of this proof is that it is necessary to interrupt
this passivity, either through the use of other power sources
or through the use of a switch (as has been done for the
last 50 years). It is hence a theoretical necessity that a CIV
power converter have some form of switch.



6. APPROXIMATIONS OVER TIME

Even though it is impossible to satisfy the ideal current
and voltage relations instantaneously, it may be possible
to do this over a period of time. The required current
relations, equations 29 and 33, dictate that “G” of the
output current must come from the left arm and “(1−G)”
must come from the branch. This could be done over a
period of time by switching between the left arm and the
branch. Consider now the inclusion of an SPDT switch
in the “T” network of Figure 7. Here, the branch, left
and right components have been made short circuits to
illustrate the idea. The result is depicted in Figure 9. By
leaving the switch connected to the left arm for “G” of the
time and connecting it to the branch for “(1−G)” of the
time, the result should (theoretically) be power conversion
since the current relations are satisfied. The ideal current
relations would only be upheld when averaging over the
period considered, not instantaneously.

Of course there is no reason to stop with just one such
period over time. It may be repeated and, provided that the
correct proportions of time are allotted to the left arm and
the branch, the resulting output current will be ideal (on
average). This now is a theoretical justification for using
PWM as a basic power converter. Note that it is no longer
a happy accident that the buck voltage conversion ratio is
equal to the duty ratio, it is out of theoretical necessity.

Figure 9: SPDT switch in T network

The circuit depicted in Figure 9 is often one of the first
circuits introduced in power electronics as a simple buck
converter. Using the results from Sections 3 - 5, it is
shown here that this circuit can be found as a time domain
approximation to the ideal CIV power converter.

7. RECOMMENDATIONS

Given the ideal voltage and current relations, it would
be interesting to continue following the premise of
approximating these ideal currents and voltages over time.
It is worth looking at sinusoidal output currents and the
implications on the ideal currents and voltages as a follow
up to this work. Generalising these results to all four power
conversion problems, using the same methodology, is a
desirable future outcome of this work.

8. CONCLUSION

Using only power and current conservation the theoretical
limits of CIV power conversion have been explored. Using
only series components, the ideal efficiency is exactly
equal to the voltage gain ratio. Furthermore, it was
shown that series only boost conversion is fundamentally
impossible. Hence, to allow for the possibility of
100% efficiency, even theoretically, as well as boost
conversion, a “T” network converter can be used. It
is the simplest non-trivial CIV power converter which
has the possibility of being 100% efficient. From this
premise, the fundamental voltage and current relationships
which an ideal CIV power converter must obey have
been developed. These are valid for either buck or
boost power converters. The input and branch currents
are fundamentally constrained by the required voltage
gain ratio. The voltages are semi-free in that one of
the “T” network voltages is arbitrary and the other two
are then fully determined. This means that there are
an infinite number of “T” network power converters.
It was shown that it is fundamentally impossible to
use only passive components in a “T” network power
converter and achieve 100% efficiency. Hence, a
switch is fundamental requirement in any CIV power
converter. Recommendations for further work involve
further investigation into achieving the ideal current and
voltage requirements, on average. The investigation of
the implications of sinusoidal output currents within this
work’s paradigm are also worth looking into.
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Abstract: The growing demand for energy in the world causes a lot of pressure on the environment 
and the resources used to supply the energy. To ensure a continuous, more reliable and 
environmentally friendly energy supply system the world started to develop alternative technologies 
including photovoltaic panels, wind turbines and hydrogen fuel cells.  The hydrogen fuel cell in 
combination with batteries has also been used in electric vehicles to minimize greenhouse gas 
emissions and the strain on crude oil.  There is however no control applied on the different energy 
sources within the electric vehicle system. This project focused on developing a smart controller that 
would determine the energy source supplying the power demanded by the load. The energy sources 
include a hydrogen fuel cell, batteries and supercapacitors. The load for the system was simulated on 
an electronic load using a scaled profile of the power needed by an electronic motor that could be 
installed in a vehicle. The results showed that by using a smart controller in the system the motor can 
operate for a longer time than without the controller. Using a controller therefore resulted in 
increasing both the lifetime and energy supplying time of the energy sources within the system. 
 
Keywords: Fuel cell, supercapacitor, controller , energy 
 
 

1 INTRODUCTION 
 

The world today relies on coal, natural gas and oil for 
more than 80% of its energy supply [1]. These resources 
are however depleted, non-renewable and causes a lot of 
pressure on the environment. In order to ensure a 
continuous more reliable and environmentally friendly 
supplying system, alternative resources should be used. In 
this paper a hydrogen fuel cell in combination with a 
supercapacitor and battery is used to supply energy to a 
load. 
The hydrogen fuel cell is an electrochemical device that 
combines hydrogen and oxygen to produce electrical 
energy with water and heat as the by-products [2]. A 
single fuel cell consists of an anode, cathode and an ion 
conducting electrolyte [3]. The fuel cell used in this 
project uses a Polymer Exchange Membrane (PEM) as an 
electrolyte. One of the short comings of fuel cells 
however is there maximum voltage range of 0.2 V - 0.8 V 
per cell [4]. This challenge can be overcome by 
connecting multiple cells in series as was done in this 
project. Just like hydrogen fuel cells supercapacitors also 
have a low voltage range. The voltage per capacitor 
varies between 2.2 V and 2.7 V [5]. 
Like conventional capacitors, supercapacitors also store 
their energy in an electric field between two oppositely 
charged plates. However the plates of a supercapacitor 
are coated with activated carbon that enables the 
electrodes to have two layers of charge coating surfaces 
[6]. The low voltage range drawback for these devices 
can be overcome by connecting multiple supercapacitors 
in series. This typology would increase the voltage but 
would also decrease the total capacitance. 
Supercapacitors are capable of delivering a lot of power 
within a short amount of time and are thus known as 
power density devices. When compared to conventional 

batteries the power density of supercapacitors can be 10 
to 100 times greater than the power density of batteries.  
Batteries on the other hand are known as an energy 
density device. This means that while a battery cannot 
supply energy to a load as quick as supercapacitors. They 
can however supply low power over a greater time 
period. The recharging time for batteries varies between 
minutes and hours whereas supercapacitors can recharge 
within a few seconds. 
 

2 SYSTEM OVERVIEW 
 

This section provides the building blocks for this project 
that include a controller, energy sources, electronic load, 
and sensors. The controller would measure the current 
drawn by the load and the voltage of each power source. 
Using these readings the controller would then determine 
which of the three energy sources or combination of 
energy sources should supply the power demanded by the 
electronic load. The electronic load would be 
programmed in order to simulate a scaled profile of an 
electronic vehicle driving at different speeds, 
accelerations, declines and inclines. 
The main focus of this project is to use a reliable and 
environmentally friendly power source to supply the 
majority of the electrical power to a load. A controller 
would be designed to control the power distribution 
within the system and ensure that the battery is used to a 
minimum. The fuel cell would be the primary power 
source followed by the supercapacitors and then the 
batteries if needed. Figure 1 illustrates the conceptual 
design for this project and highlights the major 
components that would determine the success of the 
project. These components include the controller, energy 
source, sensors and the electronic load. Each building 
block would be discussed in the following chapter. 

mailto:22805184@nwu.ac.za
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Figure 1: System conceptual design 
 

3 DESIGN 
The following section discusses the design of the basic 
building blocks as shown in Figure.1. 

3.1  Controller 
The Arduino receives the necessary input signals from 
the controller board discussed earlier. These signals are 
read by the Arduino as a value between 0 and 1023, 
where 0 indicates 0 V and 1023 indicates 5 V. For this 
reason the input values would first be converted to a 5 V 
value by dividing by 1023 and multiplying by 5. 
Depending on the type of reading, voltage or current, the 
5 V value would then be multiplied by the necessary 
scale if it is the voltage reading of a power source. If the 
reading is a current reading the 5 V input value would be 
deducted by 2.5 and then divided by 0.04. 
 
Using the voltage value the duty cycle of the PWM signal 
can be determined. This would ensure that no matter the 
input of the power source to the buck converter the output 
would be constant at 12 V. Using the current value the 
power source can be determine.  
 
The current reading would be used to switch from the 
fuel cell to one of the other power sources. If the load 
current equals 3 A the Arduino would disconnect the fuel 
cell and either connects the supercapacitors or the battery 
based upon the voltage reading of the two. Should the 
current further increase to a value greater than 10 A the 
Arduino would shut down the system due to a current 
overload condition. Figure 2 illustrates the program flow 
diagram of the Arduino. 

 
Figure 2: Arduino program flow diagram 

3.2 Dc-Dc converter 
Each power source has a different voltage. The fuel cell 
operates at a voltage of 56 V, the supercapacitors will be 
coupled in series to form a voltage of 16.2 V and the 
battery has a voltage of 16 V. In this project however the 
power sources should supply the same load so the 
voltages of each power source should either be amplified 
or dropped. The voltage drop of each power source would 
be accomplished by using a simple buck converter. The 
buck converter as illustrated in figure 3 would operate in 
discontinuous mode and would drop the voltage of each 
power source to 12 V. The transistor used in the buck 
converter is an IRG4PC50UD n-channel IGBT. 
 

 
Figure 3: Buck converter 
 
Figure 4 illustrates the simulated results with the PWM 
signal on the IGBT as 32 kHz signal and a duty cycle of 
20%. The input voltage of the circuit is 16 V and it can be 
seen in the figure that the output voltage is about 3 V. By 
changing the duty cycle of the PWM signal of the IGBT 
the output voltage of the dc-dc converter can be 
controlled. 
 

 
Figure 4: Buck converter simulation results 

3.3 Sensors 
Hall-effect current sensors were installed in series with 
the power source and transmitted a signal to the 
controller. The reading of each power source could then 
also be added in order to determine the total power 
demanded by the load. These readings would then be 
used to determine which power source should supply the 
power demanded. 
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Each power source voltage were scaled to a 5 V scale by 
a simple voltage divider circuit. The scaled voltage was 
then used as an input to the controller which determined 
the duty cycle of the PWM signal to the transistor. This 
would then ensure that each power source has the same 
voltage. 

3.4 Load profile 
The load profile used in this project simulates the power 
demanded by an electric vehicle during different 
situations. Due to the budget limit the profile is only a 
scaled version but would still test the concept of the 
controller. The profile used simulates a vehicle moving 
on various inclines, declines, and acceleration and 
deceleration levels and can be seen in figure 5. 
 

 
Figure 5: Load profile 
 
The green areas on the graph indicate that the vehicle 
speed is increasing and simulates the current for the 
motor to deliver the necessary power. The purple areas 
simulate a situation where the vehicle drives at a constant 
speed for the given amount of time. The red areas 
simulate a situation where the vehicle overtakes another 
vehicle. Yellow finally indicates a situation where the 
vehicle speed is decreasing. This profile would test the 
capability of the controller to switch between power 
sources in order to supply the load with the required 
current. 
 

4 IMPLEMENTATION AND EVALUATION 

4.1 Hydrogen fuel cell performance characteristics 
The fuel cell used in this project is a 300 W PEM fuel 
cell. The controller of the fuel cell was already designed 
and implemented in the system. The fuel cell controller is 
responsible for the purging and regulation of the 
hydrogen within the cell. Figure 6 illustrates the hydrogen 
consumption of the fuel cell at different power levels. If 
the fuel cell operates at 300 W the fuel consumption is 
3.9 l/min. 

 
Figure 6: Hydrogen fuel cell fuel consumption 
 

4.2 Supercapacitor charging and discharging profile 
Six 3000 F supercapacitors were used in this project. 
Each supercapacitor has a rated voltage of 2.7 V and a 
continuous discharge current of 150 A. Connecting these 
capacitors in series adds up to a capacitor bank of 500 F 
with a rated voltage of 16.2 V , this voltage was also 
converted to a constant 12 V  with a dc-dc converter. 
Table 1 shows the time it takes for the supercapacitors to 
fully charge from 8 V (minimum operating voltage) to 16 
V with different current levels. 
 
Table 1: Supercapacitors recharging time at different 
current levels 

Charging current (A) Time to recharge (min) 
2 29 
3 21 
6 11 
10 6 
13 4 

 
From the table it can be seen that the higher the current 
supplied the shorter the recharge time. If the trend in the 
table is followed it can be determined that with a current 
of 15 A the supercapacitors would take about 3 minutes 
to recharge. Due to the limited available current in the 
system, the supercapacitors cannot be charge within the 
system. Thus the supercapacitors were pre-charged before 
tests were done on the system. 
 

 
 
 
 
Figure 7 illustrates the discharge profile of the 
supercapacitor bank. The graph is plotted with the 

Figure 7: Supercapacitors discharge profile 
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supercapacitor bank voltage versus time at varying 
recharging currents. From the figure it is evident that for 
the system to be properly tested, the current supplied by 
the supercapacitor bank should not be more than 10 A. 
this would allow the supercapacitors a discharge time of 
192 seconds. 

4.3 Battery charging and discharging profile 
A 4000 mAh lithium-polymer battery was used in the 
system. The battery has a voltage rating of 16 V and a 
maximum continuous discharge current of 25 A. Table 2 
shows the discharge time of the battery at different 
current levels. To ensure that the system is tested 
properly the maximum current that would be supplied by 
the battery was limited at 10 A to 15 A. As with the 
supercapacitors the battery was pre-charged before tests 
were done. 
 
Table 2: Battery discharge data 
Discharge current (A) Current delivery time 

(min) 
4 60 
8 30 
10 24 
15 16 
20 12 

4.4 Supercapacitor test on electronic load 
The supercapacitors were fully charged to a voltage of 
16.2 V each time a test were done with them and they 
were used until the voltage drop over them were less than 
12 V. Figure 8 illustrates the current demanded by the 
load (blue line) and the current supplied to the load by the 
supercapacitors (red line). 
 

 
 
 
The yellow circles highlights instances where the voltage 
reading taken by the Arduino indicated that the 
supercapacitors voltages were too low to be used by the 
load. The Arduino then turned off the supercapacitors and 
since no other source were connected the current supply 
to the load were cut-off. This did however only last for a 
few milliseconds where after the voltage reading received 
by the Arduino was corrected and the supercapacitors 
were used to supply the load with the required current. 
 
The blue block in figure 8 indicates a lot of voltage drops. 
At this point the voltage drop over the supercapacitors 
was starting to get smaller than 12 V and the Arduino 

switched the supercapacitors of due to the low voltage 
drop over them. 

4.5 Fuel cell test on electronic load 
The fuel cell were started and allowed to operate for ten 
minutes before the electronic load was connected. This is 
to ensure that the fuel cell would supply the high current 
demand in the short amount of time without the fuel 
cell’s controller from disconnecting the load. If the 
current demand is too high for the fuel cell the voltage 
drop over the fuel cell is less than 30 V and causes a 
voltage drop of less than 0.5 V per cell. The controller of 
the fuel cell is then programmed to disconnect the load in 
order to protect the fuel cell from permanent damage. 
Figure 9 illustrates the current supplied to the electronic 
load by the fuel cell and it should be noted that there was 
no current limit on the Arduino. This test was done to see 
how the fuel cell would react to the load profile by its 
own. The blue line illustrates the current required by the 
load and the red line indicates the current supplied to the 
load. 
 

 
Figure 9: Fuel cell test on electronic load 

4.6 Battery test on electronic load 
The battery was charged to 15 V and as with the 
supercapacitors test and the load profile was also 
repeated. Figure 4-11 illustrates the current supplied to 
the electronic load by the battery (red line) and the 
current required by the electronic load (blue line). 

 
 
 
Figure 4-13 illustrates that the battery followed the 
profile for about two and a half cycles. After 17 minutes 
and 21 seconds the system was switched off. One cycle of 
the profile last for 6 minutes 28 seconds at the end of 
each cycle the battery has a voltage drop of 0.1 V. Using 
this information and the fact that for this system the 
battery can be discharged up to 12 V it can be calculated 
that the battery would be able to supply the necessary 
current to the electronic load for 4 hours 18 minutes 40 

Figure 8: Supercapacitor test on electronic load 

Figure 10: Battery test on electronic load 
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seconds. At this point the battery voltage would be less 
than 12 V and the Arduino would switch the battery off.  
The yellow circle on the graph highlights a current drop 
that occurred during the profile. The current drop 
occurred due to a false voltage reading given to the 
Arduino. The false reading caused the Arduino to think 
that the voltage of the battery was to low and caused the 
Arduino to switch the battery off. Since there is no other 
power sources the current to the electronic load also 
dropped. This did however only last for a few 
milliseconds where after the false reading was corrected 
and the battery was switched on to supply the current to 
the load. Due to the quickness of the switching the 
current did not completely drop to zero. It is also clear 
that during the two and a half load profile cycles the false 
voltage reading only occurred once. 

4.7 Battery and supercapacitors test on electronic 
load 

The following test was done using the supercapacitors 
and the battery. Before the test was done the 
supercapacitors were recharged to 16.2 V and the battery 
to 15 V. These two sources were then used to supply the 
required current to the load as required and it was up to 
the Arduino to decide which power source should supply 
the current to the load. Figure 11 illustrates the current 
supplied to the load by the power sources. The red line 
indicates the current supplied to the load while the blue  
line indicates the current requires by the load.  
 

 
Figure 11: Battery and supercapacitor test on electronic 
load 
 
The current supplied to the load was divided between the 
supercapacitors and the battery. The blue block indicates 
the time the supercapacitor was used to supply the current 
to the load and the red block indicates where the Arduino 
switched from the supercapacitors to the battery. The 
switching took place at 8 minutes 24 seconds at which 
point the supercapacitors voltage was too low to supply 
the current to the load and the batteries needed to take 
over. The system was again stopped to save time because 
the battery would just follow the profile until it has a 
voltage drop smaller than 12 V at which point the 
Arduino would switch off the battery 

4.8 Fuel cell and supercapacitors test on electronic 
load 

Figure 12 illustrates the current supplied to the electronic 
load by the supercapacitors and the fuel cell. The blue 

line indicates the current required by the load and the red 
line indicates the current supplied to the load. 
 

 
Figure 12: Fuel cell and supercapacitor test on electronic 
load 
 
Analysing figure 12 the blue block indicates the current 
supplied by the fuel cell. If the current was equal or 
greater than 3 A the fuel cell was disconnected and the 
Arduino switched to the supercapacitors which are 
indicated by the red block in figure 12. At about 10 
minutes 04 seconds the supercapacitors voltage started to 
get to low and could not continue to supply the system 
with the necessary current and the Arduino switched the 
supercapacitors off also since the current required by the 
load is greater than 3 A the fuel cell could not be 
switched back on again. 

4.9 Fuel cell and battery test on electronic load 
Figure 13 illustrates the current supplied to the electronic 
load by the fuel cell and the battery. The blue line 
indicates the current required by the load and the red line 
indicates the current supplied to the load. 
 

 
Figure 13: Fuel cell and battery test on electronic load 
 
The fuel cell and the battery only supplied the load for 
one cycle of 6 minutes 33 seconds. The blue block 
indicates where the fuel cell supplied the current to the 
load and the red block indicates where the battery 
supplied the current to the load. The battery and the fuel 
cell would follow this profile for as long as the Arduino 
has power to do the switching. The other two factors that 
would cause the system to stop would be the hydrogen 
supply and the battery power.  
The hydrogen supply available would last for two hours 
after which the fuel cell would shut down due to the lack 
of hydrogen. The battery would last for at least 5 hours 
which means that if the Arduino has enough power and 
the hydrogen is finished the battery would then supply the 
load with the remaining power. 
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4.10 Fuel cell, supercapacitors and battery test on 
electronic load 

The final test was done by connecting the fuel cell, 
supercapacitors and the battery to the system. The 
Arduino would then be able to switch between these three 
sources as the load current varies. Figure 14 illustrates the 
current required by the load (blue line) and the current 
supplied by the system (red line). 
 

 
Figure 14: Fuel cell, supercapacitors and battery test on 
electronic load 
 
The system provides power to the load for 13m05s. The 
blue block indicates the area where the fuel cell provided 
the power to the system, the red block is where the 
supercapacitors provided current to the load and the green 
block is where the battery provided current to the load. 
Analysing figure 14 it can be seen that the 
supercapacitors were able to provide current to the 
system up until 10m46s. The Arduino then switched to 
the battery in order to keep supplying the necessary 
current to the load. The remaining sources available is the 
fuel cell and the battery Since the fuel cell in combination 
with the battery was tested already in figure 13 the fuel 
cell was not switched back on in order to illustrates that 
the Arduino would still draw power from the battery. The 
system would follow the course of the profile until the 
hydrogen supply is finished, battery supplying the load is 
discharged or the battery powering the electronics and the 
Arduino is discharged. In this case the battery supplying 
the power to the electronics would be discharged first and 
force the system to stop. 
 

5 CONCLUSION 
 
The use of the controller could extend the life time of 
each power source and the current delivering time of the 
system. Due to the budget limit the system could not be 
tested on a full scale vehicle. The alternative option was 
to use the three different power sources and connecting 
them to an electronic load. The load was then 
programmed to simulate a scaled version of the power 
needed by an electronic vehicle. 
The electronic load simulated different conditions 
including varying accelerations, inclines and declines. 
The controller monitored the current delivered to the load 
and determined which power source should deliver the 
current to the load. 
 
 
 

The tests done indicated that if the Arduino could switch 
between two power sources that the current supply to the 
load would be much smoother. 
The second benefit would be that the one power source 
can supply energy to the system if the other is not able to 
do so. A third benefit when switching between more than 
two power sources is the current delivery time that is 
increased.  
During the tests the battery and the fuel cell were not 
tested as to how long they could supply the system with 
power due to the fact that the battery would be able to 
supply the profile used to test the system for about 5 
hours. The fuel cell would be able to supply the power to 
the system for as long as the fuel cell receives hydrogen. 
It was also not within the scope of the project to lengthen 
the range of the fuel cell, supercapacitors or battery. It 
was however the scope of the project to design a 
controller that can switch between the energy sources as 
the load current varies. The tests done indicate that the 
Arduino could switch between the energy sources as the 
demand varies. The tests also indicated that the Arduino 
would continue to supply energy to the system until all 
power sources were depleted.   
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Abstract: Renewable energy-based distributed generation (DG) has captivated the power 

generation sector and on a global scale has become a leading research area. Distributed 

generation using wind, solar energy or biomass as a source of energy can produce 

electricity on a small scale. However, a major problem facing renewable energies is that 

they are highly dependent on weather conditions. Since the power generated by distributed 

generation depends on the weather conditions, irregularity of production and consumption 

leads to frequency and voltage fluctuations, and it can become difficult to determine and 

monitor consumer usage at any given time. The development of a Logic Control Switch 

(LCS) is to ensure that a stable system is maintained under various loads and resource 

conditions.  An LCS is used to continuously monitor and adjust the load through circuit 

breakers. It is a good alternative to load balancing for a cluster of villages in a rural area 

where a microgrid is operating in stand-alone mode. This LCS algorithm is based on the 

transition state flow chart and ensures  the operation of the system within the limit to not 

cause instability of the system. The flow chart provides easy way using graphical transition 

state and state chart to establish a set of rules for the system. 

 

Keywords: abc-dq0 transformation, Energy Management System (EMS), 

MATLAB/Simulink, microgrid, transition state flow, sensitive and non-sensitive loads, PI 

controller, 

 

1. INTRODUCTION 

One of  the important characteristics of the modern world 

is the rapid increase of the population and the associated 

increase in the demand for electrical energy;  this leads to 

increasing  primary energy consumption (non-renewable 

energy) and consequently to depletion of fossil fuel 

reserves which are finite [1], [2]. As a result, end-users 

suffered severe blackouts and ever present electricity 

price hikes. The traditional power plants can no longer 

guarantee safe, reliable, and sustainable electricity 

supply. There is a strong focus on using renewable 

energy as a better alternative source of energy, especially 

since in the future it may play a dominant role in the 

world’s energy production and help to tackle the increase 

of global warming caused by fossil fuel electricity-based 

production [3]. The concept of a DG was introduced in 

the late 1990s to overcome the multiple challenges faced 

by the centralised generation and has since gain 

popularity. DG generates electrical power from small 

energy sources (normally less than 50 MW) using non-

traditional renewable energy source (RES) such as wind 

power, solar power, biomass. With this form of 

generation, transmission line losses are considerably 

reduced since the power plants are usually very close to 

the consumer [4], [5]. Furthermore, the distributed power 

unit can be directly connected to the customer load or to 

support the distribution network by providing ancillary 

services [6], [7]. DG has the advantage that the power 

production process is very clean. One of the most popular 

renewable energy sources is solar energy because it is 

abundant, accessible and easily converted into electricity 

[8]. The demand for solar energy has increased by 20% to 

25% per annum over the last two decades [9]. More 

importantly the PV system is one of the most efficient 

renewable energy technologies, especially in remote areas 

where electricity from the central grid is not available and 

alternative sources of electricity are expensive [10], [11]. 

The South African government is planning to provide 

power to 200000 homes, 100000 small businesses, 2000 

clinics and 16800 schools, using PV or solar home 

systems, as a part of their off-grid electrification program 

[12]. 

However, a major problem facing renewable energies is 

that they are highly dependent on weather conditions. 

Since the power generated by DG, as well as 

consumption, depends on the weather conditions, 

irregularity of production and consumption leads to 

frequency and voltage fluctuations, and it can become 

difficult to determine and monitor consumer usage at any 



given time. Distributed generation can then be subjected 

to discrepancies in consumer usage and this can lead to 

severe stability problem reducing the system reliability. 

As a result, microgrids powered by DG, operating in a 

stand-alone controllable system mode, face new 

challenges in terms of balancing a cluster of loads  with 

the available weather-dependent power. Balancing a 

cluster of loads by making sure at all times that the entire 

system operates without overloading, is an essential 

requirement for the proper operation of a power system. 

The microgrid load considered in this project is the sum 

of sensitive and non-sensitive loads, respectively 5 kW 

and 100 kW, which constitute load requirement of one 

village; this total load required by a number of villages is 

called a cluster load.   

 

 

2. MICROGRID SYSTEM DESCRIPTION 

The model of the autonomous microgrid consists of a 

battery, an inverter, an LC filter and loads (sensitive load 

power and non-sensitive load power). The sensitive and 

the non-sensitive loads are both available within the 

system, the sensitive load power is permanently 

connected to the system, but the non-sensitive load power 

is initially disconnected from the system as shown in  

Figure 2.1. However, the connectivity of the non-

sensitive load depends on the magnitude of the input 

voltage. The LCS monitors the system through the Vd 

component by determining whether or not the non-

sensitive load will be connected to the system though a 

circuit breaker. This method tends to maintain the phase-

to-ground Vrms at 230 V, which implies a peak output 

voltage waveform of 563 V.  The size of the load and 

input power capacity affect the autonomous microgrid 

system operation; this interaction between load and 

power is analysed. 

 

 

Figure 2.1: Microgrid system 

 

In addition an EMS monitors and optimises the operation 

of a microgrid system, the system incorporated a dq0 

transformation + PI controller; this is shown in Figure 

2.2.  

 
 

Figure 2.2: EMS integrated with a dq0 transformation + 

PI controller 

 

3. CONTROL ALGORITHMS OF INVERTER 

OUTPUT VOLTAGE  

3.1 Inverter control using the dq0 transformation + PI 

controller 

The control method for regulating the inverter output 

voltage relies on the dq0 transformation and the PI 

controller. The three-phase signal voltage at the inverter 

terminal is fed to the transformation block abcdq0. 

This dq0 frame lessens the three-phase AC quantities Va, 

Vb, Vc into two DC quantities Vd, Vq and in balanced 

systems, the 0-component is equal to zero. The DC 

quantities facilitate easier filtering and it is compared to a 

constant reference of value 1. The error sign from the 

comparator is passed through the PI controller block as 

seen in Figure 3.1 below. The controller used, is a 

combination of the discrete proportional gain kp and an 

integral gain kI, with fixed sample time. The output signal 

is the sum of the proportional gain, kp and the integrator 

gain, kI. The total signal and kI and are limited by upper 

and lower values. Then the controlled signal is converted 

back to the inverse of the transformation block, 

dq0abc. The virtual PLL block is connected to both 

transformation blocks in order to synchronize and 

maintain the frequency operation at 50 Hz.   
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Figure 3.1: dq0 transformation + PI controller 

3.2 Energy Management System Control algorithm 

The energy management system (EMS) refers to the 

method of monitoring and optimizing the operation of the 

system. In practical applications SCADA/EMS is 

employed for monitoring and control functions. However 

the EMS is normally used for controlling energy 

generation and scheduling a programme for an ensemble 



of power network applications. EMS can also be used to 

control the electrical loads in a microgrid. In order to 

improve the efficiency of the design control, an EMS 

called logic control switch (LCS) is added to the system 

grid to further stabilize voltage control. 

 

 

Figure 3.2: EMS transition state 

 

EMS is implemented in MATLAB by developing an 

algorithm based on a flow chart as shown in Figure 3.2 

above and Figure 3.3 below. This flow chart is developed 

to maintain further stability by automatically connecting 

and disconnecting non-sensitive loads. The flow chart 

transits from state-to-state according to the available 

input power in order to connect and disconnect the loads 

as seen in Table 3.1 below. 

 

 

Figure 3.3: EMS flow chart 

The EMS controls a breaker switch by connecting and 

disconnecting non-sensitive heavy load power according 

to the availability of the input battery voltage. The LCS 

monitors the system through the Vd component by 

determining whether or not the non-sensitive load will be 

connected to the system. When the Vd component from 

the abc to dq0 transformation and the logic control switch 

is at normal operation, the phase-to-ground Vrms is 230 V 

and Vd = 1. The logic control of the switch is based on 

the value obtained from Vd component. When Vd is less 

than 0.98 the switch is off and when Vd is greater or equal 

to 0.99 the switch is on. 

 

Table 3.1: State transition matrix 

 
 

4. Simulation results 

4.1 Inverter control operating with sensitive and non-

sensitive loads and the EMS of the system 

activated 

Figure 4.1 below shows the input voltage, logic control 

switch and phase to ground Vrms.  

  

Figure 4.1: Input voltage, logic control switch and phase 

to ground Vrms of the total  load with 

activation of the EMS of  the simulated 

microgrid 

The intervals in which the input amplitude voltage 

changes are 140 to 280 ms and 440 ms to 560 ms, the 

input voltage is respectively a voltage of 662 and 668 V. 

The rest of the intervals 0 to 140 ms, 280 to 440 ms, 560 

to 1000 ms, the input voltage is 646 V. 

The LCS is on during the time interval from 130 to 270 

ms and 440 ms to 560 ms and it is off for the rest of the 

intervals. The nominal phase-to-ground Vrms is 

maintained at 230 V, the simulation shown on the graph 

in Figure 4.1 through the simulation except while the 

LCS changes its state, which occurred at 140 ms, 280 ms, 

440 ms and 560 ms. The EMS improved the phase-to-

ground Vrms value of the system by maintaining it at 230 
V. Here, the EMS switches on and off the non-sensitive 

load depending on the magnitude of the input power, so 

that it maintains the Vrms value to 230 V except for minor 

oscillations at the time of LCS switching. 
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Figure 4.2: The Vd component of the dq0 transformation 

in the total load with activation of the EMS 

of  the simulated microgrid 

 

Figure 4.2 shows that the Vd component of the dq0 

transformation is maintained at a constant value, despite 

the input voltage variation. The Vd component value of 

the transformation ranges between 0.99 and 1.01. In this 

case, the non-sensitive load is added to the system by the 

logic control switch, when the input voltage available can 

handle more loads. When the input voltage cannot handle 

an additional load, the logic control switch is activated to 

disconnect the non-sensitive load. Initially, both loads are 

connected to the system but, the LCS removes the non-

sensitive load to keep the phase-to-ground Vrms at 230 V 

for each phase. Just after the non-sensitive load is 

removed at 10 ms, there is an overshoot during the 

transient period when the PI controller is applied to  

change the ma value to effectively regulate the Vrms and 

the voltage at the inverter terminal.  So, in the remaining 

simulation time the non-sensitive loads are connected 

during the intervals 140 to 280 ms and and 510 to 560 

ms. When, the non-sensitive load is added it causes a 

short and a quick voltage drop before the PI controller 

controls it. This explains the stability of the phase-to-

ground Vrms as well as the peak output voltage waveform, 

because the EMS plays a bigger role.       

Figure 4.3  presents the peak output voltage waveforms 

of the inverter terminals. Throughout the simulation, the 

output voltage presents stability except when the logic 

control switch changes its state. 

When the LCS is switched the output voltage presents 

some voltage sags and voltage changes respectively at 

time 140 ms, 510 ms and at 140 ms and 510 ms. The peak 

current is very low at the time intervals corresponding to 
the off state of the logic control switch and the peak 

current is 220 A which corresponds to the on state of the 

logic control switch.  

 

 

 

Figure 4.3: peak output voltage and current in the total 

load with activation of the EMS to the system 

 

5. CONCLUSION  

In conclusion the research work explored the modelling 

of a practical DG-microgrid based on photovoltaics 

within the MATLAB/SIMULINK simulation 

environment. The maximum capacity of the system was 

rated at 1 MW. The work presented focused on the 

operation of the microgrid in stand-alone mode.  

 

The aim was to maintain the power generated equal to the 

load power; and to achieve this aim load balancing was 

found to be an essential requirement for the functionality 

of the power system by making sure that entire system 

works devoid of overloading.  

                                                                                                                                                                                                                                                                                                                              

Additionally, the stable system with different control 

mechanisms under various loads and resource conditions 

was presented. 

 

The Stateflow logical programming environment was 

used to develop an algorithm for load balancing. The 

environment gives possibilities of modelling complex 

algorithms by combining graphical and tabular 

representations to make sequential decision logic based 

on state transition diagrams, flow charts, state transition 

tables, and truth tables. 

 

LCS control is one of the ways of continuously 

monitoring and adjusting the load through circuit 

breakers, in accordance to the power generated by the 

DG-system. It is a good alternative to load balancing for a 

cluster of villages in rural areas where the microgrid 

operates in stand-alone mode. 

  

For the simulation model, the sum of sensitive and non-

sensitive loads is 5 kW and 100 kW respectively. The 

LCW control managed to balance the varying load quite 

well, however in some instances overloading did occur 

when the load value fell below the minimum load design 

value. 
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Abstract:  This paper evaluates the application of smart technologies with the aim of improving the 
reliability of Eskom’s medium voltage (MV) networks. The intent is to reduce the outage duration, 
frequency of outages, maintenance costs, and operational expenditure while improving overall system 
performance. To achieve this, a methodology is developed and verified by comparing the calculated 
results with DigSilent PowerFactory simulations using a sample MV network. The reliability of a 
distribution system depends on a number of factors including the location (urban or rural), 
environment, the type of system and the type equipment installed. Events that affect the customer 
supply include failure rate of equipment and the duration of an outage. The outcome of the 
application of smart technology on MV network will influence on the availability of customer supply 
as the technology could not only be used to reduce the failure rate of the system but also decrease the 
time spent on  fault finding and maintenance expenses due to greater visibility system wide. 
 
Keywords: Network reliability, MV network, Distribution Automation (DA), smart technology, 
System Average Interruption Frequency Index (SAIFI), System Average Interruption Duration Index 
(SAIDI). 
 
 

1. INTRODUCTION 
 

The distribution system is an important part of the total 
electric system, as it provides the final link between the 
bulk system and the customer. In many cases, these links 
are radial in nature and therefore susceptible to outage 
due to a single event. It has been stated that most of 
interruptions that occurs in the power systems are due to 
failures in the distribution system [1].  
 
An analysis of faults for the KwaZulu-Natal Operating 
Unit (KZN OU) MV network was conducted for the 
period January 2010 to January 2014 and the outcome of 
the analysis is summarised in Table 1 below.  
 

Table 1: MV network fault causes 
 
# Cause of Outage Frequency of 

Occurrence (%) 

1 
Transient or temporary faults, defined as  
greater than 2 minutes and less than 1hr 
long 

25% 

2 Conductor failures 15% 

3 Jumper failures 14% 

4 Transformer failure, pole mounted 9% 

5 Structure failure e.g. pole , cross arm 8% 

6 Insulator failure 4% 

7 Isolators (links on the network) 3% 

8 Fuse failure 2% 

 
Currently the KZN OU has more than 1200 single MV 
feeders (i.e. 1 kV – 33 kV), which equates to 45 000 km 
of length supplying more than 805 000 customers, most 
of which has limited redundancy and back-feed 
capability. A test network model has been developed to 
validate the application of several smart technologies. 
This test network is small but representative of the radial 
MV network. 
 
Eskom Distribution network topology, configuration, 
customer numbers and distribution on the network, 
operating environment and other network topology 
related variables are very different from that of utilities 
abroad, and hence other smart devices that work well in 
other countries may not be compatible for Eskom 
Distribution network. This is one of the findings that 
were distinguished as different technologies were being 
modelled. It should also be noted that the analysis 
involves unplanned outages only, planned outages does 
not form part of this study. The purpose of this study is to 
evaluate and recommend suitable technology for the 
existing infrastructure in the MV network for the purpose 
of enhancing overall system performance.  
 

2. APPROACH 
 

Historical and predictive approaches are the two power 
system reliability assessments that are predominantly 
used [1]. Both approaches are applied whereby expected 



performance is modelled, given the specific network 
topology, past performance, customer numbers, operating 
environment, etc.  
 
A number of specialised software packages are available 
in the market for reliability modelling of electrical 
networks including PowerFactory, ReticMaster, and 
PSS/E.  These packages require detailed network models 
to model the expected reliability of power networks.  
KZN OU network engineers have introduced 
PowerFactory for the modelling of all MV networks.  
This is enabled by the Smallworld export to Powerfactory 
which was not available in the past. Furthermore there 
were other data incomplete issues that were experienced 
with Smallworld export to PowerFactory that were later 
resolved [2]. The accuracy of PowerFactory results were 
compared to calculations. Practical assumptions were 
made on the analytical approach with regards to failure 
rates, travel times to site; travelling speed for fault 
finding, repair times based on performance history of the 
feeders as well as interviews and interactions made with 
site engineers and operators.  
 
Visits were made to different sites at Stanger Technical 
Service Centre (TSC) KZN OU to validate the 
information. A key assumption is that KZN OU MV 
networks are maintained and operated well according to 
Eskom maintenance standards and are fairly in a good 
condition. It was also noted that most substations have 
Remote Terminal Units (RTU), meaning that the fault 
finding and sectionalising time will be reduced through 
remote switching. Network control operators will be able 
to pick up equipment alarms which make the substation 
more visible, which is key to any smart technology.  
 
A number of network components including 
transformers, lines, isolators, and fuses are used and 
applied in a systematic manner to calculate expected 
downtime experienced by the customer supplied on 
different connections of the network with different smart 
technology interventions. The focus of this study is on the 
MV feeders connecting the distribution substations to the 
customers. Customer, substation equipment and sub-
transmission networks are excluded.  
 
This approach recognises the fact that key network 
components such as length of line, number of 
transformers, location of fuses and breakers, etc. have a 
significant impact on the reliability of a feeder [8], [9]. 
Therefore the outcomes from this approach provide the 
intended “realistic anticipated” performance based on the 
application of different technologies on the MV network. 
 
 

3. MODELLING METHODOLOGY 
 
The distribution network modelling includes all feeders 
up to 33 kV. The detailed steps are described below.  
 

3.1 List of smart technology evaluated 

 
Table 1 presents a list of smart technologies that are 
currently available in the market to improve MV network 
reliability [5], [6]. Some of this technology is used 
already in utilities abroad. The combination of these 
smart technologies is commonly referred to as 
Distribution Automation (DA); which is one of the major 
aspects in smart grid [3]. 
 

Table 2: List of available smart technology [7]  
 
Device Impact on number 

of faults 
Impact on duration Impact on number 

of customer 
interrupted 

Smart fuse saver 

Will reduce number 
of faults by 

improving fuse 
failure rates, as a fuse 
tends to operate for 

temporary faults 

Will reduce the 
outage duration 

where fuse has blown 
due to transient fault. 

Will also provide 
visibility to SCADA 
for all fuse operations 
without intervention 
from the customer. 

No impact on number 
of affected customers 

Transformer remote 
monitoring 

No impact on number 
of faults 

 

Will reduce the 
duration by a 

significant amount 
because it will 

provide visibility for 
all transformer 

interruptions without 
customer 

interventions. 

No impact on number 
of affected 
customers. 

Smart fault indicators 

No impact on number 
of faults 

 

Will reduce the 
outage duration by a 
significant amount 

Will reduce the 
impact of number of 
customer affected, by 
quick identifying the 
faulted section. This 

will reduce the 
sectionalizing and 
fault finding time. 

Automatic feeder 
switches 

Will reduce the 
number of   faults 

through self-healing 

 

Will reduce the 
duration of the 

outage 

Will reduce the 
impact of number of 
customers affected 
through self-healing 

Fault Location 
Isolation & Service 
restoration (FLISR) 

Will reduce the 
number of  faults 

through self-healing 
and alternative 
source transfer 

 

Will reduce the 
duration with a 

significant amount 

Will reduce the 
impact of number of 
customers affected 
through self-healing 

AMI & Smart meter 
for outage detection 

No impact on number 
of faults 

Will reduce the 
duration with a 

significant amount, 
by providing 

visibility all the way 
to the consumer. 

No impact on number 
of affected 
customers. 

3.2 Test network model used 

 

 
Figure 1: Test network 

 



The network in Figure 1 was developed by the author and 
it resembles a typical radial network, the base network 
consist of disconnect switches. KZN OU is fusing their 
MV transformers and the intent is that for transformer 
faults the fuse should operate thus isolating the faulty 
transformer from the rest of the network [10]. Therefore 
all the different smart grid interventions will be evaluated 
on both a fused and an un-fused network 

 
Table 3: Equipment details 

 

Equipment count 

#Transformers 3 

#Switches 4 

#Overhead lines 
L1 and L2 at 50km each, 
L3 at 20km 

#Customers 500 

#Breakers 1 

 

3.3 Distribution network methodology 

The methodology used to model the distribution network, 
(including all feeders up to 33 kV) is described below. 
 

3.3.1 High level system model 

 
The key is to analyse network’s characteristics, 
configuration and customer type before implementing a 
specific technology.  
 
 

 
 
 
 
 

 
Figure 2: High level system model 

 
KZN OU is divided into three zones i.e. Pietermaritzburg, 
Newcastle and Empangeni. The sample network that will 
be used will be taken from Pietermaritzburg zone since it 
consists of a combination of networks with different 
characteristics. Each zone consists of different 
components which can fail and result in an outage on a 
feeder.  

3.3.2 Failure rates 

 
Failure rates values used were taken from KZN OU.   
These assumptions were based on the historical analysis 
of the KZN OU MV network failures by the local 
engineers. High number of component exposure and long 
length of lines will have a higher exposure to faults hence 

failure rates for lines and cables are assigned per 
kilometre. 

3.3.3 Equipment exposure 

 
The typical rural electrical network has long overhead 
line that covers large geographical area with a large 
number of components e.g. transformers, switches, fuses 
etc. It requires long travel and fault finding times during 
unplanned outages and also has a low customer density. 
Therefore requires a lot of expenditure to maintain while 
the revenue is low. The urban network consist of short 
overhead line or underground cable which covers a small 
geographical area with a small component count e.g. 
transformers, fuses etc. It has a short travel and fault 
finding times with high customer density. Both these 
networks will greatly benefit from smart technology 
application in terms of self-healing the network and 
isolate the faulted section from the rest of the network 
with a little or no human interventions. It has been 
observed that the number of equipment exposure, line 
length as well as number of customers plays a major role 
in network reliability.   

3.3.4 Equipment distribution 

 
The reliability modelling applied in this study does not 
take into account the actual contribution of customers 
along the length of the feeder due to the unavailability of 
this information at the time of this study.   The 
homogenous model is therefore considered, meaning that 
all customers are evenly distributed beyond all 
transformers, as per the total number of customers on a 
specific feeder.  

3.3.5 Reliability measures 

 
The degree of reliability may be measured by the 
frequency, duration, and severity. It is fairly common 
practice in the electric utility industry to use the standard 
IEEE reliability indices such as Customer Average 
Interruption Duration Index (CAIDI), System Average 
Interruption Frequency Index (SAIFI), System Average 
Interruption Duration Index (SAIDI), etc. for reliability 
measures. Eskom also use these indices to track and 
benchmark reliability performance against other utilities 
abroad.  There are also internal indices that Eskom is 
using such as SAIDI-N and SAIFI-N where transformer 
interruptions duration and frequency are measured [4]. 
Reliability indices also allow customers and investors to 
make an informed decision about the security of supply.  

3.3.6 Unplanned Outage duration 

 
The overall outage duration for each fault can be broken 
down into single steps of events as mentioned on figure 3. 
SAIDI and SAIFI values are calculated from the moment 
the fault is captured in the system. Each of these steps is 
further explained below. 

Input KZN 
OU MV 
network 

Analyse network 
configuration, 
protection zones, fault 
causes and customer 
type 

Select suitable 
technology based 
on the network 
characteristics 



 
 

 

 
 
Figure 3: Key components for overall outage duration on MV network 
 
 
Fault occurs: this is the time before the fault is reported 
and captured on the system, only known to the customer 
or through the RTU. To quantify the exact time depends 
on the individual customer reaction to report the fault or 
through network visibility on the RTU. Hence SAIDI and 
SAIFI are calculated based on the measured outage 
duration and not overall outage duration. Some of the 
smart grid benefits may be realised during the overall 
outage duration. 
 
Dispatch time: the call has been logged on the system 
during this period through customer reporting or through 
Remote Terminal Unit (RTU) alarms at the station and 
the operator has been advised to travel to site. 
 
Travel time: the time for an operator to travel to site to 
operate the first disconnector or isolator. 
 
Sectionalising time: customers are partially restored 
during this period through back feeding and network 
reconfiguration. The operator is performing switching 
(opening and closing of breakers and disconnectors) on 
different locations along the network with the aim of 
isolating the faulted part of the network. 
 
Fault finding time: the faulted section is already isolated 
from the rest of the network at this stage; an operator is 
doing a visual inspection on the components with the 
intent of identifying the faulted equipment. 
 
Repair time: the faulted equipment is repaired at this 
stage and the customers affected are only those connected 
to that section. Fairly reasonable assumptions for 
different equipment’s were made. 
 
Restore time: after replacing or repairing the faulted 
equipment the network is returned to its original state. 
 

The combination of these intervals represent the overall 
outage duration that is experienced by the customer from 
the moment the fault occurs. Planned outages are when 
maintenance work is being undertaken. Therefore the 
total outages that are experienced by the customer on the 
MV feeder include both planned and unplanned SAIDI. 
 

UD =  SAIDIunplan + SAIDIplan   (1) 

 

Where: 

UD = total outages experienced by the customer on the 

MV network 

SAIDIunplan= unplanned SAIDI for a specific feeder 

SAIDIplan = planned SAIDI for a specific feeder 

3.4 Unplanned SAIDI and SAIFI approach 

 
The methodology to determine unplanned SAIDI and 
SAIFI for a specific feeder was derived. The unplanned 
SAIDI algorithm for a feeder with fuses as well as smart 
technology interventions. 

 

SAIDI = 
TCust

CID
     (2)

     

CID = ( )FDL FRfuseFRDiscFRline ××+×  

DCust× + ( ) RtimeLL CustRFRline ××× + 

( ) RFF CustFRFRfuse ×××  

( )RtimeDD CustRFRDisc ×××   (3) 

 



The unplanned SAIFI algorithm is similar to SAIDI 
except that frequency is considered instead of duration. 
The SAIFI algorithm for a feeder with fuses as well as 
smart technology intervention is shown below:   
 

SAIFI = 
TCust

CI
     (4)

     

CI = ( )DFDL CustFRfuseCustFRline ××+××  

+ ( )DD CustFRDisc ××   (5) 
 
         
Where: 
 
Line = total line length in km (km) 

Fuse = total number of fuses on a feeder 

Trfr = total number of transformers on a feeder 

Disc = total number of isolators on a feeder 

CustD = customer interrupted for dispatch, travelling and  

             sectionalising time 

CustR = customer interrupted for fault finding, repair and 

              switching the line back to its original state 

CustT = total number of customers in a specific feeder  

CID = customer interruptions duration 

CI = customer interruptions  

FRL = line failure rate (occ/km/a) 

FRD = Isolator failure rate (occ/a) 

FRF = fuse failure rate (occ/a) 

FRT = transformer failure rate (occ/a) 

Dtime = sum of dispatch, travelling and sectionalising time 

RtimeT = sum of fault finding, transformer repair and 

             switching the line back to its original state 

RtimeL = sum of fault finding, line repair and switching the 

             line back to its original state 

RtimeF = sum of fault finding, fuse repair and switching the 

             line back to its original state 

RtimeD = sum of fault finding, isolator repair and switching 

             the line back to its original state 

3.5 Results of different reliability improvements 
interventions 

 
During system modelling, it was evident that when fault 
occurs, the smart technology has the ability to analyse 
and restore supply to a healthy part of the network 

without human intervention. Minimise operational costs 
and improve overall system efficiency.  
 
Figure 4 and 5 below show the placement of automated 
feeder switches in different locations along the feeder. 
This is a crucial step as the position of automated feeder 
switches has a big impact on SAIDI and SAIFI values. It 
was also noted that network length as well as number of 
customer connected has a big impact on network 
reliability.  
     
 

    
Figure 4: Automated feeder switches - SAIDI 

 
Different SAIDI and SAIFI  values with different 
position of automated feeder switches. In this network the 
best perfomance is achieved at point number 3 when the 
automated feeder switch is placed on line 2 (L2). 
Improved results are achieved on the network with fused 
transformers. 
 

 
 

Figure 5: Automated feeder switches – SAIFI 
 
Combination of smart technologies is applied in figure 6 
and 7. For Distribution Automation only a certain number 
of technologies can be applied to improve network’s 
reliability, thereafter it is not be financially viable to add 
more technologies as the performance is no longer 
improving. This is apparent on figure 6 below SAIFI 
values are staying constant between point number 3 and 4 
regardless of additional technologies however on the 
same network SAIDI has improved as shown on figure 7. 
This demonstrates that some technologies improve SAIFI 
only and others improve SAIDI only while other 
technologies improve both indices. 
 



 
 
Figure 6: Automated feeder switches with Smart fault 
indicator and remote transformer monitoring – SAIFI 
 
 

 
 
Figure 7: Automated feeder switches with Smart fault 
indicator and remote transformer monitoring – SAIDI 

3.6 Discussion of different smart technology 
interventions 

 
High level benefits of application of smart technology in 
MV network are discussed below. The impact of the 
combination of these technologies was also evaluated. 

3.6.1 Application of Smart fuse saver 

 
This device opens and clears a fault in as little as a half-
cycle before the fuse operates for a transient fault as fuse 
is unable to distinguish between temporary and 
permanent faults, it blows on all faults. It can also be 
easily integrated with RTU to provide visibility for any 
operations taking place on the fuse.   KZN OU is 
currently fusing the transformers only, by application of 
expulsion type fuse on medium voltage overhead line 
network.  
 
The intention is that when a transformer fails, ideally the 
fuse should operate isolating the faulty transformer from 
the rest of the network. The installation of smart fuse 
saver in series with the fuse in this instance was 
evaluated. The benefits for this device are achievable 
when the fuse is applied as a spur line protective device. 
This device is therefore not a recommended solution as 
Eskom KZN OU is only fusing the transformers and not 
using fuse as a spur line protection. 
 

3.6.2 Application of Transformer remote monitoring   

 
During unplanned outages or interruptions when the 
network breaker trips, most of the time is being spent 
patrolling the lines and fault finding. The patrolman will 
first start by sectionalizing to isolate the faulted section 
from the rest of the network and back feeding some 
customers. If it is a transformer fault, then on the faulted 
section the patrolman has to drive on every single 
transformer to identify which one has faulted. The 
application of transformer remote monitoring device on 
the test network has reduced sectionalising as well as 
fault finding time during transformer faults as it provide 
visibility for any outages taking place in the transformer. 
The fault finding time contributes significantly on outage 
duration as the operator has to at least drive at 20km/h to 
perform visual inspection. In this instance fault finding 
time was eliminates as the transformer failure is visible to 
the RTU. Therefore this is the recommended solution for 
networks prone to transformer failures.  

3.6.3 Application of Smart fault indicator 

 
The integration of this device with RTU, remotely reports 
the passage of fault current. This has also reduced 
sectionalising as well as fault finding time by indication 
of where the faulted section is during unplanned outages. 
Two smart fault indicators are installed at line 2 and line 
3. This is recommended for all networks as it indicates 
the section of the network where the fault is located. 

3.6.4 Automatic feeder switching (auto reclosers and 
sectionalisers) 

 
Integration of auto reclosers with RTU reduces 
sectionalising time by isolating the downstream network 
through the remote switching. All loads on upstream 
breakers remain supplied. This is recommended for all 
networks as it gives an indication of whether the fault is 
downstream or upstream. The position of these devices 
along the network is very important as it trips and isolates 
the downstream network during fault conditions. 
Different positions were modelled and verified that 
optimum performance is achieved when it is placed at 
Line 2. 

3.6.5 Fault Location Isolation and Service Installation 
(FLISR) 

 
This technology is ideal for the network with a back feed 
capability. It provides optimal feeder re-configuration 
during unplanned outages. It detects feeder faults; 
determine the fault location (between 2 switches), isolate 
the faulted section of the feeder (between 2 switches) and 
restore service to “healthy” portions of the feeder. It 
provides the facility of restoring some customers before 
patrolmen arrives to site. The network may require 
additional tie points to accomplish FLISR. This 
technology was not modelled in this case as it is best 



suited for networks with an alternative source, it will 
however be modelled during the next phase of this 
research. 

3.6.6 AMI and Smart meter for outage detection 

 
Advanced Metering Infrastructure (AMI) is an integrated 
system of smart meters, communications networks, and 
data management systems that enables two-way 
communication and provides visibility between utilities 
and customers. It will reduce sectionalizing and fault 
finding time.  
 

4. CONCLUSION 
 
The optimum results are achieved when the smart 
technology is applied on the network with fused 
transformers. Figure 6 and 7 shows the 47, 2% and 35, 
8% improvement on SAIDI and SAIFI respectively for 
Distribution Automation. It should be noted that results 
are network specific and only one automatic feeder is 
installed at this instance. Different results may be 
obtained for different network configurations. However 
to achieve maximum benefits of the smart technology, it 
is recommended to first analyse some key factors 
including network topology, configuration, customer 
type, number of customers per single breaker operation 
and history of faults of the network. A reliable 
communication link is needed for the effectiveness of a 
smart technology. These benefits include: 

• Transformer remote monitoring for reduced 
sectionalising and fault finding time 

• Automated feeder switches, solutions for a self-
healing grid which reduce fault finding as well 
as maintenance costs. Also minimise number of 
customers exposed to a fault. 

• Fault indicators for complete fault location and 
reduced fault-finding time 
 

During the next phase of this research a more complex 
and interconnected sample network will be analysed. 
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Abstract: An application, named Smarthome was designed and built as a low cost solution for a smart
house environement. The system consists of two components, the back-end and the front-end. The
front-end contains the power data storage, user interface, utilities override mechanism (UOM) and high
usage warning system (HUWS). The back-end entails the construction on the power measuring unit,
power supply, charging circuit and appliance control. The system developed met its basic requirements
of user interaction and utilities control, however the algorithm developed for the UOM needs to be
refactored to account for user preference. The power measuring chip (CS5463) inaccuracies were
reduced from an average of 16.92% for voltage and 19.44% for current to 2.76% for voltage and 2.98%
for current by placing the measuring circuit on vero-board. The product’s aim at ease of use makes it a
good candidate to install in low-cost housing to help educate the nation on cost effective power usage.

Key words: Smart energy, Smart house, Home automation

1. INTRODUCTION

Since the introduction of load shedding in 2008, South
Africa has been in an energy crisis [1]. The price of fossil
fuels continually increases which in turn increases living
expenses [2]. In order to use energy more effectively the
development and implementation of smart homes needs
to become a focus of the country. The project objective
was to develop a cost effective smart house environment.
The developed system allows user control over appliances
connected to the application. The system gave the utilities
a high level of control as well as providing feedback to the
via an interface and warning message system.

2. PROJECT BACKGROUND

In South Africa between 1994 and 2012 the number of
households with access to electricity increased from 8.8
million to 13.2 million [3]. Though these numbers are a
good indication of growth in South Africa, the effect on
the power grid became prevalent in 2008. During 2008
the rolling blackouts that occured because of the demand
on the grid cost South Africa around R 50 bn [1].This
resulted in increases of the energy tariffs in order to fund
the building of new power stations to meet South Africa’s
energy demands [1, 3]. With electricity access increasing
making the South African population more conscious of
their energy usage is vital. The new power stations
namely Medupi and Kusile are still under construction and
have an estimated time of completion in 2017 and 2019
respectively. Hence the demand in South Africa will not be
resolved until the first of these power stations come online.
The backlog of connections needing to be made totals
3,388,156 in Gauteng alone [3]. Therefore there is a need

to build new generating power stations and to instill energy
efficient methods through the change of user behavior.
The platform which will allow for the development of a
more energy conscious nation is through the development
and implementation of a smart house environment. A
smart house environment is a home that uses information
and communications technology (ICT) to control energy
supply and demand. This can improve living standards
by helping to reduce energy bills [4]. A smart house
is equipped with a mechanism to visually display energy
consumption which aids the resident to better understand
their usage pattern as well as how to save energy more
effectively [4]. Smart houses can also be equipped with
energy storage units in order to facilitate efficient energy
use [4].

3. SYSTEM OVERVIEW

The developed Smarthome application is made up of the
front-end and back-end components as described by Table
1. The system was split in this way in order to separate
the components of the system for easier development,
debugging and modularity. Figure 1 gives a high level
description of the functioning of the system. This diagram
includes both the high usage warning system (HUWS) and
the utilities override mechanism (UOM).

4. FRONT-END

4.1 Web-server and web-service

A web-server was setup on the Raspberry Pi so that the
website and data could be remotely accessed. Nginx was



Table 1: System overview

Front-end Back-end
Web-server, Web-service Measuring Power
Storing Power Information Feedback to the client via

SMS
High Usage Warning Sys-
tem (HUWS)

Linking between The
front-end and back-end

Utilities Override Mecha-
nism (UOM)

Appliance Controls

User Interface -
Appliance Control Page -

Figure 1: System overview

chosen as the web-server as this is lightweight web-server
[5].

The communications from the website to the server
were accomplished using as RESTful web-service.
RESTful is an architectural styled web-service based
on four principles; resource identification through URI,
uniform interface, self-descriptive message and statetful
interactions through hyperlinks [6]. The RESTful
architecture has allowed for a modular and easily
modifiable API so that new functionality can be added and
old functionality removed in a systematic manner. The API
was written using PHP.

4.2 Database

MySQL server was implemented as the database to store
the power measurements of the appliances. Each appliance
installed on the system has its own table for storing the
power measurements received from the back-end. These

tables are central to the system as they provide the data
for graphing power usage, average power usage and total
power usage per appliance to be calculated.

4.3 Power storage

Eskom describes 5 power usage periods per day in
average household [7]. Three low periods 12am-5am,
10am-4pm and 8pm-12am and two high periods 5-10am
and 4pm-8pm. Appliances power usage would be stored
as an average used in each period. The reason for doing
so is to limit the amount of data that is needed to be
stored per appliance as the Raspberry Pi has limited storage
space. Algorithms for compressing incoming data and then
calculating average and total usage were written.

Data compression: In the data compression algorithm the
back-end writes power readings to the database every 7
seconds. This amount of data is not necessary to obtain
information about basic power usage for each appliance,
so the data is compressed. The system starts by checking
what power usage period it is in currently. The system then
takes an average of all the readings per appliance that are in
the same power usage period. Finally the system converts
these averages from Watts to kW/h and stores them. This
compressed data is used for calculating total power usage,
average power usage per appliance per month and data for
graphing the power usage per appliance.

Calculating average power usage: The average power
usage for each appliance per month calculated is used for
checking conditions in the HUWS.

4.4 High usage warning and utilities override

A requirement of a smart home is to have remote feedback
to the clients in the case of a change in system state. In
the Smarthome application there is a High Usage Warning
System as well as an Utilities Override Mechanism which
can cause changes to the state of the system. If either
system is activated a message is sent to the user by the
back-end via GSM communications.

High usage warning system: The high usage warning
systems algorithm is responsible for making sure that if
an appliance goes over its average power use that the
client is informed. The system first checks if the HUWS
algorithm has already set the high usage warning and
if it has been set, the system checks if the user needs
to be sent the warning message again. The high usage
warning system gets the latest calculated averages from
the average appliance energy readings permonth table for
each appliance. Then the current power usage per
appliance is obtained from data for graphing for each
appliance. The system makes sure that at least one
appliance is on. The current power usage is checked
against the average, if the current power usage is above
the average power usage by a specified margin (2.5 kW/h)



then the high usage warning flag is set and the user is
warned. If the user decides to give the system permission
to automatically turn off the appliances, all appliances with
high usage warning flag set will be turned off. However the
user is able to turn these on again at any time.

Utilities override mechanism: A form of high level
utilities control was implemented on the system. The
utilities currently can control the house as a whole but
has no access to power usage information nor to the
individual appliances. The utilities override mechanism
allows the utilities to request a percentage power usage
drop from house in order to decrease demand on the grid
during high usage periods. The software process for the
utilities override is now explained. The system receives
the instructions and starts off by checking what current
usage period the system is in, it then calculates the total
power usage for the period from the data for graphing
table. Once this is obtained the system checks to see if
any appliances are on. If not, all appliances are set to
utilities override mode. The system calculates the power
drop required by the utilities using the percentage drop
requested as well as the current total power usage. Once
this has been done the system starts by turning off lowest
to highest usage appliances until necessary power drop
has been attained. If an appliance has been turned off by
the utilities override it cannot be turned on again until the
utilities override has been shutdown. A relay on the current
sensing unit is installed to physically stop the user from
turning the appliances back on. Once the utilities override
has been shutdown all appliances are turned back on as a
safety precaution.

4.5 User interface

The website, which acts as the user interface, was designed
with ease of use methodology in mind. A design principle
like this results in a website which is user friendly to
a broad spectrum of people. Bright colours and large
writing were central to design making the website easy
to read. The website consists of two pages the Graphing
Power Usage page and the Appliance Control page. The
navigation between the pages is done by a selection bar
displayed at the bottom of the screen.

The interface is accessed via connecting to the Raspberry
Pi either using the installed Wi-Fi dongle or through a
router. During the development of the project a router
was used to connect to the Raspberry Pi. In this case the
Rapberry Pi is given a network specific IP address. The
format {ip address}/smarthome was used to access the
website stored on the webs-server on the Raspberry Pi.

Graphing power usage page: The aim of the Graphing
Power Usage page, as seen in figure 2, is to allow the user
to easily access and view their power usage per appliance.
A bar graph is used to display this information. The graph
gives the information in an intuitive easy to read format.
The graph displays kW/h versus time. The graph only

shows one appliance at a time, the user is able to change
appliances using the select list. Another added feature is
that the user can select a date range over which to view
their power usage.

This date range stays constant as the user selects different
appliances. This enables the user to compare the power
usage of different appliances over the same date range. The
user is able to gain insight into their power usage behavior
per day, per week or per season. Combining this with
knowledge of electricity tariffs the user can begin to make
smart choices when considering efficient energy usage.

Figure 2: General layout of graphing power usage page

Appliance control page: When designing this page
simplicity and speed were kept in mind. Efficient energy
use is a key concern of the project therefore the user should
be able to access the page and change the status of their
appliances as quickly as possible. The user should not be
deterred from taking part in smart power usage because of
a complicated interface. The designed interface, as seen in
figure 3, gives the appliance name and an on and off button
in a list format. By simply tapping or clicking the button
the user can change the state of their appliance.



The UOM has the ability to override this page. A device
that is in utilities override has been shutdown to decrease
demand on the grid. The system disables the on and off
buttons on the interface. This stops the user from changing
the status of the appliance. However the appliances
state can be altered once the utilities override has been
shutdown.

Figure 3: Appliance Control Page

5. BACK-END

5.1 STM board

The STM32F407 was selected as it has a wide user support
group on Coo Cox fourms as well as fairly easy to get
up and running this would allow for minimal time spent
installing.

5.2 Measuring power

The CS5463A chip is selected for power measuring as
it can calculate power, voltage and current (for more
readings refer to the datasheet of the CS5463A) over a
specified number of cycles. The default is 4000 samples a
second and with a 4Mhz clock it relates to 1 second per a
reading. It has an 8bit interface and communicates via the
SPI protocol, this allows for a N+3 approach for adding
devices (1 device requires 4 pins, 2 devices requires 5 as
this is the nature of SPI). To interface with the CS5463 a
8 bit command is sent and the chip replies with 24 bits of
information if a request is sent.

In order to measure the AC voltage, the voltage needs
to be stepped down either using a voltage transformer
or a voltage divider as the CS5463 has a full scale
input of 250mV. The current is also required to be
stepped down with a current transformer or shunt resistor
again as the CS5463 has a full scale current input of
250mV. The voltage divider and current transformer were

selected as it lowers the cost. The voltage divider and
current transformer selected were 10000:1 and 1000:1
respectively. A low pass filter is also added for filtering
out noise on each input.

The STM Board queries the status register on each
of the CS5463 waiting for DRDY to be flagged, this
means that a conversion is complete, once complete the
STM then requests voltage, power and current. The STM
board stores this data and waits for it to be requested form
the Raspberry Pi.

5.3 Controlling appliances

In order to be able to turn appliances off and on a
component that stops the power delivered to the appliance
is required. A relay is selected as it separates the trigger
from the high voltage connections. The selected relay
triggers off 6VDC however each relay is driven by a
2N222A BJT as the STM board cannot supply the required
current to drive each of the relays and hold the coil state. In
order to minimize the PCB boards the relay is also inserted
into the Power Measurement Unit.

5.4 Feedback to client

The selected method to provide feedback to the client is
GSM communication as it is a low cost solution since
majority of households are in the range of cell phone
reception.

The SIM900 Module is a development board that
communicates via USART at a baudrate of 19200
Kbps. It uses the AT library commands via USART to
communicate.

5.5 Linking between front-end and back-end

SPI protocol is the communication used to link the STM
(Back-End) and Raspberry Pi (Front-End). The Raspberry
Pi continuously cycles through the following cycles:

• Control Appliances

• Request Readings

• Check Utilities Override

• Check High Usage

• Wait for Reply From High Usage

The first cycle Control Appliance, requests the status of
each of the appliances in the appliance table form the
MySQL database. If the status of the appliance changes
the code then sends a command to the STM board which
then either turns the appliance on or off.
Request Readings executes commands to obtain readings
from each of the 6 appliances. The readings are requested
in the following order; appliances 1 through 6 and for each
appliance the voltage, current and then power readings.



Check Utilities Override, this checks if the Front-End has
initialised a utilities override, if an override has occurred
the status register for the override is flagged. The amount
to reduce the power by is verified by sending a request and
then a command is sent to the STM board with the reduced
power amount. The STM board then sets up the SMS using
the AT commands and sends a utilities override SMS with
the set power amount. The method then sets the sent SMS
override flag .
Check High Usage monitors a high usage flag which is
flagged when an appliance uses more than the average
amount of power. If the high usage flag is set the database
is updated with the high usage warning flag set to 0, ignore
warning flag set to 1, and the high usage resend time flag
set to 4 hours later. A SMS command is then sent to the
STM board which executes a send SMS method. If the
appliance is still using more than its average after 4 hours
the SMS is sent again.
Wait for Reply From High Usage checks and waits for a
response from the STM board. If a response is triggered
all the appliances in the database are set to off, while the
STM board turns off the relays. In order for the STM board
to notify the Raspberry Pi of a response it monitors the
SIM900 receive register and waits for a receive command.
If the command string contains a ’Yes’, the next time the
Raspberry Pi requests the receive register the STM board
returns the yes command.

6. TESTING

6.1 Measurement unit

To test the accuracy of the measuring unit 230VAC was
added to the input, the voltage after The voltage divided
was measured to be 249mV. However when the voltage
was removed 42.3mV still remained as noise. Similarly
for current. A known current of 1A was set through the
current transformer and an expected current of 15.62mV
was required however measured results revealed that there
was in fact 52.3mV on the line and with no current passing
though again 46.6mV of noise on the line. Therefore the
voltage has on error of 16.92% and a current error of
19.44%. Moving to vero-board lowered the error of the
voltage to 2.76% and 2.98% for the current. However
when connecting to the CS5463 the noise returned as the
breakout board is connected to the bread board. In order to
improve the noise, the CS5463 would have to be moved to
PCB board as to negate the noise level produced whilst in
the breadboard.

6.2 Test appliance controls

In order to test the appliance controls are working an
LED was connected to each of the GPIO’s that link to an
appliance. The Raspberry Pi was set to only update the
control sequence.

6.3 Testing features via SMS feedback

Test Utilities Override: To check the utilities override,
the Front-End utilities override page was used. Once the
override occurred the system should message the console
on the Raspberry Pi as well as a message on the VCP, if
these two message occur the sending is complete. During
testing this part of the system worked.

Test high usage: In order to see if this feature of the
project was working correctly, a MySQL injection was
made into the high usage table, this then should trigger.
The Raspberry Pi was programmed to just monitor the
high usage flag, once the trigger is detected a note on
the console displays the high usage warning. The VCP
should also display a high usage message and finally a
SMS should be received. This was not initially working as
the protocol was misspelled, hence the correct command
was not being transmitted.

Test for reply from high usage: Before this could be tested,
a manual MySQL update had to be made into the database
consisting of setting the sent SMS flag true. The STM then
waited for a reply, and a note on the VCP is displayed,
this then displays a note on the Raspberry Pi console and
updates the database, the system is then stopped and the
database checked. This operated correctly

6.4 TOTAL SYSTEM CHECK

All the features of the system were activated and then a full
system check was performed, no errors were detected.

7. CONCLUSION

The aim of the project was to save power through the
use of the developed system. The simplistic design of
the user interface aimed at making the device easy to use.
Doing so encourages the user to interact with the system.
Their power usage information is readily available to them
via the interface. They can then begin to understand the
power usage behavior and become more energy conscious.
With the ability to change the state of their appliances,
the user is given the choice in creating an energy efficient
environment. This is aided by the HUWS and the
UOM. With correct social awareness and integration the
Smarthome application has the future potential to increase
power usage awareness in South Africa households.
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Abstract: Microgrids have been identified as a key instruments in solving the energy security,
environmental sustainability and energy equity problems faced in Sub-Saharan Africa. In order to arrive
at sustainable solution for practical application, these challenges must be addressed simulataneously.
However, the vast majority of research and development in this area deals with technical challenges in
isolation. This paper presents a systems engineering framework for assisting with the development of
sustainable microgrid solutions. The framework deals with intialisation of the technical process in the
life cycle of a microgrid system. The main elements of the stakeholders and requirements analysis are
described within the context of microgrid systems.
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1. INTRODUCTION

This paper proposes a framework to assist in the
development of microgrids for Sub-Saharan Africa.
The framework uses a systems engineering approach
to analyse the requirements specific to non-integrated
areas such in remote/inaccessible locations and rural
communities. The challenges faced in the development
and implementation of microgrids in Sub-Saharan Africa
are not restricted to technical issues, but extend to social,
environmental and economic challenges. In order to
arrive at a sustainable solution, these challenges must be
simultaneously addressed in the context of the application.
However, the vast majority of research and development
in this area addresses the technical issues in isolation.
Futhermore, there is no practical framework available for
contextualising development of microgrids.

The presented work describes how to properly contextu-
alise and initialise the technical process within the system’s
life-cycle to ensure successful development and operation
of microgrids. A detailed background of the problem
is presented in the next section. Thereafter, the energy
scene in Sub-Saharan Africa is briefly described in section
3. Section 4 then presents the framework and section 5
describes future plans before a brief conclusion.

2. BACKGROUND

2.1 The World Energy Trilemma

The World Energy Council has recognised the urgent need
to address the aforementioned energy problems through
provision of the ”Agenda for Change”, as a call for action
from leaders and peers in the energy community [1]. The
major energy challenges affecting all nations across the
world have been identified and categorised within the three
legs of the Energy Trilemma, as follows [1]:

• Energy equity - Task of providing accessible and
affordable energy supply for the entire populace.

• Environmental sustainability - Issues relating to en-
vironmental impact such as supply and demand-side
energy efficiencies, and utilisation of the renewable
and low-carbon sources.

• Energy security - Challenges with reliability of the
energy infrastructure, ability to meet current and
future demands, and effective management of energy
resources.

Although these are ubiquitous problems which are
common knowledge, the concept of the Energy Trilemma
conveys the importance of maintaining the balance of
these three legs which is not always apparent. Simply
put, a well-balanced solution must aim to address all of
these issues. It is therefore essential for researchers and
developers in the energy community to understand the
relationship between the proposed technologies and the
three aforementioned areas.

2.2 Microgrids

Through the widespread development and implementation
of distributed energy resources (DER) which utilise
technologies such as, inter alia, solar photovoltaic
modules, small wind turbines, biogas digesters and
storage devices, microgrids have been identified as key
features of future power systems. Microgrids can be
defined as LV distribution systems with DERs together
with storage devices and flexible loads [2]. The IEEE
standard 1547.4 uses the term “Distributed Resource
Island System” to unambiguously describe microgrids
[3]. Microgrids have demonstrated many benefits such
as decentralised coordination of DERs, safe and efficient
local distribution networks, and islanding capabilities
amongst others. However, ongoing development and



diversification of application of microgrids consistently
generates new challenges. As mentioned, these challenges
are not restricted to technical issues and extend to social,
environmental and economic issues.

Technical challenges vary with the microgrid’s capacity,
topology, energy sources, physical size, existing infrastruc-
ture (if any) and load. Social, environmental and economic
issues vary with government and/or utility policy,
availability of funding, consumer profile and the physical
location. These challenges are interrelated and must be
considered during the planning stages. For example,
policies issues such as tariffs and billing are not simply
operational considerations, and affect the architecture
of the system - i.e. topology and communications
infrastruture of the system can directly affect accessibility
to individual loads for efficient metering. This is one
example of a number of interdependent components that
affect the entire system and ultimately, the overall success
of the microgrid. Hence, a systems engineering approach
is to proposed as it provides a critical thinking framework
when considering such a project [4].

2.3 Systems Engineering

A system is defined in [5] as, “a complex unity formed
of many often diverse parts subject to a common plan or
serving a common purpose”. In this case, a microgrid
can be considered as a system of systems (SoS), as
it consists of different interconnected or interrelated
systems to produce results that cannot be achieved by
the individual systems [6]. For instance, a typical
microgrid is configured with the following: hardware,
software, processes, procedures, policies, humans and the
environment. Systems engineering concentrates on the
design and application of the entire system as distinct
from the parts which involves looking at a problem in
its entirety, taking into account all the facets and all the
variables and relating the social to the technical aspect
[7]. It aims to capture stakeholder needs and objectives
and to transform these into a holistic life-cycle balanced
solution which both satisfies the minimum requirements,
and maximises overall system effectiveness [8].

In general, failure of a project is defined as the inability
to meet the time, cost and quality requirements [9].
Requirements analysis plays key role in a project as it
benchmarks these deliverables. In this case, the quality
of a microgrid must meet the requirements of all the
stakeholders. Hence, a systems engineering approach
is proposed here to ensure proper coordination of the
development of microgrids from an African perspective.
The overall systems engineering life-cycle process, as
illustrated in Figure 1, consists of multiple iterative
levels which generate information for decision makers and
provides input for the next level of development [10].
The technical process in the life cycle is initialised with
the stakeholder requirements definition and requirements
Analysis. This is conducted before the actual design

Figure 1: Overall systems engineering life-cycle process

process and involves the definition of an operational
concept of the system (including usage scenarios), a
description of the involvement of the system with other
systems, and an objectives hierarchy of the stakeholders
across all phases of the systems life cycle [12]. This paper
concentrates on this aspect within the life cycle of the
development of microgrids.

3. ENERGY SCENE IN SUB-SAHARAN AFRICA

In a global context, growth in the demand for primary
energy is predicted between 27% and 67% through to
2050 [13]. There are currently an estimated 1.2 billion
people who do not have access to electricity [14], of which
over 550 million are African [18]. This tremendous rise
in demand for energy has also been observed locally with
recent stresses on the national grid. Furthermore, there are
vast areas in sub-Saharan Africa which are still without
access to electricity grids, with World Bank statistics
placing more than 500 million people within this category
[14]. Table 1 gives a comparison of the electrification rate
for rural populations and places Sub-Saharan Africa with
the lowest percentage in the world.

Table 1: Rural electricity access in 2009 - regional
aggregrate (information obtained from [15])

Region Rural electrification rate
(%)

Africa 25.0
North Africa 98.4
Sub-Saharan Africa 14.2
Developing Asia 73.2
China and East Asia 86.4
South Asia 59.9
Latin America 73.6
Middle east 71.8
Developing countries 63.2
World 68.0



The electrification challenge has a tremendous impact on
the social and economic development of the countries
in the Sub-Saharan region. However, there are positive
aspects that can be taken from the lack of existing
energy infrastructure. The power systems in advanced
industrial countries are built around the conventional
large-scale generation which rely primarily on fossil and
nuclear sources [16]. Furthermore, these existing systems
are supported by massive technological and regulatory
infrastructures. The absence of the regulatory apparatus
and existing infrastrutures in developing countries in
Africa offer the possibility of introducing renewable
technologies at a fundamental level and the opportunity to
lead the way for microgrid technologies.

4. INITIALISATION OF THE TECHNICAL
PROCESS

The processes within a system’s life cycle are
typically grouped into two major categories - i.e.
project/management processes and technical processes.
The processes shown in Figure 1 fall into the category
of technical processes. Technical processes are used
to establish requirements for the system as the basis
for the efforts to create an effective product or service
(requirements anlaysis, design and testing); to sustain the
system through its useful life (operation and maintenance);
and to support retirement of the system (end of useful
life and disposal - not shown in Figure 1) [7]. A process
is defined in [17] as a “set of interrelated or interacting
activities which transforms inputs into outputs”.

In this case, the design process of the microgrid cannot be
conducted successfully without suitable inputs obtained
from the outputs of the requirement analysis. Furthermore,
it is essential that errors be found in the early phases of
the system’s life-cycle to avoid unnecessary costs. Figure
2 gives an example of the average cost ratio for finding an
error in the requirements analysis phase as compared to
the later phases.

4.1 Stakeholder Analysis

In general, the term stakeholder refers to any entity
(individual or organization) that is, directly or indirectly,
affected by the existence of the system. Examples of
stakeholders are the end-users of the system, managers
of the organisations installing the system, external entities
who have some kind of interest in the system, regulatory
bodies, and engineers involved in the design, development
and maintenance of the system [19]. The stakeholders’
requirements are essential in clarifying the scope and
governing the development of the system [7]. The
requirements of a microgrid system must therefore be
aligned with the expectations of the various stakeholders.
This must be done iteratively at each stage of the technical
process to ensure that the stakeholders remain supportive
of the solution.

When defining the stakeholders’ requirements for a

Figure 2: Example of the average cost ratio to fix an error when
found in a specific phase of the systems engineering life-cycle

process (information obtained from [11])

microgrid, the following should be considered (but is not
limited to):

• Identification - All potential stakeholders throughout
the life-cycle of the system must be identified. Some
examples of stakeholders, in context of a microgrid
system, are the users/community, municipality,
operators, investers, maintenance personnel, local
utility, equipment suppliers, engineers.

• Types of stakeholders - Each stakeholder has different
levels of interest in the system and is affected either
positively or negatively by the system. Primary
stakeholders are directly affected by the system,
secondary stakeholders are affected indirectly and key
stakeholders are either or none of the previous two
categories, but can directly affect the system in a
positive or negative way.

• Elicitation - Information must be elicited from all
stakeholders. This process may require interviews,
research, analytical techniques. For example, the
usefulness of the system is determined by the user and
therefore interviews and behavioural studies should
be conducted in this respect. If the user is not
satisfied with the quality of the service provided
by microgrid system, then he/she will revert to
previous/alternative methods of cooking, heating and
lighting. In the instance where stakeholders are not
directly accessible, information can be researched or
derived analytically.

4.2 Requirements Analysis

Requirements analysis is used to develop functional
and performance requirements, that is, stakeholders’
requirements are translated into a set of requirements that
define what the system must do and how well it must
perform [20]. This phase of the process is used to define



the functional requirements and design constraints in an
understandable, unambiguous and comprehensive format.
The following points must be considered during this stage:

• System boundaries and external interfaces - The
interfaces and external boundaries of the microgrid
system must be identified during the requirements
analysis phase. This allows for the interactions
between system elements and the system’s interaction
with the other systems to be defined. For
example, here the environmental factors influencing
the system’s performance and vice versa are defined
such as - insolation, if PV’s are used, and levels of
the system’s carbon emissions. Context diagrams can
be used to demonstrate these interactions as given by
the example in Figure 3. Additionally, the different
boundaries - i.e. 1-extenal systems level, 2-system
level, 3-subsystem level, are illustrated in this figure.

Figure 3: Example of a microgrid system context diagram

• Operational concept - The functional requirements of
the system are also defined during this phase. The
functions the system will perform, how it will perform
those functions, and the standards to which it will
perform are specified. Outputs here must be at a
sufficient level of abstraction to avoid directing the
design and implementation of the microgrid, but at
the same time capture specific needs. One of the
tools which assist with this is a scenario analysis.
Two simple and contrived examples of scenario
analysis diagrams for “store energy” and “supply
energy” scenarios of a microgrid system are given in
Figures 4 and 5 respectively. The scenarios given in
these diagrams are decomposed into different levels
corresponding the boundaries illustrated in Figure 3.
For example, the controller and the batteries of the
microgrid perform functions at a subsystem level.

• Design and implementation considerations - Assump-
tions and contraints are defined to inform, but not
limit the scope, of the design of the system. These
involve specification of factors such as leglislation,
development budget, total cost of ownership - i.e. cost
to operate and maintain, timelines -i.e. actual project
process, repair times and expected operational life.

Figure 4: Example of a “store energy” scenario-analysis diagram
for a microgrid system

This allows for upfront assessement of critical aspects
such feasibility the lead-times for the replacement of
parts - i.e. consideration of local versus overseas
sourcing of parts.

• Standards - The standards, policies and legislation
relating to microgrids must also be identified and/or
defined. These factors are critical to the successful
installation and operation of the microgrid. However,
this is perhaps one of the most deficient areas
of microgrid development and poses a significant
challenge to the energy community in Africa.
Standards specifying capacity, quality, safety, and
disposal of the system must also be defined during
the requirements analysis stage. Additionally, tariffs
and billing policies must be considered which will
determine the necessity and extent of load limiting
policies.

• Ownership and responsibilities - Issues relating to the
system ownership must be clarified upfront as this
affects how roles and reponsibilties are defined e.g.
operational and maintenance reponsibilities for the
system. Roles and responsibililties of supply chain,
contractors and the users should be considered. This
will assist in determining if and what education and
training is required.

In addition to the presented context and scenario analysis,
the following techniques are included in a formal
requirements analysis [22]:

• Context flow analysis - High level definition of the



Figure 5: Example of a “supply energy” scenario-analysis
diagram for a microgrid system

complete life of the system, - i.e. from manufacture
to disposal, which all requirements are derived from.

• States and modes analysis - Expresses the require-
ments with respect to the time-varying behaviour of
the system. The permitted or required conditions and
the function sets of the system are specified. For
example, this technique will be used to define the set
of functions a microgrid is required to perform while
in maintenance mode.

• Functional analysis - Models the functional aspects of
the systems operational scenarios. This will include
the scenario analysis as given by the examples in
Figures 4 and 5.

• Parsing analysis - This technique is used to audit
the overall requirements analysis by checking its
completeness, clarity, consistency and feasibility. It
is useful for the early identification of errors.

• Out-of-range analysis and measures of effectiveness
- These techniques capture and validate any
requirements relating to abnormal or unexpected
inputs, outputs and system conditions. This is
essential in determining how effective the system will
be in the real world. For example, the microgrid must
remain stable in the event of an unexpected load or
weather fluctuation.

It is should be highlighted that a stakeholders and
requirements analysis for a system as complex as a
microgrid, will be more comprehensive than the points
listed here. The purpose of this deliberation is to give

an overview of the initialisation process and illustrate the
importance of a formal requirements analysis in the life
cycle of a microgrid system. For a more detailed treatment
of systems engineering theory and practice, the reader is
referred to [7], [5], [20], and the standard [10].

5. FUTURE PLANS

Application of the proposed systems engineering approach
to initialising the technical process within a microgrids
life-cycle is the next step. At the University of the
Witwatersrand, the School of Electrical Engineering’s
laboratory has recently undergone renovation, with the
aim of developing and testing microgrid technologies [21].
The presented framework will assist in clearly defining
strategies to best utilise the available infrastructure and
future work for the microgrid research thrust. Additionally,
the socio-technical and operational aspects of existing
rural-microgrid installations are being studied to improve
future design and development concepts.

6. CONCLUSION

A systems engineering framework for developing sus-
tainable microgrid solutions in Sub-Saharan Africa is
presented. The framework deals with the initialisation of
the life cycle of microgrid systems. The main activities
of the stakeholder and requirements analysis are presented
together with specific examples pertaining to microgrids.
The significance of the these activities in the system’s
life cycle is also described. Although there is a mutitude
of installations across the globe, new challenges specific
to the application constantly arise. From an African
perspective, it is important to not only acknowledge
lessons learnt from previous installations but to also
determine the requirements specific to the continent. The
presented framework is intended to assist with overcoming
these contextual challenges and ensure that successful
solutions are developed and implemented.
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Abstract: The design, implementation and testing of a dynamic three-phase load emulator for 

distributed generation is presented. The emulator is implemented using an electromechanical drive 

system comprising of two mechanically-coupled induction machines rated at 2.2 kW that are 

controlled by two independent inverters. One machine operates as an induction motor and the other 

as an induction generator. The control signal which varies the speed set-point of the induction motor 

is the power profile of a user-specified three-phase load to be emulated.  
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1. INTRODUCTION 

 

In this paper, the design, implementation and testing of a 

dynamic load emulator is presented. The emulator is 

required to draw power from a grid in a manner that 

mimics a user-specified three-phase load. The emulation 

is to be realised using the equipment available in the 

Actom Energy Laboratory at the University of the 

Witwatersrand, Johannesburg.    

2. BACKGROUND 
 

Grid-function emulation is a useful tool for studying 

micro-grid systems [1]. The ACTOM energy laboratory 

is currently equipped to allow for the experimental study 

of micro-grids and smart-grids by allowing the basic 

functional blocks, present on a typical grid, to be 

emulated in hardware on a low power system. This 

allows for repeatable experimental studies at any 

convenient time without relying on the real loads, 

generators and other equipment to be present. 

 

Figure 1 shows a typical micro-grid arrangement for such 

study through emulation of the generation, storage and 

load functions. Emulation of all these grid functions can 

now be used for controller design and to study 

interactions between electrical loads and sources under 

both transient and steady state conditions in a micro-grid. 

The campus grid fulfils the role of an infinite power 

source or sink, while the dynamics and behaviour on the 

micro-grid are studied. 

 

Implementing an emulator for a PV source that can 

mimic a solar grid-tie feed-in has been reported 

previously [2]. Figure 1 shows a typical micro-grid that 

will be studied using the designed load emulator. 

The required load emulator should be a dynamically-

controllable three-phase power-sink which is capable of 

recreating practical power consumption patterns in a 

controlled laboratory environment [1-2]. The power 

demand profile of the emulator should preferably exhibit 

the exact same load attributes as the measured or user 

specified load that needs to be emulated 

 
 

Figure 1 Three-phase laboratory based low voltage 

micro-grid using emulators to fulfill the various functions 

of generation, consumption and storage. 

This implies that the load profile should be the same 

(although it might be scaled to a per unit level that can be 

accommodated by the equipment in the laboratory), the 

power factor should also be the same and ideally the load 

harmonics should be the same.  

Research of the literature found various load emulation 

techniques and the one that is most relevant to the current 

set-up is [3], which uses an induction and dc machine set 

mechanically coupled together. The induction machine 

(motoring) is controlled using an inverter and the dc 

machine (generating) is controlled using a simple control 

scheme. The speed set-point of the induction machine is 

set constant using the inverter while the torque-speed 

characteristics of the dc machine are dynamically 

adjusted such that the dc machine draws more or less 

power as may be required. The decision to control the dc 

machine is motivated by the simplicity of control of a dc 

machine compared to an induction machine [3]. 

The load emulator to be implemented here falls in the 

same category as the above solution [3], however only 

induction machines and inverters are used. The power 

sunk by the induction motor-inverter combination from 

the micro-grid, will be sourced back into the campus grid 

by the induction generator and regenerating inverter.  
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Figure 2: System block diagram of the proposed three-phase load emulator in a test setup. This setup only requires the 

losses in the system to be supplied from the main 400V supply. 

 

3. SYSTEM OVERVIEW 

The structure of the proposed load emulator with energy 

regeneration capability is shown in Figure 2. The 

implemented load emulation system uses the principles of 

electromechanical energy conversion to recreate power-

consumption patterns of real electrical loads. These 

principles include speed-control, voltage-frequency (V/f) 

control, slip difference and power factor. Each of these 

determines the efficiency and accuracy within which load 

emulation can be achieved.  

3.1 Electromechanical drive system 
 

Central to the proposed emulator, is an electromechanical 

drive system composed of two mechanically-coupled 

induction machines rated at 2.2 kW, a 2 quadrant inverter 

and a 4 quadrant inverter. The electromechanical set-up is 

preferred for this system mainly because it provides 

galvanic isolation. One machine operates as an induction 

motor (M1) and the other as an induction generator (M2). 

The inverters used are SINAMICS G120 Power Modules 

(PM) designed for accurate and efficient speed-control of 

3 phase induction machines. In the proposed system, as 

shown in Figure 2, the PM240 which is unidirectional 

controls the speed set-point of the induction motor and 

the PM250 controls the speed set-point of the induction 

generator. 

As shown in Figure 2, the power drawn by the emulator-

system is measured on the input side of the load 

emulator, at the Point of Common Coupling (PCC). This 

technique of measurement is dictated by the machine-

drive set-up. The PM240 module only allows power flow 

in one direction and therefore the power measured at the 

PCC can only be the power flowing from the grid into the 

system. If the rotor speed becomes greater than the 

synchronous speed of M2, PM250 allows power to flow 

back to grid. The adopted set-up allows power drawn, 

through the unidirectional inverter (2Q), by the system to 

be fed back to the grid through the bidirectional inverter 

(4Q).This regenerative capability of the system enables 

emulation experiments to be conducted in an energy-

efficient way, the energy consumed by the system 

supplies only the losses.   

The machines are set to operate under V/f control. This 

implies that the total air gap fluxes of the respective 

machines remain constant as the voltage and frequency 

increase or decrease proportionally [4].  

Since power is a product of voltage and current, and 

voltage is fixed at 400 V on the input side of the load 

emulator, current must be varied to change the power 

drawn by the emulator from the grid. Therefore, since the 

machines are mechanically coupled together, there are 

essentially two methods which can be used to effectively 

vary the current drawn by the system. The acceleration 

and braking methods respectively can be used to vary the 

mechanical torque and since torque is directly 

proportional to the square of the current, the current 

drawn by the system will vary with changing torque [4]. 

Acceleration: On start-up, the speed set-points of both 

machines (M1 and M2) are equal and subsequently the 

slip of the induction machines will be equal as well. The 

set-point of M1 is then varied as per the control signal. 

Machine M1 whose set-point is being increased will 

therefore generate more torque to try and overcome the 



 

 

opposing torque between the coupled rotors and 

subsequently increase the rotor speed. Since torque is 

directly proportional to current, the machine will 

therefore draw more current to accelerate the rotor 

thereby creating a unique and varying current profile. 

Braking: Likewise, the speed set-points of both machines 

are the same on start-up. However, the set-point of M2 is 

then decreased as per the control signal and the machine 

will therefore draw more current from the grid to try and 

overcome the opposing torque and subsequently 

decelerate the rotor.          

For the proposed emulator, the acceleration method was 

chosen. The synchronous speed of M2 is maintained at a 

constant set-point of 95% of the synchronous speed and 

the set-point of M1 is varied as per the control signal.  

Speed range: For protection purposes, the maximum 

allowed slip difference between the machines is 2.5 Hz. 

At a supply frequency of 50 Hz, this slip corresponds to 

75 rpm. This means that the difference between the 

synchronous speeds of the machines must not exceed 75 

rpm otherwise the system trips. Since the induction 

machines used have a synchronous speed of 1500 rpm, 

the slip difference of 2.5 Hz translates to a control set-

point range of 5% of the rated speed. Therefore, the speed 

set-point of M2 is kept constant at 95% of the 

synchronous speed while the set-point of M1 is varied by 

the control signal, which represents the load-profile to be 

emulated. The band of control is between 95% and 100% 

of the synchronous speed of the induction machine.  

Frequency variation: The PM240 module is used to vary 

the frequency of power supplied to M1. It draws power 

from the grid at a power frequency of 50 Hz; varies that 

frequency based on a control signal and supplies power to 

the induction motor at a modified frequency, thereby 

changing the synchronous speed of the motor. The PM 

240 control unit has an input range of 10 V, where 10 V 

corresponds to a set-point of 100% of synchronous speed. 

Therefore, to set M2 at a constant set-point of 95% of 

synchronous speed, a constant 9.5 V is supplied by the 

DC offset, as shown in Figure 2. The control signal must 

therefore vary between 0 and 0.5 V for speed-control.   

3.2 Load data normalisation 

Data for testing the system can be obtained from any 

electrical load. The load data used to test the emulator 

was obtained from the meters installed at The University 

of the Witwatersrand. The meters measure the average 

power consumed by the campus load in intervals of 30 

minutes. From the data, the real power was retrieved in a 

form of an Excel file. The peak demand in the selected 

period is 1.61 MW and the base load is 0.53 MW. The 

induction machines used are rated at 2.2 kW. This implies 

that the campus load data must be normalised to be 

emulated by the system rated at 2.2 kW. 

 
Figure 3: Three-phase load profile to be emulated in per 

unit. 
 

Per unit: To convert the load power to per unit (pu), the 

peak demand in the measured data is selected as the base 

power and all other data points are normalised to a base 

of 1.61 MW. Therefore, the corresponding peak demand 

and base load are 1 pu and 0.32 pu respectively. The per 

unit load profile to be emulated is shown in Figure 3. 

Equation 1 illustrates the formula which is used to map 

load power to the corresponding system base power of 

2.2 kW. 

Psystem = (Pload  / Pbase (load)) * Pbase (system)          (1)  

Where; Pload is the non-normalised real load power, 

Psystem is the corresponding load power at the system 

base of 2.2 kW, Pbase (load) is the load power-base (peak 

demand) and Pbase (system) is the 2.2 kW system-base.  
 

Time scaling: The measured-data profile was also 

compressed in time to enable multiple experiments to be 

conducted without having to use the real-time measured 

data. For testing the implemented load emulator, the data 

measured in intervals of 30 minutes over a 24-hour period 

was compressed to 5 minutes for experimentation. 

Compressing the control signal to five minutes increases 

the slew rate by 288 times and as a result; the load slew 

rate becomes 31.6 kW/s. The compression is achieved 

using a Matlab-implemented program. The program 

generates a WAV file from the Excel file containing the 

normalised load data. The WAV file is played using an 

audio MP3 player. Voltage is accessed from the laptop 

earphone-jack using earphones. This voltage is used as 

the control signal which must vary between 0 and 

400 mV. The signal is fed into the signal conditioning 

circuit shown in Figure 4. 

 

3.3 Signal conditioning 
 

A signal conditioning circuit was implemented to 

condition the control signal to be compatible with the 

input requirements of the PM240 control unit. The signal 

conditioning circuit is made up of a summing amplifier 

and a low pass filter. The summing amplifier sums up the 

control signal and the DC offset. The low pass filter then 

filters out any unwanted noise that may be superimposed 

on the control signal. The filter is a second low pass filter 

with a cut-off frequency of 1 kHz.  Figure 4 shows the 

signal conditioning circuit. 
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Figure 4: The signal conditioning circuit used to prepare the control signal for processing using the control units 

 
 

3.4 System automation 

Before the entire system is operated, the inverters are pre-

loaded with the properties of the induction machine using 

the Starter software. The pins of the PM250 and PM240 

control units are also configured to operate as analog and 

digital pins respectively.   

4. EXPERIMENTAL TESTING AND RESULTS 

 

In order to experimentally validate the performance of the 

proposed emulator, numerous experiments and tests were 

conducted during the development of the system. 

4.1 System step response 

To determine the response time of the proposed emulator, 

the system was tested with a step input generated using a 

signal generator. Generally, a faster slew rate is desired 

for any kind of a system.  For the proposed emulator, a 

higher slew rate ensures that the system is able to trace all 

the switching dynamics of a load being emulated. 

 

Figure 5: Three-phase load emulator system step 

response. 

The system slew rate is 1.10 kW/s with the delay between 

maximum and minimum being 2 seconds. This delay is 

attributed to the inertia of the induction machines used. In 

terms of a real load, this implies an instantaneous switch-

on of an electrical load rated at 1.106 kW. Therefore a 

change in the input signal which requires a change of 

more than 1.106 kW/s in the power drawn from the grid 

by the system, will not be completely processed by the 

emulator. 
 

4.2 Load emulation experiment I 

The normalised profile shown in Figure 3 was used to test 

the emulation capability of the proposed system. The 

variation of power factor with power for this load is 

shown in Figure 6. The power factor varies between 0.8 

and 1. This implies that the Wits campus load to be 

emulated is fairly resistive.  

 
Figure 6: Load power factor (PF) vs three-phase power 

consumption for the West Campus at Wits University. 

The block diagram of the experimental set-up used to 

conduct the emulation experiment is shown in Figure 2 

without the three-phase bank. Both power and power 

factor were measured using a Yokagawa power meter and 

the results are shown in Figures 7 and 8. 
 

 
Figure 7: Three-phase load emulator system power factor 

(PF) as a function of varying emulator power. 



 

 

 
Figure 8: Emulated and measured Wits-campus three-

phase load profiles. 
 

 
Figure 9 : Error in the response of the emulator system 

when emulating the Wits Campus load. 
 

Of note in Figure 7 is that the power factor of the system 

on start-up is zero and increases gradually as the power 

drawn by the emulator increases. Figure 7 also shows a 

discrepancy between the base-loads of the emulator and 

the Wits campus load being emulated. The emulated base 

load is 0 pu whilst the base-load of the load being 

emulated is 0.31 pu. The error in the emulated profile is 

63 %. To rectify the base-load error, a constant load of 

0.31 pu must be added to the emulation system.   

4.3 Power factor and base-load correction 
 

To correct the base-load and the power factor, it was 

decided that a 3-phase resistive load must be added to the 

input side of the system. There were 3 sets of 3-phase 

resistors available for the project; three 1.2 kilo-ohm, 

three 0.8 kilo-ohm and three 0.4 kilo-ohm resistors. At 

the system power base of 2.2 kW and the system voltage 

of 400 V, the power dissipated by these resistors is 0.18 

pu, 0.27 pu, and 0.43 pu respectively. The resistor bank 

dissipating 0.43 pu was therefore selected to provide the 

required system base-load. Since the power factor of a 

resistive load is one, adding the resistor bank into the 

system corrects the power factor as well. A delta-

connected resistor bank was therefore added to the 

system as shown in Figure 2 and the load emulation 

experiment was conducted again. 

 

4.2 Load emulation experiment II 

For this experiment, the set-up is the same as that for Ex-

periment I except that there is an added resistor bank into 

the system. The results are shown in Figures 10 and 11. It 

is clear from Figures 10 and 11 that the accuracy and 

performance of the emulator has been enhanced by the 

addition of the 3-phase resistor bank. When the system is 

switched on whereby the set points of both machines are 

at 95 % of synchronous speed, the electromechanical 

drive subsystems draws minimum power, almost zero.  

 
Figure 10: Emulator power factor variation with three-

phase power. 

 

 
Figure 11: Emulated and measured Wits-campus three-

phase load profiles with base-load added.  

 

 
Figure 12:  Error in the response of the emulator system 

when emulating the Wits Campus load. Addition of the 

resistor bank reduced the system error from 63% to 12%.  

 

At this instance, the load seen by the grid is the resistor 

bank with a power factor of 1. This load dissipates energy 

in the form of heat. As the speed set point of M1 is 

increased by the control signal, the induction machines 

start drawing real and reactive power from the grid and as 

a result the power factor starts decreasing. However, it 

settles down to 0.8. Therefore, the addition of the resistor 

bank improves the performance and accuracy of the 

emulator-system, the error is reduced to 13 %. 

5. DISCUSSION  

 

5.1 Performance evaluation 

The implemented load test-bed is able to recreate a 

practical power consumption pattern of a real electric 

load. As seen in Figure 9, the emulated profile is not an 

exact replica of the load profile. However from an energy 

point of view, the performance of the emulator is good 

because the areas under the emulated and the measured 

load profiles are almost equal. During testing of the 

system, it was observed that a smallest change in the 



 

 

control signal causes the system to respond quickly 

thereby drawing more power from the grid. The slew rate 

of the load to be emulated and the duration of experi-

mentation determine the performance of the emulator. 

For more accurate emulations, the system should run for 

longer periods. However, the resistor bank heats up exce-

ssively in seven minutes. Therefore, the system presents a 

trade-off between accuracy and time-efficiency.  

Total Harmonic Distortion (THD): Non-linear loads form 

part of present electrical loads and these loads generate 

harmonic currents that affect the stability of power 

systems [5-6]. The developed load test-bed does not cater 

for the harmonic content inherent in non-linear loads. 

Therefore, the emulator can be further developed to cater 

for the dynamic behaviour of non-linear loads.  

Power regeneration: The regeneration capability of the 

system which allows circulation of power with the grid 

enhances energy-efficiency while conducting the 

experiment. However, the addition of the resistor bank 

increases losses in the system because the energy 

dissipated by the resistive load is lost as heat. 

Nonetheless, this is a fair compromise because the added 

resistor bank improves the power factor of the system and 

provides a constant base-load required for accurate 

emulation. The added resistive load is based on the 

characteristics of the specific load tested. If a load with a 

different base-load is to be tested, a resistive load with 

different resistance would be required. To enable 

modularity, this suggests that the system requires a 

dynamic resistive bank for base-load and power factor 

compensation.   

5.2 Recommendations 
 

As mentioned, the system does not emulate non-linear 

characteristics of electric loads. It is recommended that 

for future work, the emulator must be improved to cater 

for harmonics inherent in electric loads. The load-data 

used to test the emulator was measured in intervals of 30 

minutes.  To validate the performance of the system, it is 

further recommended that the system be tested with data 

measured in intervals of seconds. This data will show the 

dynamic transient characteristics of the load. 

6. CONCLUSION 

In this report, a dynamic 3-phase load test-bed is 

presented. This emulator provides a platform for 

recreating practical 3-phase load-consumption patterns in 

a controlled environment. The functionality provided by 

this test-bed allows for extensive experimentation of 

different kinds of 3-phase loads. Implementation of this 

emulator will assist future research on micro-grid 

stability.  The emulator can be improved by investigating 

its capability to emulate non-linear loads with harmonics 

and possibly unbalanced 3-phase loads in the future.  
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Abstract: This paper investigates the dynamic power requirements for controllable energy storage
systems used for stabilization of standalone three-phase low-voltage microgrids with high penetration of
renewable energy. It uses recorded data for fluctuating power sources and fluctuating loads to determine
how an ideal controllable energy store can be used to stabilize a microgrid with 100% renewable
energy penetration. Simulations incorporating the measured data show that a Proportional Integral
Derivative (PID) controller can be used to control the ideal energy storage device to ensure stability of
the microgrid.

Key words: microgrids, energy storage emulation, Distributed Generation (DG), Microgrid emulation,
remote communities, microgrid control.

1. INTRODUCTION

This paper focuses on understanding the dynamic power
requirements for controllable energy storage systems to
stabilize standalone three-phase low-voltage microgrids
with renewable energy sources. This research is
undertaken because in many countries, remote areas are
unable to receive power from the utility grid and the use
of a standalone microgrid is often considered as one of
the solutions that can be used to address the problem.
Renewable energy sources with large fluctuations are
frequently the source of power for these standalone
microgrids. The fluctuating nature of these renewable
sources often lead to frequent blackouts.
The remaining sections in this paper will discuss the
background, problem statement and methodology for the
research. A brief discussion on results for this research is
also presented.

2. BACKGROUND

Figure 1 shows an example of a typical standalone
microgrid. This standalone microgrid can be powered from
Distributed Generation (DG) sources such as Photovoltaic
(PV), wind or diesel generators. The renewable sources
are influenced by natural conditions such as varying wind
speed and cloud movements and cannot produce power
continuously and steadily. This is illustrated by the
measured insolation data (PPV(t)) in figure 2 recorded
on the roof of the Genmin building, University of the
Witwatersrand. The insolation data was normalized to the
insolation peak of 31.28 W/m2 for the 5 days. The data
was sampled at 5 minute intervals.
Fluctuating loads have always been present in power
systems. Figure 3 shows the normalized recorded data
for the power demand (Pload(t)) of a representative load.
The load data was recorded for the Genmin building at
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Figure 1. A single line schematic example of a three-phase low voltage
standalone microgrid system.

the University of the Witwatersrand. The power demand
values were normalized to the Genmin building load peak
of 22 kW. The original data was sampled at 30 minute
intervals and resampled at 5 minute intervals

Using fluctuating sources on a standalone microgrid
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Figure 2. Normalized measured insolation (W/m2) obtained at the
Genmin building (Wits University) during the week of 14 - 20 June 2014.

which already has a fluctuating load can result in
significant system power fluctuations. These fluctuations
can negatively impact the microgrid operation because
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Figure 3. Normalized measured power demand for the Genmin building
(Wits University) during the week of 14 - 20 June 2014.

they cause disturbances in the supply voltage. These
disturbances includes voltage sags, transients, harmonics,
dips and swells that can cause tripping or damage to
sensitive appliances [1] [3].
Controllable energy storage can be used to compensate for
the microgrid power fluctuations [4–9].
This study will focus on a simplified standalone microgrid

that has a single source (in this case a PV source), a single
load and a controllable energy store as shown in figure 4 to
limit the complexity of the problem.
Depending on the requirements of the microgrid, different

types of energy storage systems can be considered.
These energy storage systems can be classified into
short-term and long-term storage as shown in figure
5. Short-term storage is mainly applied to improve
power quality, particularly to maintain the voltage
stability during transients [10]. Long-term storage is
deployed to contribute towards the energy management,
frequency regulation and grid congestion management
[10]. Choosing the appropriate energy storage system
to stabilize a microgrid requires an understanding of the
characteristics of existing energy storage systems. These
characteristics includes ramp rate, charge rate, discharge
rate, efficiency, energy and power density and response
time and are explained in [12]. For the current paper, the
most applicable dynamic characteristics are:
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Figure 4. A single line schematic example of a three-phase low-voltage
standalone microgrid system with only one power source(PV source).
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Figure 5. Energy storage classification [11].

• Response time: The amount of time the storage
system requires to respond to a change in power
power demand.

• Ramp rate: The rate at which the power flow can
change and is sometimes known as the slew rate.

Although the current research is aimed at the dynamic
behavior of a power network which strongly depend on
DG (100% penetration), sizing of the storage is essential.
It is important to note that the total energy supplied by
DG and the total energy required by the load must always
balance. Using the normalized data obtained from the
Genmin building at the University of the Witwatersrand,
the PV installation must be scaled by a factor of 1.6 pu
for the system to meet the 5 day energy demand of the
load. This value is obtained by integrating the normalised
load consumed by the Genmin building over 5 days from
14th to 18th of June 2014. The result of the integration
was then divided by the integrated normalised PV power
over the same period of time. The factor 1.6 calculated
above assumes that all the insolation energy is converted
into energy required by the load with no losses. This is
incorrect in real life and hence efficiency must be taken
into account in future studies.
In addition, the PV system power must match the power
demanded by the load and if there is any power imbalance,
storage must supply the power or store the excess power
as shown in equation 1.

PES(t) = PPV(t)−Pload(t) (1)

Figure 6 shows the overlaid profiles of power generation
and load based on the data for the Genmin building on the
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Figure 6. Measured PV and load profiles obtained from Genmin building
(University of the Witwatersrand) on the 16th of June 2014
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Figure 7. Calculated power difference between PV power and Genmin
building load demand.

16th of June 2014. The data recorded on the 16th of June
2014 was selected because the insolation fluctuations were
severe. This figure clearly illustrates that power generation
does not always match the power demand.

Figure 7 shows the power difference (i.e. the difference
between the potential power generation and power demand
profiles). The data used as a representative case was
obtained from normalized PV and Genmin building power
demand data on the 16th of June 2014 at the University
of the Witwatersrand. The graph also shows the power
to be compensated by energy store and the study will
mainly focus on the dynamic behavior of the system (i.e.
region A). This power difference is seldom zero and hence
the need for an energy storage system. The graph also
shows that using the available data, the energy storage
system must have a ramp rate (slew rate given by dPES

dt )
of 0.1535pu/min. A new set of data with faster sample
rate will be used in the future to represent the insolation
and load demand data with better resolution and this will
provide more accurate ramp rate.
Because the objective of this research is to investigate
and determine the dynamic power requirements for using
controllable energy stores to stabilize three-phase AC
microgrids and ensure power balance, Simulations are
conducted for the simplified microgrid in figure 4 to
enhance understanding of the problem.

3. SIMULATIONS

The simulations are performed in Simulink R©, using
idealised models to better understand the dynamic
requirements for the controlled energy store. The
simulations assume that the microgrid is a balanced three
phase system and only one phase needs to be analysed.
In these simulations, The PV source and the fluctuating
load are modeled using norton equivalent circuits with
controlled current sources.
The simulations are done with and without the controlled
energy store. In these simulations the current sources
representing the PV source and the load are controlled by
the pre-recorded data shown in figure 2 and 3.
To better resemble the behavior of a real PV grid-tie
inverter, the variable resistor value RN in figure 8 and

Variable PV 

source

Variable load

Load

Figure 8. Simulation circuit for a standalone microgrid with 2 current
sources modelling the PV source and the variable load respectively.

figure 11 is varied to keep the grid voltage within the
acceptable range (± 5V in this case). When the PV source
current is high, the resistor value RN is reduced and this
will reduce the voltage on the microgrid. When the PV
source current is low resistor value RN is increased thereby
keeping the grid voltage almost constant. If the PV source
current is too low to sustain the voltage on the microgrid,
the system blackouts.

3.1 Simulations without storage

In the absence of a controlled energy store, the grid voltage
will fluctuate and these fluctuations can lead to problems
on the microgrid. Figure 8 shows the simulation model for
the microgrid without energy storage.
In a microgrid the voltage must be limited to the
standardized voltage range. If the voltage is below 210V,
the grid collapses and if the voltage is greater than 250V,
the microgrid maintains the voltage of 230V ± 20V as
shown in figure 9. This figure also shows that, the absence
of energy storage leads to frequent severe blackouts
especially for days where there are high fluctuations in
insolation.
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Figure 9. Simulation results for the PV supplied microgrid without
storage with a PV inverter voltage controlled to 230V ± 10 %.



Figure 10. Simulink R© circuit showing how the energy storage control signal is generated using the voltage and current signals.
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Figure 11. Simulation circuit for a standalone microgrid with current
sources modeling PV source and variable load. A controlled voltage
source is used to model an ideal energy storage system.

3.2 Simulations with storage

Subsequent to the simulations for a microgrid without
storage, an energy store is introduced. The energy storage
system is modeled using a controlled voltage source to
regulate the microgrid voltage so that it remains almost
constant at all time. By increasing or decreasing the
voltage of the energy storage system, the direction of
power flow can be changed as required. The energy
storage system must maintain the voltage in the range of
230 V ± 10% [13]. Figure 11 shows the simulation model
for the microgrid with ideal controllable energy store.
The block diagram in figure 10 shows how the energy
storage control signal is generated in Simulink R©. This
control block has only one input at present (the microgrid
voltage at the point of connection of the energy storage
system). A PID controller is used to regulate the voltage.
This PID controller uses the microgrid voltage and it
assumes that the voltage is equal to the supply voltage of
230V plus an error ∆V (i.e. the difference between the
measured microgrid voltage and 230V). The controller
then responds to keep ∆V as close to zero as posible.
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Figure 12. Simulation results of the microgrid with integrated controlled
ideal energy storage system.

The results in figure 12 of this simulation for the microgrid
with ideal energy storage shows that the voltage can be
maintained in the range of 230V ± 1V, which is acceptable
for most appliances.

4. DISCUSSION

The results in figure 12 shows that a controlled ideal
energy store can be used to stabilize a microgrid with
strongly fluctuating power sources and non-constant loads.
The simulations do not yet take into account the state of
the energy storage system and assumes that there is an
infinite amount of energy stored.
The ramp rate and response time are not yet considered in
this paper because of the idealized storage model used in
the simulations. As part of the future work, an improved
model for the energy store with all the required properties
will be developed.
Data used in this paper was recorded at 5 minute and 30
minute intervals. There is a need to record the insolation
data and load demand at a much faster sampling rate
to establish if there is a change in the ramp rate as the



sampling time increases.
Experiments will be conducted on a microgrid testbed to
verify the simulation results. The system block diagram
shown in figure 13 shows the experimental setup that can
be used to carry out the study. Sets of induction machines
and variable speed drives will be used to emulate various
DGs or energy storage systems as shown in figure 14
depending on the control signal used. Each emulator will
receive a control signal that is used to generate a power
profile resembling DGs or loads or energy storage system
response.
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Figure 13. System block diagram of the microgrid testbed that will be
used in this study.
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Figure 14. System block diagram of an emulator that can be used as PV
source or load or storage depending on the control signal.

5. CONCLUSION

A Simulink R© model of a standalone microgrid with
and without integrated controlled energy storage was
developed. This model can be used to determine the
dynamic requirements for stabilizing a microgrid with
controlled energy storage. Results from the simulations
show that, a PID controlled ideal energy store will be
used to stabilize a microgrid with intermittent sources
and fluctuating load demand. The model can be further
modified to incorporate the properties of a real energy
store. Some of these properties include ramp rate and
response time and finite energy storage capacity.
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Abstract: The energy poverty gap in South Africa affects approximately 3.3m million mainly rural 

households who do not have access to electricity. Energy poverty is a global issue and affects rural 

areas that are too far from the main grid and are too costly to electrify by extending the main grid. 

MicroGrids are emerging as an effective off grid solution that can close the energy poverty gap and 

can supplement existing electrification programs.  Further research and development is required to 

ensure that these systems can be applied for rural electrification and can operate autonomously within 

specified limits whilst maintaining supply and demand. This study provides the basis for further 

research and development by simulating the requirements for a proposed hybrid off grid pilot site. 

The simulation is done using the HOMER simulation tool, the consumption data is sourced from the 

pre-electrification (PET) tool and the resource data is sourced from weather stations. This data will be 

used to develop a pilot site for the testing and development of ‘smart’ off grid solutions that can be 

used to support the current electrification program in South Africa and assist in reducing the energy 

poverty gap. 
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1. INTRODUCTION 

 

There are approximately 3.3 million South African 

households who do not have access to electricity in 2014. 

The White Paper on Energy Policy of 2008 describes the 

universal access to electricity for all South Africans as a 

cornerstone for development and social upliftment. Since 

1994 there have been a significant number of households 

that have been electrified by the state owned entity 

Eskom but there are several challenges that prevent the 

electrification of the remainder of mainly deep rural parts 

of the country. Amongst these challenges are the high 

cost of grid extension of the MV network to remote areas, 

the current low income levels of these communities, low 

density of rural populations and hard terrestrial conditions 

[1]. The social implications of not electrifying these 

communities far outweigh the challenges and the benefits 

to South Africa as a developing nation for closing the 

energy poverty gap and include poverty eradication, 

social upliftment and the impact on early childhood 

development, education and improving literacy in deep 

rural areas. 

 

The current cost of grid extension exceeds approximately 

R200 000/km ($20 000) and the breakeven point for grid 

extension compared to off grid systems is less than 35km 

[2]. The majority of deep rural communities however are 

in excess of 35km from the main grid and the high capital 

cost of grid extension is therefore uneconomical and 

delays the universal access policy for South Africans as 

set by Government. Energy poverty is regarded as global 

problem which not only hinders social development of 

communities but the absence of energy services, which is 

the ‘lifeblood of economic and social development’, and 

the lack of basic services often leads to social unrest and 

despair [3]. In Sub-Saharan Africa only 290 million of 

the 915 million inhabitants (31%) have access to 

electricity and the numbers without access are increasing 

rather than decreasing due to increasing population 

numbers outpacing electrification programs [4].  

 

2. BACKGROUND 

 

South Africa is a developing country with a population of 

54 million people. 38% of the population reside in rural 

areas and the remainder reside in the urban hubs of the 

country. The country produces 257 TWh of energy which 

is consumed by mainly the energy intensive large 

Industrial and Mining sector (59.5%), Residential 

consumers (19.7%), Commercial consumers (14.3%), the 

Agricultural sector (2.9%) and the Transportation 

sector (1.9%).  

 

Eskom is the country’s largest electricity producer (97%) 

with the rest been generated by municipalities. The 

generation capacity of Eskom is currently 41 GW and the 

majority of this capacity is derived from centralised coal 

fired thermal plants located in the eastern part of the 

country. The balance of the capacity is derived from 

nuclear, hydro, open cycle gas turbines (OCGT) and 

more recently added renewable generation from wind and 

Concentrated Solar Power (CSP) plants.  

  

South Africa’s electrification program commenced 

formally in the early 1990’s. During this period, the 

country’s economy was energy intensive due to mining 

and minerals and electricity supply was not constrained. 

There was excess capacity and the focus was mainly 

aimed at electrifying urban communities. Much of the 

barriers to widening the access to all communities were 

based on legacy political policies stemming from the 

Apartheid era. The democratic transition in the 1990’s 

allowed for a dramatic shift in policy and provided the 

basis for the electrification program to be placed on the 
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policy agenda [5]. The scattered efforts of the late 1980’s 

and early 1990’s were replaced by institutional reforms in 

the late 1990’s and early 2000 which culminated in the 

peak of electrification and reported the highest number of 

households electrified. Since then there has been a steady 

decline as all role-players in the electrification efforts. 

 
Figure 1: Annual new household electricity connections 1991-2006 

(Source Bekker et al. (2006)) 

 

The incumbent years after the democratisation of South 

Africa did not lack the political will to deliver universal 

access to its people but there was several transitional 

phases during these years which ultimately resulted in the 

slow pace of electrification [5].  The focus began to shift 

to rural areas only in 2002 but this required funding for 

infrastructure to extend the grid to remote areas .The 

funding of the initial phases of the electrification program 

was based on the premise that the program could be self-

funded and that capital and operational costs could then 

be recovered from the newly acquired revenue of 

electrified homes. Eskom played a role in obtaining 

funding in early 2000 from capital markets but the 

funding was derived mainly from the cross-subsidisation 

from its larger bulk industrial customers. The funding 

model for electrification has since shifted to Government 

as from 2001 via funds made available from National 

Treasury as indicated in the funding phases timelines 

from 1980 to 2007 [5]. 

 

 

The National Electrification Strategy was developed in 

2002 in an effort to close the energy poverty gap in South 

Africa. The strategy combines current grid electrification 

and off grid systems into a single electrification strategy 

and program. This strategy was supported by the then 

Minister of Minerals and Energy, Phumzile Mlambo-

Ngcuka, who, in an address to parliament in 2002 alluded 

to the high cost of grid electrification, the economic 

challenges in extending the grid to these communities in 

terms of the capital cost and due to the initial low 

consumption of rural communities and low population 

density rates. The minister also supported regulations to 

be developed by the then NER (National Energy 

Regulator) which was aimed at regulating off grid 

concessionaires to provide services supporting off grid 

communities in the most cost effective manner. However 

it was noted that simply providing the basic energy needs 

of communities such as lighting is not sufficient and 

emphasis must be placed on providing power for 

sustainable economic activities as well in order to address 

the energy poverty problem in South Africa [1]. 

Several developing nations are exploring alternatives to 

conventional grid electrification and have made policy 

adjustments to encourage distributed generation (DG) and 

renewable resources that are available closer to the loads 

they may serve. Microgrids are emerging as effective 

options to centralised generation and grid electrification 

[9] & [10].  

 

 

3. MICROGRIDS 

 

Microgrids (MG) by definition are electricity distribution 

networks containing distributed energy resources 

(distributed generators and energy storage devices) and 

controllable loads that can be operated in a controlled 

way either connected to the power network or islanded 

(Cigrè C6.22) [6]. The definition of the term “MicroGrid” 

is currently been assessed by the Cigrè C6.27 (Hybrid 

Systems for Off-Grid supply) working group and for the 

purposes of this paper the term Microgrid is used as per 

the definition above. 

 

 
Figure 2: Typical Microgrid configuration 

(Source: Sbienergy) 

 

Distributed generators (DG) may include combined heat 

and power (CHP), fuel cells, mini wind turbines and solar 

photo-voltaic (PV) and provide for the primary source by 

means of renewable energy. Energy storage systems 

maintain the balance between supply and demand in a 

MicroGrid by storing the energy to be later used during 

periods when renewable sources are at low levels. The 

storage system is important as it provides for the 

management of load fluctuations, provides ride through 

capabilities to compensate for the intermittency of DG’s, 

especially wind, and allows for the seamless transition 

from grid tied to islanded modes of operation. Storage 

systems include batteries, fly-wheels and super-

capacitors. Loads may be typically residential which are 

considered less sensitive then industrial or commercial 

loads and load segmentation through management 

systems play an important role in shedding load to 1) 

meet the net power of a grid tied system 2) stabilise the 

voltage, frequency and power quality of the system and 



3) reduce the peak load in order to optimise the DG peak 

ratings and manage a ‘constrained’ supply [7]  Loads can 

be segmented into critical or ‘must serve’ loads and non- 

critical or ‘shift table’ loads that can be supplied during 

different periods of the day as capacity becomes available 

or by means of the stored energy. 

 

Microgrids can serve two purposes 1) provide power to 

off grid loads as a standalone network or 2) act as a 

generator for end of line grid strengthening when the MG 

is ‘grid-tied’. In grid tied mode the MG can provide 

power to and feed from the main grid and can separate 

from the grid or ‘island’ if the main grid has deteriorating 

power quality issues. When the MG is grid tied its 

primary function is to synchronise with the main grid and 

act as single controllable generation source and load. 

When the MG disconnects or ‘islands’ from the main grid 

the MG should act autonomously, maintaining frequency 

and voltage limits, shedding non-critical loads, providing 

the required reactive power and be able to supply the 

harmonics for non-linear loads. Communications 

networks should be reliable in order to provide for 

effective control and dispatching of DG sources, stored 

energy from the storage system and demand management 

in islanded mode. 

 

4. SIMULATION STUDY 

 

4.1. ESTIMATED CONSUMPTION 

 

 

The RT&D MicroGrid research and development project 

was initiated by selecting a pilot site for the project. The 

pilot site chosen is an off grid rural community consisting 

based on the following selection criteria: 

 An off grid rural customer base 

 Optional close proximity to the MV grid for 

extending the R&D of grid tied microgrids 

 Suitable sample size of rural homes 

 

Based on the initial site survey, the customers were 

identified according to the LSM (Living Standards 

Measure) grouping.  The LSM group was categorised as 

LSM1-2. The consumption and demand for this customer 

base was estimated using the PET (Pre-Electrification 

Tool) which estimated the demand based on the Herman-

Beta method. The ADMD (After Diversity Maximum 

Demand) was estimated at 0.39kVA in year 1 increasing 

to 0.43 in year 15 and the total daily consumption was 

estimated at 148kWh/day. The following table shows the 

consumption (kWh) and demand (ADMD in kVA) for 

each year after electrification.  

 
1 HOMER (MicroPower Optimisation Model originally developed by 

the National Renewable Energy Laboratory) 

 

 
Table 1: Estimated consumption and demand per customer per 

month in a 15 year period 

 

The PET data provided the primary load inputs and 

produced 8760 hourly load profile values for the typical 

LSM 1-2 customer and was estimated for a complete year 

accounting for seasonal variations in consumption 

(Figure 3). 

 

 

 
 
 Figure 3: HOMER primary load input data for 34 customer pilot 

site 

 
 

4.2. WEATHER DATA 

 

The weather data was obtained from the closest weather 

station located at 50km from the site at Leander. The 

weather station provided solar irradiation data (kWh/m
2 

/day) as well as temperature and humidity data. The solar 

irradiation data from the weather station was however 

replaced by data from HOMER
1 
 (Figure 4). 

 

 

The HOMER modelling tool includes a database of 

resource data which is obtained from the HOMER 

website. The resource data provides the inputs for the 

modelling tool.  

 

 



 
 

Figure 4: Resource data for pilot site using HOMER  

 

 

4.3. SIMULATION RESULTS 

 

The estimated consumption data and weather data was 

used as inputs in the HOMER simulation model. The 

model provided a basic configuration layout of the hybrid 

MicroGrid (Figure 5) 

 55kW of PV (Photovoltaic) distributed 

generation to supply primary power to the load 

 5000kWh of battery storage 

 At the LCOE (Levelised Cost of Energy) of $ 

0.196/kWh 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: HOMER simulation of the Microgrid configuration 

 

The Levelised Cost of Energy (LCOE) is the cost of a 

specific generation technology used in a project that will 

allow for a financial ‘break-even’ on the return on 

investment over the project lifecycle. LCOE is made up 

of the capital costs, operating costs, inflation costs and 

generally assumes a project life cycle of 20 years and 

serves as a useful comparison across different generation 

options. Grid electrification generally yields a low LCOE 

due to the large economies of scale provided by 

centralised generation however the LCOE of MicroGrids 

is expected to reach grid parity as the costs of the various 

distributed generation and storage technologies decrease 

and Microgrids may be a feasible option to grid 

electrification over the project life cycle (Figure 6). 

 
Figure 6: Cost benefit of Microgrids 

 

In order to provide a wider research and development 

platform this site was also chosen due to the close 

proximity to the Eskom grid. It is proposed to operate the 

site in both off -grid and grid-tied modes. The grid tied 

configuration will require an inverter and due 

consideration to the design requirements for this 

configuration. Based on this, 25% of the supply will be 

delivered from the grid and 75% from the off grid PV 

system.  

 

 

The control within a MG to balance supply and demand 

can be made autonomous for each of the DG sources 

which allows for modularity, flexibility and scalability 

without having to re-engineer the system. This design 

approach eliminates the need for a complex central 

controller [7], [8].   

 

Much of the research on Microgrids by North American 

countries are focussed on the reliability of supply that can 

be provided by MicroGrids and operational systems are 

already been used in several military facilities to ensure 

continuity of supply after a catastrophic event. Europe 

and Asia are focussed on renewable energy and these are 

predominant in the test beds developed in these countries. 

The approach to MicroGrid design in North America 

deploys autonomous control whereas Asian countries are 

experimenting with central control. Common to both 

control approaches is the droop control method and 

observations indicate that droop control methods such as 

frequency-active power (P-f) and voltage-reactive (Q-V) 

power droop methods provides system stability [7]. 

 

The pilot project will provide a useful test bed for further 

MicroGrid research and Development. Several 

experimental microgrids and MicroGrid test beds that 

have been developed internationally and are been used to 

study the operational characteristics of microgrids [7].  

 

 

 

These test beds aim to further the research and 

development of microgrids in relation to the IEEE 1547 



Guide for Design, Operation and Integration of 

Distributed Resource Island Systems with Electric Power 

Systems. The key focus areas are the operating dynamics 

of MicroGrid systems in radial and mesh networks, the 

interoperability of the distributed generation sources such 

as PV, wind and fuel cells, energy storage technologies 

such as batteries and flywheels, various load types such 

as residential and commercial as well as the different 

MicroGrid control approaches such as central and 

autonomous control techniques. 

 

 

5. CONCLUSION 

 

This paper presents the basic concept design for a 

MicroGrid system as means to support current grid 

electrification particularly for customers too far from the 

main grid. Further research and development is required 

on Microgrids and off-grid solutions in South Africa and 

a proposed R&D pilot site will provide the basis for the 

research and development. The test site will allow for the 

analysis of a MicroGrid systems in terms of voltage and 

frequency stability of such systems when operated in grid 

tied and islanded (off grid) modes. A further 

understanding of the control methods is also required. 

Load management may play an important part in an off 

grid MicroGrid due to the systems limited capacity. The 

pilot will therefore provide useful data in terms of 

appliance control schedules and load limits levels. A 

thorough customer behaviour study is also required in 

order to understand the impact of Microgrids on customer 

acceptance, usage patterns and other social factors. These 

aspects will collectively assist in developing ‘smart’ 

microgrid systems which can be scale-able, modular and 

intelligent and can be deployed at a wider scale. 

 

The HOMER simulation tool was used to estimate the 

basic components of the system using estimated 

consumption data and weather data for a pilot customer 

site. The next process of the pilot study will involve a 

more detailed design of a “Smart MicroGrid” taking the 

following into account: 

 Detailed sizing of the PV system 

 Detailed sizing of the battery storage system 

 Intelligent and Optimal control system using 

either centralised or decentralised control 

 Required load management of appliances 

specifically during peak consumption periods 

 Required metering and revenue collection 

technologies 

 Telecommunications requirements for the 

communication between the system components 

 A customer behaviour and impact study  

 Training and education of pilot customer on the 

efficient use of appliances. 
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Abstract: A data visualisation solution for smart energy appliance usage behaviour and load profiling is
presented. By using the MapReduce algorithm, a charting web application is implemented which allows
the plotting of large datasets of electrical information without losing event information. The system is
developed using a modular approach, allowing the MongoDB, charting library or other components to
be replaced as required by other applications. The performance of back-end data management services
and the web application is discussed, and it was found that the MapReduce algorithm facilitates charting
large datasets and can provide more useful information than the original data. User interaction with the
application is responsive with response times for data requests between 0.5 to 4 seconds if on-demand
processing or preprocessing are used for the appropriate size datasets.
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1 INTRODUCTION

In South Africa, the electricity public utility, Eskom,
has prioritised efforts to reduce demand as peak demand
exceeds supply. Being unable to service peak demand
has several detrimental effects on the economy and the
lives of South Africans. Also, the situation is further
exacerbated as utilities are unable to be serviced as normal
due to the struggle to service peak demand. Increasing
and stabilising the electrical supply infrastructure remains
an important goal, however, efforts to increase supply can
prove expensive. A balance between supply and demand
management must be obtained. In this way, strain on the
national grid can be reduced to acceptable levels without
compromising the stability of the national grid, the natural
environment or the safety of the South African community
[1].

By utilising the large amount of information available from
local grids, it may be possible to selectively load-shed
appliances, decreasing demand when required. For this
purpose, technical analysis of smart grids and appliances
is required so that state transitions can be identified.
With this knowledge, it is possible to accurately describe
usage behaviours. A visualisation framework which takes
advantage of data aggregation (namely the MapReduce
algorithm) is proposed in this document for technical users
to observe the electrical behaviour of appliances.

The background to energy monitoring and data aggrega-
tion challenges is presented in section 2. The proposed
system’s implementation is discussed in section 3 with
pertinent results and discussion in sections 4 and 5.

2 BACKGROUND

2.1 Appliance usage behaviour and load profiling

A graphing library could provide information on the
usage of certain appliances in a grid. This information
and presentation could be used to develop systems to
intelligently control distribution for energy saving and
smart grid management purposes. A common approach
to obtaining the required appliance usage information is
by observing daily behaviour-based usage patterns. With
daily patterns, it is possible to determine appropriate
schedules for selective load shedding of some appliances
[2].

Load identification is essential so that the usage behaviour
can be established. The proposed graphing library could
provide the means for an engineer to profile appliances
such that ON/OFF transitions can be identified. Some
appliances can be identified in a smart energy metering
system at sampling periods as high as 15 minutes.
However, in a technical setting, away from the “smart
home”, sampling at a faster rate may provide more insight
into the transient behaviour of appliances [3]. The
monitoring and analysis of energy usage can create large
volumes of data. This is apparent when attempting to
initially identify appliances, where the required sampling
rate is unknown. For example, it was observed that a
sampling rate of 500 milliseconds over a 24 hour period
produced 172 800 data points. Plotting this number of
points in a useful manner is non-trivial.

2.2 Data aggregation and MapReduce

To aid in the processing and visualisation of the high
volumes of data produced by load profiling and usage
behaviour analysis, an appropriate data aggregation
method must be employed. The type of data manipulation
in the back-end has a direct impact on how the data
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can be visualised. In [4], the main approaches to
processing big data are described. MapReduce algorithms
process data in parallel but have the potential to retain
event based information, essentially providing a filter for
overwhelming information.

The data storage method is chosen based upon the findings
that MapReduce is the main data aggregation method and
also on the compatibility with the third party charting
library as discussed in section 2.3. NoSQL databases have
become a popular choice for the purpose of scientific data
storage as they potentially provide faster read and write
speeds for simple data with no relational properties. In
[5], it was found that MongoDB was consistently among
the fastest NoSQL implementations and therefore is the
chosen data storage method. It is also noted that MongoDB
provides a native MapReduce algorithm.

2.3 Third party charting libraries

The following libraries, extensions to existing libraries and
programming frameworks were considered for the purpose
of charting in the application (amongst others):

• JFreeChart, a Java chart library with support for many
chart types [6];

• Dygraphs, a JavaScript library for large data sets with
an emphasis on line charts (time series) [7];

• D3.js, a flexible JavaScript library providing exten-
sible manipulation of the Document Object Model
(DOM) [8];

• Cubism.js, a D3 plugin with emphasis on time series
and realtime dashboards [9];

• R, a software framework for statistics with graphics
support [10]; and

• Matlab, a popular framework for Mathematics and
scientific computing with support for MapReduce
[11].

The main focus is to provide an effective means of
visualising electrical, time-based properties of appliances
such that conclusions can be drawn for events in electrical
grids. Therefore, the proposed solution prioritised time
series support in the charting library. It was also found
in preliminary tests that large amounts of data is collected
while monitoring appliances (as discussed in section 2.1).
As a result, Dygraphs was chosen as the main candidate
for a third party charting library.
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3 SYSTEM DESIGN

An example of interactions between all components in
the system is presented in Figure 1. However, the layers
on the system can be allocated in many configurations.
It can also be noted that any hardware can be replaced
with alternatives as a REST (Representational State
Transfer) API provides a portable interface for database
management. These flexible characteristics are discussed
further in section 3.2.

3.1 Monitor subsystem

The Sustainable User Centred Smart Energy Systems
(SUCSES) alliance has developed an energy monitoring
board (EMON) based on the Cirrus Logic CS5480
integrated circuit module [12]. The monitor subsystem
is comprised of the EMON and a BeagleBone Black
development board. The BeagleBone Black was chosen
as it provides low level functionality out of the box and is
sufficient for proof of concept.

3.2 Software framework

The proposed software system was implemented with
interfaces defined as shown in the UML component
diagram in Figure 2. The framework has three distinct
layers as follows:

• Visualisation web application;
• MongoDB server; and
• MongoDB REST API server.

The layers can be separated between devices (client
computers and servers) in all possible combinations,
allowing for the framework to fit many scenarios.
For example, this flexibility allows for easy off-line
maintenance and testing when all layers can be run from
one computer/device.

Visualisation web application: The web application
provides a time series plotter which, amongst other
features, provides a interaction model which allows data
to be requested and map reduced on demand. The time
series plotter and data provider are implemented so that
the MongoDB REST API Handler can be replaced as
long as some functions are provided. This allows the
database framework to be reimplemented if it is found that
a database infrastructure (such as Cassandra, CouchDB,
HBase, Neo4j [5] [13]) is more suitable for a particular
application. Indeed, the reimplementation could even
make use of a relational database framework, such as a
SQL implementation, if that proves useful. It has been
shown that some SQL implementations can perform faster
than some NoSQL solutions depending on the application
[5].

MongoDB server: The MongoDB server hosts the
MongoDB databases, which hold pure sampling data
from the monitor subsystem described in section 3.1.
Elaborating on the findings in section 2.2, the choice
of MongoDB as the database implementation provides
several opportunities. The native MongoDB query
interface provides minimal yet scalable functionality such
that the database can be separated and interacted with in



different ways. This allows a focused implementation, in
this system the REST API server, of an extended query
interface. However, other projects still have access to the
same database and the application of such projects may
require a different access method.

MongoDB REST API server: Fundamental to the
flexibility of the framework is the REST API. There are
two main interfaces to the REST API for the different
accesses to the MongoDB databases. These are the
monitor subsystem side and client web application side.
The monitor subsystem is able to http POST readings to
the server. The advantage to this approach is that only a
basic implementation of http POST is required (which was
provided by BSD socket API) which is a portability benefit
[14]. The web application is able to request readings,
and these readings can be provided at different levels of
MapReduce as the web application determines appropriate.
The use of CORS (Cross-Origin Resource Sharing) allows
the database resources to be separated from the REST API
as discussed, allowing the application to retrieve data from
multiple sources [15].

4 RESULTS

4.1 Charting features

With all charts produced by the web application (Figures 3,
4, 5, 8 and 9) the dark lines represent the averages found by
the MapReduce. The shaded areas represent the error bars,
which are the minimum and maximum data points found
in each mapped set.

In Figure 3, the average power consumption of a computer
monitor is presented. With this type of appliance, usage
behaviour is easily ascertained as the ON/OFF transitions
are clearly visible. The error bars do reveal that the
original data fluctuated around the trends to some extent,
however, it is clear that sampling at a much slower rate
would facilitate cheaper hardware while still being able
to determine state (which appears to be binary with this
limited dataset).

Figure 3: Average power measurements of computer
monitor on 3 October 2014 (example application output).

Not all measurements provide clear ON/OFF transition
patterns. In Figure 4, the average power consumption
and power factor of a coffee machine is presented. The
provided visualisation shows that both measures have a
much wider spread than the computer monitor case in
Figure 3. From the average data point lines in Figure 4
it is found that the MapReduce algorithm exposes events
that may have otherwise been concealed if observing the
original data.

Figure 4: Average power and power factor measurements
of coffee machine on 10 October 2014 (example

application output).

The charting application allows the user to select a region
of the graph to enlarge that region, but also to acquire a
new map reduction of the dataset which provides a reduced
set closer to the original data. This concept is presented
with the coffee machine measurements in Figure 5. The
time scale is reduced to approximately fourteen seconds,
and as a result, the Map-reduce algorithm was configured
to reduce the original dataset less. This is also apparent
as the error bars on the average power have diminished
almost completely. In this way, an engineer will be able to
perform load profiling on this enlarged region, whereas the
charts in Figures 3 and 4 provide the means to determine
usage behaviour.

Figure 5: Average power and power factor measurements
of coffee machine on 10 October 2014, closer inspection
of spikes in average power (example application output).



4.2 MapReduce Performance

In Figure 6, the response time for the MapReduce
algorithm with increasing number of samples is presented.
It is apparent that the map function computation time
increases with the size of the dataset and that this increase
results in computation times that will greatly decrease the
responsiveness of the charting application.

Figure 6: MapReduce response time for increasing
number of samples.

Preprocessing the MapReduce algorithm may be a viable
option such that response times for large datasets is in an
acceptable range. In Table 1, the response times for the
retrieval of MapReduced datasets by preprocessing and
on-demand processing are compared. It can be concluded
from the computation time that the charting application
would benefit by using preprocessed data for datasets
over approximately 145 000 (approximately 1 day in this
application).

Table 1: Average response times (in ms) for preprocessing
and on-demand processing of MapReduce.

No. Samples (Days) On-demand Preprocessed
569 158 (3.3) 15 560 527
498 334 (2.9) 13 257 447
144 740 (0.8) 3 650 163

Conversely, when dealing with smaller datasets where
the reduction size request for MapReduce is small, the
response time for the algorithm is as shown in Figure 7.
The computation time greatly increases for reduction sizes
of less than approximately 5 seconds. To alleviate this, the
charting application may retrieve the original data without
applying the MapReduce algorithm. In this way, the only
computation cost will be the retrieval of the data.

Figure 7: MapReduce response time for decreasing
reduction sizes.

Figure 8: RMS voltage with minimum and maximum
error bars for reduced sets (example application output).

4.3 MapReduce statistics

The MapReduce provides a generic, flexible algorithm for
the purpose of reducing datasets. Neither the extent of the
mapping for the reduction or the type of process used in
the reduction is defined. This allows the selection of an
appropriate technique on a per application basis [16].

For the purposes of the proposed application, the
maximum and minimum in reduced sets is represented
by the error bars (as discussed in section 4.1). This
was compared with an implementation that uses standard
deviation to fit the error to a normal distribution around
a mean (the error bars represent 5 standard deviations
around the mean). The minimum/maximum and normal
distribution error bar methods are presented in Figures 8
and 9 respectively for the same original data. From the
graphs, it is apparent the data may not fit the normal



Figure 9: RMS voltage with error bars defined by the
normal distribution span of five standard deviations for

reduced sets (example application output).

distribution, which is a limitation of such an approach. For
statistical analysis, all data would have to be fitted to an
appropriate distribution [17].

5 DISCUSSION

It is important to emphasise that low-cost strategies are
required to ensure a sustainable solution to excessive peak
demand (as discussed extensively in [1]). Many strategies
should be considered, but with the focus on smart energy
systems, it can be found that rich usage behaviour data is
available in local grids and the appliances that are being
monitored and controlled.

The size of collected electrical data for smart energy
systems has a large impact on not only the responsiveness
of analysis applications but also on the type of information
that is visible. In large datasets, event based information
can be lost in the data. In some applications it is more
appropriate to collect less data to alleviate this information
overload, but without first profiling the application (in this
case, an appliance), an engineer can not make informed
decisions on hardware requirements and sampling rates.
Therefore, this is the main motivation for the development
of the application and framework presented in this
document. The developed application could serve as an
important technical analysis tool and building block in
a programme to alleviate strain on the national grid by
decreasing peak demand.

6 CONCLUSION

The background to the importance of data visualisation in
smart energy systems has been presented. It was found that
when appliances are monitored for usage behaviour and in
an attempt to profile their loads, large volumes of data are
produced which present computational challenges when
visualising the data. To alleviate the computational strain

placed on charting applications, the MapReduce algorithm
was employed. When monitoring for usage behaviour of
an appliance, it was found that the MapReduce algorithm
has benefits above its computational performance benefits.
MapReduce allows charting applications to observe events
which may otherwise have been obscured in the original
measurements. A web application for charting was
implemented and with the appropriate configuration of the
MapReduce algorithm or other data aggregation technique,
it was found that the application was responsive to user
interaction with response times between 0.5 to 4 seconds.
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Abstract: Micro-hydrokinetic river (MHR) system is one of the promising technologies to be used 

for remote rural electrification. In rural areas with availability of both wind and flowing water 

resources, the potential benefits of generating electricity using flowing water is neglected while the 

wind generation is selected as a first priority.  Hence, this paper presents the modelling and 

performance analysis of a MHR system as compared to wind generation system using 

MATLAB/Simulink software. These performances are compared while generating the same amount 

of electricity. A permanent magnet synchronous generator (PMSG) has been chosen or used to 

investigate the behaviour of each system under variable speeds. The MHR system model includes 

horizontal turbine model, drive train model and PMSG model. The simulation results illustrate the 

ability of a hydrokinetic turbine driven PMSG to generate electricity markedly better and cheaper 

than a wind driven PMSG. Hence, the MHR system presents a cheap electrification opportunity for 

poor rural households. 

 

Keywords: Modelling, micro-hydrokinetic system, wind system, permanent magnet synchronous 

generator, rural electrification. 

 

 

 

1. INTRODUCTION 

 

Electrification can play an important role to support 

economic and social development of isolated rural 

societies. To improve the living conditions of poor rural 

households, it is important to provide the affordable and 

reliable electricity. A clean and sustainable solution for 

remote rural electrification is made possible by means of 

small-scale renewable energy sources. Among various 

renewable energy technologies, hydropower generation 

holds prime position in terms of the world’s electricity 

generation [1, 2].  

Some rural areas might be situated in close proximity to 

flowing water with little or no elevation at all. A 

conventional hydro generation system cannot be used in 

such rivers or water flow. This results in neglect of 

flowing water resource. Additionally, it has been proved 

that one-third of the world’s population without 

electricity does have access to flowing water resource [3]. 

Apart from conventional hydropower generation, 

hydrokinetic is a new category of hydropower generation 

to be used in waterways with little or no elevation at all. 

It generates electricity by making use of underwater wind 

turbines to extract kinetic energy of flowing water instead 

of potential energy of falling water. Hence, no 

construction of dams or diversions is necessary. It means 

that theoretically there is huge number of potential sites 

available for micro-hydrokinetic power generation 

compared to conventional hydropower generation. 

The hydrokinetic technology is still in the development 

stage and lot of research still needs to be done. It has been 

proved that there is still a lack of electrification 

applications in rural areas [4].  

Hydrokinetic technology can be captured from waves, 

tides, oceans, marine thermal gradients, flow of water in 

rivers or artificial channels [5, 6]. Kinetic energy of 

flowing water is converted into electrical energy by 

making use of a turbine coupled to a generator via drive-

train. Hydrokinetic turbines are available in either 

horizontal or vertical configurations.  

This study focuses only on small-scale hydrokinetic 

system since it is suitable for low income remote rural 

residents. For small-scale electrification, free-flowing 

rivers/waterways are the possible sources. Small-scale 

turbines are generally available within power range of 1 

kW to 10 kW [7]. In this study, a horizontal-axis turbine 

has been chosen due to its self-starting capability 

compared to vertical-axis turbines. A permanent magnet 

synchronous generator (PMSG) has been selected due to 

its high efficiency, reliability and capability of operating 

at low speeds [4]. 

This study aims to demonstrate the benefit of using the 

proposed off-grid micro-hydrokinetic river (MHR) 

system in remote areas with both wind and flowing water 

resources through the use of the developed model. The 

developed model has been applied in MATLAB/Simulink 

software. The performance of the proposed MHR system 

has been compared to the one of a wind system for 

generating the same amount of electrical power. Hence, 

the modelling of power electronic converter and storage 

devices is beyond the scope of the study. 
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2. PROPOSED HYDROKINETIC ENERGY 

CONVERSION SYSTEM 

 

The modelled structure of MHR system consists of a 

horizontal turbine, mechanical drive-train, and PMSG 

components. Since a PMSG can operate at low speeds, 

the rotor shaft is coupled directly to the turbine. Hence, a 

gearbox is excluded. To measure the generated output 

voltage and current, a three-phase balanced resistive load 

is connected to the output of the generator.  

Most of the available modelling and simulation tools used 

for mechanical and electrical systems are not equipped 

with hydrokinetic module. Hence, the mathematical 

model for each component of MHR system is developed 

using MATLAB/Simulink library. Hydrokinetic 

technology operates similar to wind technology in terms 

of operation and rotor blade configurations. The 

difference is that water is approximately 800 times denser 

than air while the wind speed is greater than the water 

speed [3]. 

 

2.1 Hydrokinetic turbine model 

 

Zero head turbines are generally used to extract and 

transform the kinetic energy of flowing water into 

mechanical energy. The kinetic energy of flowing water 

is expressed as: 
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mvEk        (1) 

 

Where:  

m = water mass (kg) 

v = water velocity (m/s) 

 

Hence, the power of the flowing water (by assuming 

constant speed) is expressed as follows: 
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Where:   

ρ = water density (1000 kg/m
3
) 

A = swept area of turbine blades (m
2
) 

 

The area of a horizontal-axis turbine is expressed as: 

 
2rA                                                                          (3) 

 

Where: 

r = turbine blade radius in (m). 

 

Hydrokinetic turbines can only harness a fraction of the 

total kinetic power due to losses entailed.  So, the rotor 

power coefficient of the turbine is expressed using 

equation (4) below [8]. Based on Betz law, this power 

coefficient is limited to 16/27=0.593 (59.3 %).  
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Where:  

 

Pm = mechanical power captured by water turbine 

 

By substituting equation (2) into (4), the mechanical 

power captured by water turbine from water flow is then 

expressed as: 

 

Pm CP 3
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1
      (5) 

 

Cp depends on the tip-speed ratio, λ and the blade pitch 

angle, β (degrees) and can be expressed as follows [9, 

10]: 
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Where:  

c1 to c6 are the empirical power coefficients’ parameters 

of the turbine. 

 

In our case, β=0 degrees, in order to achieve maximum 

power extraction from a variable speed turbine. The 

empirical coefficients of a typical horizontal turbine c1 to 

c6 were 0.5176, 116, 0.4, 5, 21 and 0.0068 respectively 

[9, 11]. 

 

The parameter )
1

(
i

 can be solved by making use of the 

following equation [10, 12, 13]: 
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The tip speed ratio can be determined as follows [12, 13]: 
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Figure 1: Simulink block diagram of a turbine power 

coefficient model 

 

 



Where: 

m = mechanical angular speed of the turbine shaft in 

(rad/sec) 

 

A water turbine power coefficient model is shown in 

Figure 1. Figure 2 shows that the maximum power 

coefficient of this turbine, Cp (max) is found to be 0.48 at a 

tip-speed ratio (λopt) of 8.1, when β = 0 degrees. Hence, 

the value of Cp (max) was entered as a constant to assume 

maximum power extraction at variable speeds. 

Mechanical torque of the turbine shaft can be expressed 

as follows:  

   

m

m
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P
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2.2 Drive-train model 

 

The role of the drive-train within hydrokinetic system is 

to enable the conversion of kinetic energy of flowing 

water into useful mechanical energy. Drive-train can 

either be geared or direct driven. The gearbox within the 

drive train connects the low speed shaft (on the turbine 

side) with the high speed shaft (on the generator side). 

This enables the provision of high rotational speed 

required by the generator to provide electricity up to 

certain level. A drive-train can be modelled by means of 

different methods such as three-mass, two-mass or one-

mass drive train model [9]. Since the aim of this study is 

to see the interaction between water density and electrical 

output energy, the drive train was treated as a one-mass 

drive train model. This means that all inertia components 

are modelled as a single rotating mass. 

The angular acceleration of the generator shaft can be 

expressed as follows [8]: 
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Where:  

Te = electromagnetic torque in (N.m)  

Tw:g = mechanical torque from water turbine to the 

generator in (N.m) 

Jeq = equivalent rotational inertia of the generator and 

turbine in (kg.m
2
) 

Bm = damping coefficient in (N.m/s) 

ωg= rotor angular speed of the generator in (rad/sec) 

 

One of the advantages of PMSG is that they are low 

inertia machines. Usually Jeq is almost equals to the 

turbine inertia since generator inertia is negligibly small 

[14]. The rotational damping coefficient was assumed to 

be equals to zero as shown in Figure 3.  
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Figure 2: Power Coefficient versus tip-speed ratio of the 

turbine (with β=0°)  

 

 

Figure 3: Simulink block diagram of a drive train model  

 

By neglecting all inertia effects of the chain, the rotor 

angular speed of the generator can be expressed as 

follows: 

 

Gmg . 
                  (11) 

 

Where: 

G = gear ratio 

 

2.3 Permanent magnet synchronous generator (PMSG) 

model 

 

A synchronous machine models for power systems are 

usually based on assumption such as damping effect is 

negligible (of both the rotor and the magnets), the 

magnetic flux distribution in the rotor is sinusoidal, 

magnetic circuit is unsaturated, iron losses are negligible 

and field current dynamics are absent [15,16]. 

The park transformation is a commonly used method for 

a three-phase machine modelling. It is used to transform 

the parameters and equation from the stationary form into 

direct-quadrature (dq) axis [17]. It converts the 3 phase 

alternating current quantities into direct current 

quantities, meaning ABC to dq transformation. The d & q 

voltage equations of the PMSG are expressed as follows 

[9,18]: 
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Where:  

vd and vq = stator terminal voltages in the d, q axis 

reference frame in (V) 

id and iq = stator terminal currents in the d, q axis 

reference frame in (A) 

Ld and Lq = d, q axis reference frame inductances in (H) 

ωe = electrical angular speed of the generator in (rad/sec) 

PM = permanent magnet flux in (Wb) 

Rs = stator resistance in (Ω) 

 

The relationship between the electrical angular speed and 

rotor angular speed (ωg) of the generator is expressed as 

follows: 

 

ge p .                   (14) 

 

Where: 

p = the number of pole pairs;  

 

The equation for the developed electromagnetic torque is 

given as follows [19]: 

 

))((
2

3
qdqdqPMe iiLLipT                  (15)

 
 

3. RESULTS AND DISCUSSION 

 

This paper provides an overview of the proposed MHR 

system model as implemented in MATLAB/Simulink. In 

this section, variable speed responses of the proposed 

system are presented. The main objective is to study the 

performance of the proposed MHR system as compared 

to the one of a wind generation system. The results 

highlight the system that generates electricity better than 

the other one for the same amount of electrical power 

generation. The block diagram of the developed MHR 

system model is shown in Figure 6 below. A 2 kW three-

phase balanced resistive load is directly connected to the 

output of the generator to represent a full-load.  

Simulink signal builder has been used for variable step 

input in order to see how the system responds to a change 

in water speed. The step input signal and the selected 

time range are only used for simulation purpose. The 

simulated parameters of the system components are 

shown in Tables 1 and 2 below. 

 

Table 1: PMSG parameter list [20, 21] 

Stator phase resistance 2 Ω 

Number of pole pairs 8 

d-q axis inductance  1 mH 

Permanent magnet flux 0.46 Wb 

Rated rotor speed 400 rpm 

Rated Power 2 kW 

Rated phase voltage 120 V 

Rated phase current 17 A 

Rated Frequency 50Hz 

Table 2: Turbine and drive-train parameter list 

Turbine blade radius 1.5 m 

Blade swept area 7 m2 

Maximum Cp value  0.48 

Optimal tip speed ratio 8.1 

Gear ratio 1 

Rotational damping coefficient 0 

System total inertia 5 kg.m2 

 

3.1 Dynamic response of an off-grid hydrokinetic system 

 

The step input representing variable water speed has been 

increased in steps of 0.65 m/s for 4 seconds as shown in 

Figure 4 (a). As the water speed increases, the generated 

voltage, load current, and frequency are gradually 

increasing as well. When the water speed increase from 

1.95 m/s to 2.6 m/s (from t=3s to t=4s), the generator is 

rotating at its rated full-load speed. At that moment, the 

generated voltage, frequency and the load current were 

126.6 V, 51.23 Hz and 17.58 A respectively. This 

demonstrates the effectiveness of the developed model 

since these parameters are close to the rated ones. 

 

3.2 Dynamic response of an off-grid wind system 

 

To study the response/performance of a wind system as 

opposed to the MHR system, the same system 

components parameters have been simulated. The air 

density was taken to be 1.225 kg/m
3
 during simulations. 

The step input representing variable wind speed has been 

increased in steps of 6.075 m/s for 4 seconds as shown in 

Figure 5 (a). To enable the same PMSG to rotate at its 

rated speed, the wind speed of 24.3 m/s is need. Such 

speed is practically impossible within South Africa (SA), 

since the average wind speed ranges between 4 to 7 m/s 

[22]. Hence, to enable a wind system to generate the 

same voltage as generated by the MHR system, 

techniques such as increasing the turbine blade size, 

considering a PMSG with larger number of pole pairs 

and/or adding a gearbox to the system can be applied. 

However, any of the above-mentioned techniques will 

results into high/extra additional costs. Furthermore, a 

gearbox will reduce the efficiency and reliability of the 

system due to regular maintenance requirement.  

 

4. CONCLUSION 

 

This paper presented the developed model for studying 

the performance of an off-grid MHR system as submitted 

to varying water velocity. The system consists of a 

horizontal turbine, drive-train and a PMSG. The 

performance of an off-grid MHR system as opposed to 

the one of a wind system has been revealed. The 

comparison results showed that due to high water density, 

a small-scale hydrokinetic river system generates 

electricity markedly cheaper than a small-scale wind 

system. This simply proves that in SA isolated rural areas 

with access to flowing water and adequate/inadequate 

wind resource, hydrokinetic power is the cheaper, reliable 

and efficient system to consider than a wind system. 
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Figure 4: MHR system response for a step change in 

water speed from 0.65 m/s to 2.6 m/s.  
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Figure 5: Wind system response for a step change in wind 

speed from 6.075 m/s to 24.3 m/s. 

 

 
 



Figure 6: Simulink block diagram of an overall MHR system model 
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Abstract: In this paper, a solar PV system comprises of PV panels, batteries, and inverters. The 
system is designed optimally and implemented using the HOMER software for varying load clusters.  

For modelling and simulation of the PV system in HOMER, the inputs provided to the software are 

various component parameters, ratings and costs, location, load profiles, economic parameters and 
system constraints. The main constraint considered is that the maximum annual capacity shortage is 

set to zero. Lastly, the load profile was taken as an input for each of the different cases studied with 
varying cluster sizes – a single household (Case 1), a five-household cluster (Case 2), a ten-household 

cluster (Case 3), and a twenty-household cluster (Case 4). The aim of the paper is to identify the most 
economically sound combination of cluster size PV system design to supply renewable energy to mid-

income households in South Africa. 
 

 

Keywords: Solar PV, residential load cluster, economic analysis, net present cost, cost of energy,  
 

 

1. INTRODUCTION 

 

Electrical energy has globally seen a dramatic increase in 

growth, and is now a basic requirement of life in all 
countries in the world, including South Africa. However, 

energy generation using fossil fuels which release 

greenhouse gases and particulate matter into the 

atmosphere, this large uptake of electricity usage has led 

to an increase in environmental pollution, global 

warming, and gradual depletion of fossil fuels. These 

factors have led to the research and development of 

alternative technologies for generating clean electricity in 

a manner that is less harmful to the environment and 

independent of fossil fuel. The most popular alternative 

energy source is solar energy. Solar energy captured from 

photovoltaic panels is seen to economically produce 

reasonable amounts of electrical energy when installed 

correctly. This, coupled with a battery unit, has the 

potential to become a reliable energy generation scheme 

for clusters of residential, commercial and industrial 

customers. 

 

In order to become independent of the grid, people can 

implement a PV system locally to supply themselves with 

energy. This scheme can be used to feed an individual 

household or a cluster of households. However, the 

implementation of these schemes is highly dependent on 
the economic feasibility of the schemes. Thus, it is 

necessary to study solar PV schemes for different 

household cluster sizes, and compare them to the cost of 

buying electricity from the grid, in order to make an 

informed decision about whether these PV systems 

should be implemented or not, and if so, for which cluster 

sizes they should be implemented. 

 

2. SOLAR ENERGY IN SOUTH AFRICA 

 

2.1 The impact of solar energy to power low-cost housing 

Installing solar PV panels on the rooftops of low-cost 

housing schemes would save the government money in 
the long run, as they could implement systems that run 

completely off-grid, while providing sustainable power to 

the poorer communities in the country. Implementing the 

technology would also improve the citizens’ standard of 

living in these areas, leading to a better average quality of 

life, and improvement to the country’s economy. 

 

2.2 The impact of implementing solar farms 

Building solar farms in South Africa would add much 

needed energy to the national grid, which could help to 

alleviate the grid by increasing the overall safety margin. 

The initial cost would be high, but cognisance should be 

taken that it is a form of renewable energy, which would 

be completely unaffected should the country’s coal 

reserves run low. 

 

3. ECONOMIC FACTORS OF PV SYSTEMS 

 

It is important to be able to compare multiple projects on 

an economic level to decide which is more viable than the 

rest. For this reason, the economic terms and aspects of 

implementing a system of this type in South Africa are 

discussed in this section.  
 

3.1 Cost of the PV System 

The main contributors to the initial and recurring cost of 

the PV system are the battery banks, inverters, and the 

panels themselves [1]. It has been predicted that the cost 

of PV panels will decrease, and that the efficiency of 

these panels will increase as technology develops [2]. The 

main factors used to assess whether a project or system of 
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this type is economically worth pursuing is the Cost of 

Energy (COE) and the Net Present Cost (NPC) [1].  

 

3.2 The cost of grid electricity 

In order to compare the feasibility of implementing a 

stand-alone PV system for a middle-income household, it 

is important to compare the cost of the system to that of 

getting the electricity directly from the grid. The costs 

cannot be directly compared since the stand-alone system 

has the advantage of causing less harm to the 

environment than the coal-fired power stations which 

mainly power the grid. This environmental advantage 

does not constitute monetary value to the consumer, 

however, it is important to do a comparison nonetheless. 

A household consuming more than 450kWh per month 

from the City of Cape Town municipality will fall under 
the Domestic Tariff structure [3], as is the case with our 

average 774kWh per month household. The tariff block 

charges consumers 153.63c/kWh ($0.14/kWh) for the 

first 600kWh used per month, and 186.81c/kWh 

($0.17/kWh) for any amount over 600kWh per month [3]. 

Thus, an average mid-income household would spend 

R1246.83 per month on 774kWh of electricity from the 

grid, if no other sources are considered. This is equivalent 

to $116.43 per month, at the time of writing. 

 

In order for a project to be considered viable by a person 

or company, the project has to be feasible. In the sense of 

this project, this means that the solar PV system that will 

be designed and tested, must be technically sound and 

profitable in the long run. That is, it should be able to 

supply a large enough amount of consumers with a good 

quality of energy supply, for the cost that the project will 

incur. The feasibility of the project will mainly be 

viewed from an NPC point-of-view as well as in terms of 

its environmental and social impacts.  

 

To examine the impacts and economic feasibility of the 

project, the HOMER v2.81 software simulation package 
will be used. This software package allows the system to 

be modelled in its entirety, and optimized for different 

configurations. This will allow comparison of different 

cluster sizes, and will thus allow us to select the most 

feasible solution. 

 

4. CASE STUDIES 

 

In this paper, four case studies will be carried out for 

different load clusters consisting of a single household, 5 

households, 10 households and 20 households followed 

by the economic comparison of these case studies. For 

generating the load profile for each cluster, the load 

profile of Table 1 is multiplied by the number of 

households in a specific cluster to get the total load 

demand for that specific cluster. Thus, it is assumed that 

there is no variation or diversity in load demand for each 

household, and that every household demands the same 

amount of electricity at each time during a day. The 

energy consumption and load summary for various load 

clusters used in the case studies are listed in Table 2 

below. 

 

Table 1: Average Hourly Load Profile for a typical Mid-

Income Household in South Africa [1][6] 
Time of day Load 

(kW) 

Time of day Load 

(kW) 

00:00-01:00 0.670 12:00-13:00 1.210 

01:00-02:00 0.630 13:00-14:00 1.200 

02:00-03:00 0.590 14:00-15:00 1.200 

03:00-04:00 0.600 15:00-16:00 1.180 

04:00-05:00 0.620 16:00-17:00 1.180 

05:00-06:00 1.090 17:00-18:00 1.370 

06:00-07:00 1.290 18:00-19:00 1.325 

07:00-08:00 1.320 19:00-20:00 1.250 

08:00-09:00 1.330 20:00-21:00 1.180 

09:00-10:00 1.320 21:00-22:00 1.100 

10:00-11:00 1.300 22:00-23:00 0.910 

11:00-12:00 1.250 23:00-00:00 0.780 

 

Table 2: Energy Consumption and Load Summary for 

Various Load Clusters  

 
It is to be noted that the load profile given above shows 

an average usage of 25.9kWh per day for a single 

household, resulting in a total monthly usage of 777kWh 
per month. This figure is very close to the average 

estimated 774kWh monthly average from [3]. 

 

5. NON-TECHNICALINPUTS FOR HOMER 

 

This section explores various non-technical inputs that 

are used for HOMER simulation of the solar PV system 

for various load clusters. 

5.1 Economic inputs 

Interest rates in HOMER are used to convert annual costs 

to once-off costs at the current value of money [4]. At the 

time of writing, the South African annual real interest rate 

was at 2.5% [5]. This value is used in the calculation of 

Parameter 

Case 1 – 

single 

household 

Case 2 – 

cluster of 5 

households 

Case 3 – 

cluster of 

10 

households 

Case 4 – 

cluster of 

20 

households 

Average 

(kWh/day) 
25.9 129 259 518 

Average 

(kW) 
1.08 5.39 10.8 21.6 

Peak (kW) 2.42 12.1 24.2 48.4 

Load 

Factor 
0.446 0.446 0.446 0.446 



the NPV within HOMER. It is also assumed that the 

project would run over the course of 25 years, as is the 

default in HOMER, and that this time period will be 

considered in all economic calculations within the 

software. 

 

5.2 Emissions 

The system has no harmful emissions throughout its 25 

year life cycle while being operated. However, it should 

be noted that the production and disposal of the batteries, 

inverters, and PV panels after living out their useful lives 

would have some impact on the environment, though this 

will not affect the cost calculations in this paper. 

 

5.3  System constraints 

The following system constraints into account when 
calculating the most economical system as detailed 

below. 

 

(i) Maximum annual capacity shortage 

The maximum annual capacity shortage is the maximum 

capacity shortage the PV system is allowed to have [4]. 

Thus, setting this value to zero will result in the PV 

system meeting the entire yearly load. Increasing the 

amount of capacity shortfall the PV system is allowed 

will decrease the total cost of the system [1]. This can be 

seen from the fact that having to supply the full load of 

the household would require larger panels and battery 

banks, especially during the winter months when 

consumption increases. Since this paper is only 

considering standalone systems, as well as the fact that a 

mid-income homeowner would expect a constant supply 

of electricity, it will be assumed that no capacity shortfall 

is allowed, and the system has to constantly supply the 

load throughout the year. 

 

(ii) Operating Reserve 

The operating reserve is a certain amount of capacity that 

is kept available during normal operation, in case the load 
demand suddenly increases or the PV output decreases, 

and the system needs to keep up with the load demand. It 

acts as a safety margin to ensure the system is always 

able to keep up with the load demand. [4] 

 

6. MODELING AND SIMULATION OF THE PV 

SYSTEM 

 

The overall model for the system consists of an array of 

solar PV panels, the battery bank, inverters, and the load 

[1] for each cluster as shown in Figure 1. The inputs 

specified above are used in the HOMER simulation 

software for each of the different cluster sizes.  
 

The input specifications for each system component are 

entered manually into the HOMER front end. Each 

component allows for a specific search space for that 

component to be defined [1]. The search space allows for 

different combinations and sizes of the components to be 

used when looking for the economically optimal system 

configuration [4]. Using the specified inputs and search 

spaces defined above, the system gives the outputs 

described in the following section. These outputs are used 

to check which system configuration would be the most 

economically viable solution. 

 

 
Figure 1: Overall PV system modelled in HOMER for a 

single household 

 

7. PARAMETERS USED FOR ECONOMIC 

ANALYSIS 

This section explores the various parameters to be 

calculated for economic analysis and comparison of the 

obtained from the simulations in HOMER. 

 

7.1 The number of technical components required 

The HOMER simulation specifies exactly how many PV 

panels, batteries, and converters will be needed to meet 

the specified load at the most economical cost, from 

within the given search space. The expected battery life 

considering the use of the batteries is also calculated and 

given as a simulation output. 

 

7.2 Economic output parameters 

The following costs are economically assessed by 

HOMER to find the optimal economic solution. 

 

(i) Initial capital 

This is the investment required at the start of the project 

[4]. It is the capital required to obtain and install the solar 

PV panel, the battery bank, and the converter [4]. 

(ii) Operating cost 

This is the cost incurred from the yearly operation of the 

system, and includes all maintenance work and 
replacements required throughout the project [4]. It is 

measured in $/year. 

(iii) Total NPC 

The total Net Present Cost is the total cost incurred by the 

system throughout its entire project lifetime, minus the 

salvage value and earnings at the end of the project, and 

thus takes the initial investment, operating costs, and 

replacement costs into account [4]. The future costs are 

converted to represent what they would be in terms of the 

current value of money, as the value of a given amount of 

money in the future is less than the value of that same 

amount of money, today, due to inflation. This is the 



main parameter that is assessed by HOMER when 

deciding on the most economically feasible solution [4]. 

(iii) Cost of energy (COE) 

This is the effective cost per kWh that is paid by the 

consumers or investors of the system, for electricity from 

the system [4]. This parameter takes the entire cost of the 

system throughout its lifetime into account, including 

replacement of components, and obtains an equivalent 

cost per kWh for the energy obtained from the system [4]. 

The aim is to keep this cost as low as possible, especially 
in the case of clusters being supplied by the system, in 

order to remain competitive with the cost per kWh from 

the grid. Having a competitive cost of energy compared 

to the grid would encourage more consumers to want to 

use solar PV systems, instead of electricity from the grid, 

which is generally produced in a much more 

environmentally harmful way in South Africa. A low 

COE would thus justify investment in the system. 

 

(iv) Cash flow outputs 

The cash flow forecasts are given as outputs, and 

summarised by total inflow or outflow of cash for a 

single year. The cash flow graph shows how the money 

flows through each year of the project lifetime.  

 

In HOMER analysis, the cash flow summary is sorted by 

either by component or by cost type. When displaying the 
‘by component’ summary, the cash flow summary 

summarises the cash flow spent on the PV panel 

configuration, the battery configuration, and the inverters 

[4]. All of these parameters are strictly positive cash flow, 

as it is money that is spent, not received. When 

displaying the ‘by cost type’ summary, the cash flow 

summary summarises the cash spent and received [4]. 

Cash is spent on the initial investment, replacement costs, 

operating costs, and fuel costs [4]. Cash received is the 

salvage value of the system, and thus takes a negative 

cash flow value, due to it being cash received, not cash 

spent.  

 

Each of the two types of cash flow summaries calculated 

in HOMER can be given according to annualised cost, or 

NPC. The cash flow summary given according to the 

annualised cost shows the cash flow for every component 

for each year of the project, as if that cost were to occur 

in every year of the project lifetime, at the exact same 

value [4]. The cash flow summary given according to the 

NPC shows the total cash flow for each component 

throughout the project lifetime, in present value [4]. 

(v) Total salvage value 

The total salvage worth of every component in the 

system, after the 25-year project life cycle, is also 

calculated by the software. 

(vi) Total energy production and usage 

The HOMER software also gives the total annual energy 

output of the solar PV panel, the total yearly load energy 

consumption, and the excess electricity produced by the 

system [1]. The system also gives time-series graphs of 

the energy produced and used in the system. The total 

amount of kWh stored in the battery throughout its life 

cycle is also specified. 

 

8. RESULTS 

8.1 Case 1 – Solar PV system feeding a single household 

 

Table 3: System Configuration for Case 1 
 PV 

(kW) 

Number of 

S4KS25P 

batteries 

Converter 

size (kW) 

Total 

NPC ($) 

Cost of 

energy 

($/kWh) 

1 11 24 3 155,943 0.896 

2 11 24 6 157,768 0.906 

3 11 24 12 161,418 0.927 

4 12 24 3 164,178 0.943 

 

In Table 3, the most economic or optimal solution is 

shown in the first row, highlighted in orange. This 

solution is deemed the optimal solution due to its total 

NPC and COE being lower than that of the other 

solutions, thus making it the most economically feasible 
solution to implement for this case. 

 

Table 4: Annual Electrical energy analysis for Case 1  

 kWh/year % of total 

production 

Power Production (PV 

array) 

16,472 100 

Power Consumption 

(Household AC Load) 

9,450 57.4 

Excess Electricity 5,537 33.6 

Unmet Electrical Load 3.18  

Capacity Shortage 4.55  

 

Table 4 shows that more than a third of the energy 

produced per year is ‘excess electricity’. This is 

electricity that is generated by the PV panel array cannot 

be absorbed by the batteries, due to them being fully 

charged, or the load, due to it being fully met already. 

This is an over-design and increases both the NPC and 

COE of the system.  

 

Table 4 also shows that there is a small unmet load. The 

reason for this unmet load is that the energy in the battery 

and being produced by the PV panel array cannot fully 

satisfy the load at some instant in time, during the year. 

The time of occurrence of the unmet load and the time of 

occurrence of the excess electricity being produced do 

not overlap, thus explain the existence of the unmet load 

in spite of there being excess electricity being produced 
by the system. 

 

8.2 Case 2 – Solar PV system feeding a cluster of five 

households 

In Table 5, the most economic or optimal solution for 

case 2 is shown in the first row, highlighted in orange. 

This solution is deemed the optimal solution due to its 

total NPC and COE being lower than that of the other 



solutions, thus making it the most economically feasible 

solution to implement for this case. 

 

Table 5: System Configuration for Case 2 
 PV 

(kW) 

Number 

of 

S4KS25P 

batteries 

Converter 

size (kW) 

Total 

NPC ($) 

Cost of 

energy 

($/kWh) 

1 64 120 16 854,440 0.985 

2 64 120 32 864,173 0.996 

3 64 160 16 960,325 1.107 

4 64 160 32 970,058 1.118 

 

 
Table 6: Annual Electrical energy analysis for Case 2  

 kWh/year % of total 

production 

Power Production (PV 

array) 

103,815 100 

Power Consumption 

(Household AC Load) 

47,085 45.35 

Excess Electricity 49,701 47,9 

Unmet Electrical Load 0.000607  

Capacity Shortage 0.00  

 

Table 6 shows that about 47,9% of the annual energy is 

‘excess electricity’ indicating an overdesign while there 

almost no unmet electrical load that points to reliability of 

energy supply for this case.  

 

8.3 Case 3 – Solar PV system feeding a cluster of ten 

households 

 

Table 7: System Configuration for Case 3 
 PV 

(kW) 

Number 

of 

S4KS25P 

batteries 

Converter 

size (kW) 

Total 

NPC ($) 

Cost of 

energy 

($/kWh) 

1 128 200 32 1,600,112 0.919 

2 128 200 64 1,619,577 0.930 

3 128 240 32 1,705,420 0.979 

4 128 240 64 1,724,886 0.990 

 

Table 8: Annual Electrical energy analysis for Case 3 

 kWh/year % of total 

production 

Power Production (PV 

array) 

207,631 100 

Power Consumption 

(Household AC Load) 

94,517 45.52 

Excess Electricity 99,001 47,7 

Unmet Electrical Load 17.8  

Capacity Shortage 21.1  

Table 7 shows the optimal solution for Case 3 in the first 

row, highlighted in orange. Table 8 shows that about 

47,7% of the annual energy is ‘excess electricity’ in this 

case (similar to Case 2) while there is some unmet 

electrical load higher the previous two cases. 

 

8.4 Case 4- Solar PV system feeding a cluster of twenty 

households 

 

Table 9 shows the optimal solution for Case 4 in the first 

row while Table 10 gives the annual electricity analysis 

for the same. Table 10 shows that this case has the 

highest unmet electricity and excess electricity 

percentage slightly less than Case 2 and Case 3. 

 

Table 9: System Configuration for Case 4 
 PV 

(kW) 

Number 

of 

S4KS25P 

batteries 

Converter 

size (kW) 

Total 

NPC ($) 

Cost of 

energy 

($/kWh) 

1 250 400 64 3,150,812 0.905 

2 250 400 128 3,189,743 0.916 

3 500 240 64 4,788,377 1.375 

4 500 240 128 4,827,308 1.386 

 

Table 10: Annual Electrical energy analysis for Case 4 

 kWh/year % of total 

production 

Power Production (PV 

array) 

405,529 100 

Power Consumption 

(Household AC Load) 

189,002 46.6 

Excess Electricity 188,245 46.4 

Unmet Electric Load 67.6  

Capacity Shortage 91.8  

 

9. DISCUSSION OF RESULTS AND CONCLUSION 
 

The four cases have been compared in terms of NPC and 

equivalent COE per consumer as summarised in Table 

11. Table 11 indicates that Case 1 has the lowest NPC, 

with Case 4 costing only $1597.6 more. Thus, it can be 

said that both of these cases exhibit very good NPCs, 

compared to the other observed cases. However, the NPC 

of every case is very high for a mid-income household 

owner to be able to afford without some sort of subsidy 

from the government. If these systems were completely 

funded by the government for economic upliftment of a 

specific community, it would become a lot more feasible. 

However, it is unrealistic for a middle-class household to 

invest in this sort of system when they have to pay for 

everything on their own. The results shown above are 

now condensed to a “per consumer” equivalent by 

dividing the NPC and COE by the number of consumers 

in a cluster. This can be done due to the lack of diversity 

in the clusters, and helps to better compare the cases on 

an equal base. 



 
Table 11: Cost Comparison of equivalent Optimal 

Solutions for Each Case 

Case 

Number of 

households 

being fed 

Equivalent 

total NPC 

per 

consumer ($) 

Equivalent 

cost of 

energy per 

consumer 

($/kWh) 

1 1 155,943 0.896 

2 5 170,888 0.197 

3 10 160,011.2 0.0919 

4 20 157,540.6 0.04525 

 
The equivalent cost of energy per consumer obtained 

from Case 3 and Case 4 is extremely low compared to the 

City of Cape Town’s current tariff, making these cases 
very attractive. Case 2 is also quite close to the City’s 

current tariff, while Case 1 is extremely high compared to 

the City’s tariff. The extremely high cost of energy 

obtained from the system in Case 1 makes Case 1 a very 

unfeasible solution. Case 4 exhibits the lowest cost of 

energy by a large margin. It should be noted that, due to 

there being no diversity in the loads in an individual 

cluster, the results tabulated above are actually quite 

conservative. This is stated due to the fact that some 

households might consume less energy than others, while 

others could consume more. Thus, if diversity of the 

households’ loads were taken into account, the COE and 

NPC would both be lower and would thus reflect 

positively on the designed system. Thus, the absence of 

diversity in the loads could be thought of as an increase in 

the safety margin of the system. 

 

It is seen that each of the systems exhibit an annual 

capacity shortage. However, these values are very small 

considering they are over an entire year, where a mid-

income household is expected to consume 9453.5 kWh 

per year. The lower the electricity shortfall, the more 

desirable a case becomes. Case 2 has the smallest 
capacity shortage, and is almost non-existent, while Case 

4 has the largest shortage, but is almost in line with Case 

1. Each of the above cases shows a large amount of 

excess electricity being produced by the system. Case 1 

shows the lowest amount of excess electricity being 

produced, with each of the other cases producing almost 

double the amount of excess electricity. The excess 

electricity can be used by the system as the demand of the 

household increases over time, and provides a safety 

factor should the actual load of a household exceed that 

of the load profile. The excess electricity cannot be 

exported to the grid due to the design being for a 

standalone system. However, if a connection to the grid 

ever becomes available, exporting the excess electricity 

to the grid could be considered. Following the trends in 

the past, it can be said that the cost of the solar PV and 

battery technologies will decrease as better technologies 

and processing methods are discovered. It can also be 

said, based on past trends that the efficiencies of the PV 

panels will increase over time. All of these factors 

contribute to a forecast that the price of implementing a 

system of this type will decrease over time.  

 

From the above results, it can be concluded that Case 4 

offers the best economically feasible solution, especially 

considering that its NPC is very close to Case 1, but 

offers an extremely low effective cost of energy. This 

option seems to be the best as it would not be a single 

individual paying the cost for the project, but rather a 

company or municipality where the money is available, 

unlike in Case 1 where it would be an individual paying 

the entire cost of the system. The research done in this 

project sees promise in the sense that it can be used to 
help people become independent of the grid and provide 

electricity to people who are currently not connected to 

the grid, as well as shifting electricity generation sources 

away from fossil fuels, toward renewable, 

environmentally safe sources at a reasonable cost for 

organisations who have money available to spend to 

improve the organisation’s public image. The system can 

also be implemented in business parks. 
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Abstract: The installation of renewable energy systems is on the increase, as many seek to avoid the 

sharp rise in the cost of electrical energy as supplied by ESKOM in South Africa. Other reasons for 

the increase in installations of renewable energy systems include the decrease of carbon footprints, 

protection of the environment, sustainability, social responsibility and socio-economic development 

in rural areas. This paper aims to present a customizable energy monitoring system which may be 

used to analyse and evaluate the operation of a number of different photovoltaic modules (or arrays) 

which may be used in a singular photovoltaic system. Parameters which are monitored include the 

output voltage, current and temperature of three 10 W polycrystalline modules. The customizable 

energy monitoring system includes a data logging interface circuit, an ARDUINO MEGA 2560 data 

logger and a personal computer displaying a front panel of the recorded results which was developed 

in LabVIEW. 
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1. INTRODUCTION 

 

“We're going to be able to ask our computers to monitor 

things for us, and when certain conditions happen or are 

triggered, the computers will take certain actions and 

inform us after the fact” [1]. These words uttered by 

Steve Jobs back in 1985 well illustrate the vision of 

having personal computers (PC) monitor and control 

specific events based on predetermined criteria. PC have 

become common place in all forms of society, and 

especially so within the field of scientific research. In 

fact, PC have become a fundamental part in the 

effective energy management of buildings and energy 

systems [2, 3]. 

 

Energy monitoring may be defined as a management 

technique that uses energy information as some 

feedback to reduce or eliminate energy wastage and 

control the current existing level of energy usage while 

improving the operating procedure [4]. Another 

definition states that energy monitoring is a technical 

and management function which provides the  

capability to monitor, record, analyse, examine, and 

control energy flow through systems [5]. Reasons for 

energy monitoring include verification of energy usage, 

determining where energy can be saved, avoiding 

maximum demand loads, increasing reliability of energy 

supply, verifying mathematical calculations of energy 

consumption, detecting faults, enabling effective 

intervention to minimize possible energy losses and for 

quality assurance purposes [6-11]. However, energy 

monitoring can be expensive due to the hardware 

requirements [12]. 

 

When considering renewable energy systems, 

energy monitoring becomes the first step towards a 

more complete diagnosis of photovoltaic (PV) modules 

and its prognosis regarding expected lifetime [13]. This 

is especially so when comparing the operation and 

efficiency of different PV modules or arrays used within 

a specific PV system for large power generation. 

 

The purpose of this paper is to present a customizable 

energy monitoring system which may be used by an 

end-user to analyze and evaluate the operation of a 

number of different PV modules (or arrays) which may 

be used within a singular PV system. The monitoring 

system is customizable in that various calculations can 

be included and specific log files can be generated that 

simplifies the analysis of the recorded data. The paper 

will firstly review some commercially available data 

loggers which form the backbone for energy 

monitoring. The practical setup used to validate the 

performance of the energy monitoring system is then 

provided. Results and discussions follow with some 

succinct conclusions. 

 

2. COMMERCIALLY AVAILABLE LOGGERS 

 

A variety of commercial data loggers are available for 

purchase on the Internet today. Using Google Scholar to 

search for the exact phrase “data loggers” results in 38 

000 hits [14] while the IEEE Xplore site reveals some 

459 hits in total [15]. However, only 6 articles from the 

IEEE Xplore consider data loggers in the PV 

environment where the ARDUINO platform has been 

used. 

 

A data logger, or energy meter, should be cost-effective, 

user-friendly, easily and quickly accessible and reliable 

[3]_ENREF_5. Four commercially available data 

loggers in South Africa (SA) were reviewed as possible 

candidates for inclusion in an energy monitoring system 

for PV systems, and are given in Table 1 with selected 

advantages and disadvantages. 

 

The ARDUINO MEGA 2560 is currently available 

from a number of distributors in SA and is 



manufactured by SmartProjects in Italy [16]. They are 

currently the most cost-effective data loggers 

(approximately R 500) that simple require a permanent 

serial connection to a PC for data acquisition and 

storage. 

 

Table 1: Data loggers with their advantages and 

disadvantages adapted from Swart et al. [3] 

Data logger Advantages Disadvantages 

Designed 

logger where 

ARDUINO 

MEGA 2560 

was used as 

implementation 
platform 

 Very cheap (R 500) 

 More functionality 

 More customizable 

 16 I/O analogue 
channels 

 54 I/O digital channels 

 Serial data 
communications to a 

PC 

 Repetitive unlimited 

samples with unique 
file names 

 Real time 

mathematical 
calculations 

 Remote access via 
network cable 

 Must be 
permanently 

connected to a PC 

 LaBVIEW 

software required 

for more 
functionality 

 Programming 
skills required 

PICOLOG 

1012 

 Very user friendly 
interface 

 Repetitive unlimited 
samples with unique 

file names 

 Real time 

mathematical 

calculations 

 12 input analogue / 

digital channels 

 2 output digital 

channels 

 Remote access via 

network cable 

 Modestly priced 

(R 2500) 

 Time stamp per 

sample missing 

 Must be 

permanently 
connected to a PC 

DAQPro  

5300 

 User friendly interface 

 On-board memory for 
medium data storage 

 Expensive (R12 
000) 

 8 input analogue 

channels 

 Limited number of 

samples 

 Mathematical 

calculations after 
data collection 

 One alarm output 

reduces input 
channels by 1  

 No remote 
download 

CAMPBELL 
Scientific 

CR800 

 Medium user friendly 

interface 

 On-board memory for 
extensive data storage 

 Remote download via 
network cable 

 4 output digital 
channels 

 Resistance 

measurements 

 Pulse counter 

 Very expensive 
(R18 000) 

 6 single-ended 
analogue input 

channels 

 Mathematical 
calculations after 

data collection 

 

The PICOLOG 1012 is manufactured by PICO 

Technology in the United Kingdom [17] and is available 

from two local approved distributors in SA [18, 19]. 

They feature 12 single-ended input channels with a 

maximum input voltage of 2.5 V, but need to be 

permanently connected to a PC to enable data storage 

and analysis. A general purpose notebook (price of 

around R 4000 in SA) is the more logical choice, as it is 

portable, compact and provides battery backup in case 

of power disruptions.  

 

The DAQPro 5300 is manufactured in the United States 

of America (USA) by Fourtec Fourier Technologies 

[20], and is available from a number of local suppliers 

in SA. They are rather expensive at around R 12 000 

each, but do not require a permanent connection to a PC 

for logging purposes. They are limited to eight analogue 

input channels with a maximum input voltage of 10 V.   

 

The CAMPBELL Scientific CR800 is the Rolls Royce 

of data loggers and is manufactured in the USA [21]. It 

has six single-ended analogue inputs with a maximum 

input voltage of 5 V. It can store data over an extended 

period of time and be remotely activated for data 

downloads.  

 

The ARDUINO MEGA 2560 is the cheapest of the 

locally available microcontroller boards that was 

suitable for this project in SA, and has been used in 934 

research project according to Google Scholar. However, 

searching for the words “ARDUINO MEGA 2560” and 

“photovoltaic” returns 59 results, indicating its 

applicability as a data logger in PV systems. The 

ARDUINO MEGA 2560 is also very easily integrated 

into LabVIEW, where a customizable program can be 

developed according to end-user needs. Other reasons 

for choosing this platform for this research include [22]: 

 It is an open-source project where the 

software/hardware is extremely accessible and 

very adaptable. 

 It is flexible and offers a variety of digital and 

analogue inputs/outputs, serial interface and 

digital and PWM outputs. 

 It is easy to change and update the program as 

it connects to a PC via USB and communicates 

using standard serial protocol. 

 It is an inexpensive microcontroller for which 

the software is freely available. 

 It has a large online community with a lot of 

references, example source codes and libraries 

to refer to.   

 

3. LabVIEW 

 

National Instruments LabVIEW is a graphical 

programming language that has its roots in automation 

control and data acquisition. Its graphical 

representation, similar to a process flow diagram, was 

created to provide an intuitive programming 

environment for scientists and engineers. The language 

has matured over the last 20 years to become a general 

purpose programming environment. LabVIEW has 



several key features which make it a good choice in an 

automation environment. These include simple network 

communication, turnkey implementation of common 

communication protocols (RS232, GPIB, etc.), powerful 

toolsets for process control and data fitting, fast and 

easy user interface construction, and an efficient code 

execution environment [23]. 

 

4. ARDUINO 

 

The ARDUINO is an electronic platform designed to 

simplify the process of studying digital electronics.  

According to one of its designers, David Cuartielles, in 

2013 there were already some 700,000 ARDUINO 

boards in consumer’s hands with at least the same 

amount of counterfeit boards. The ARDUINO 

comprises a microcontroller, a programming language 

and an Integrated Development Environment (IDE) 

[24]. ARDUINO was born to teach Interaction Design, a 

design discipline that puts prototyping at the centre of 

its methodology [25]. The designers attempted to design 

a user-friendly software and hardware interface, making 

freely available the necessary documentation to support 

it [26].  

 

Two boards were considered, the UNO and the MEGA 

(Table 2 gives a brief specification breakdown). Figure 

1 shows the ARDUINO MEGA 2560 that was used in 

this research due to its large number of input / output 

channels (see Table 1) and the relevant ease of 

connecting it to LabVIEW. 

 

 
 

 

Figure 1: ARDUINO MEGA 2560 

 

The cost of the hardware is relatively cheap (see Table 

1) and the development software can be downloaded for 

free from the Internet. There are also a growing number 

of software examples which are freely available, making 

the implementation of ideas on these boards easier to 

achieve. Students from different fields make extensive 

use of these ARDUINO boards [27-29]. 

 

Table 2: UNO and MEGA specifications [30] 

 

ARDUINO UNO MEGA 

Microcontroller  ATmega328 ATmega2560 

Operating Voltage 5V 5V 

Input Voltage  7-12V 7-12V 

Digital I/O Pins  14  54 

Analog Input Pins  6 16 

DC Current per I/O Pin  40 mA 40 mA 

DC Current for 3.3V Pin  50 mA 50 mA 

Flash Memory  32 KB  256KB 

SRAM 2 KB  8KB 

EEPROM  1 KB  4KB 

Clock Speed  16 MHz 16 MHz 

 

5. LabVIEW and ARDUINO 

 

Before the ARDUINO can be used as a data logger in 

conjunction with LabVIEW, it needs to be flashed with 

the LabVIEW base software [31]. In the LabVIEW 

software the ARDUINO must be initiated, and again 

closed at the end of every session. Voltage readings are 

obtained from the ARDUINO by using the analog read 

function (see Figure 2). The value is then multiplied by 

a factor for calibration and to compensate for any 

interface losses. The immediate value is displayed on 

the front panel of the LabVIEW software visible on the 

screen of the PC. This value is then filtered by a 

Butterworth Filter before it is written into a matrix. The 

filter is used to filter out high frequency components 

that come from the ARDUINO’s analog read circuit and 

any other noise present in the data logging system. 

  

 
Figure 2: Analog read and conditioning functions used 

in LabVIEW 

 

The functions in Figure 2 were duplicated for three 

voltage readings as well as for three current readings, as 

the output power of three different PV systems were 

being monitored (each comprising a 10 W 

polycrystalline PV module, data logging interface 

circuit and a fixed resistive load). The PV module was 

set to a tilt angle equal to latitude as suggested by 

Chinnery [32] and no batteries were included in the 

practical setup due to uncertain variations which may 

exist between batteries from the same manufacturer and 

with the same model number [33]. 

 



Temperature readings for the modules were obtained by 

a thermistor read function in LabVIEW (see Figure 3). 

The temperature value was also passed through a 

Butterworth Filter to eliminate any high frequency noise 

components. The temperature signal was multiplied by a 

calibration factor after which it is displayed on a graph 

on the front panel of the LabVIEW software program. 

  

 
Figure 3: LabVIEW functions used for temperature 

readings from the thermistors 

 

One way of comparing the performance of the three PV 

systems was to record the amount of samples where the 

output power of each module exceeded a set limit (3.5 

W in this research). In order to have a record of the 

percentage of time that each PV module produced more 

than 3.5 W of power, a shift register was used in which 

the value was incremented each time a sample’s value 

were above the set limit. The accumulation of these 

values was automatically written into a singular file at 

the end of each day. Figure 4 gives an indication of the 

implementation of the “samples above a certain level” 

method. 

 

 
Figure 4: Process of incrementing the shift register for 

sample values above specified power 

 

Another way to evaluate the performance of each of the 

three PV systems was to record the Watt hours (Wh) 

generated by each module. This was done by calculating 

the mean power for a specific number of samples and 

then multiplying that mean power with the time in hours 

represented by those samples (see Figure 5). This results 

in an instantaneous Wh value for a specific number of 

samples taken within a 24 hour period.  

 

 
Figure 5: Calculation of Wh 

At the end of each day a predefined file is opened and 

the collected data (number of samples above a set power 

limit, Wh, maximum temperatures and a date stamp) is 

added into the file (see Figure 6). This simplifies data 

analysis as one does not have to work through 

thousands of samples for each day to calculate the 

required data.    

 

 
Figure 6: LabVIEW code for writing data to a file 

 

Figure 7 is an example of the data file that is amended at 

the end of each day. Each row consist of the date, 

followed by the sample counts above 4 W, the total Wh 

for that day (which must be divided by 1000 as 

LabVIEW does not insert commas into the data) and 

lastly the maximum temperatures (must be divided by 

100 to obtain the decimal separated value) during that 

day for each of the modules. 

 

 
Figure 7: Example of data file where values need to  

 

The LabVIEW front panel is shown in Figure 8 where 

the following is discernable: 

 the total amount of samples that are to be recorded 

and written to a single file (see A); 

 the Arduino board that is used for the sampling (see 

B); 

 the power set limit for the sample count (see C); 

 the calibration factor for the current (see D) and 

voltage of each module (see E); 

 the instantaneous power for each module (see F); 

 the accumulated Wh for each module (see G), 

 a limited logged history as well as the instantaneous 

values of the current (see H), voltage (see I) and 

power (see J); and 

 the total sample count which has been completed 

(see K).  

  



 
Figure 8: LabVIEW front panel 

 

 

6. CONCLUSIONS 

 

The purpose of this paper was to present a customizable 

energy monitoring system which may be used to analyse 

and evaluate the operation of a number of different PV 

modules. The output voltage, current and temperature of 

three 10 W polycrystalline modules were recorded using 

the ARDUINO MEGA 2560 data logger, with 

instantaneous power calculations being achieved and 

displayed on the front panel of the LabVIEW software 

program. Calibration settings and total sampling counts 

are accessible from the front panel. Specific data 

(number of samples above a set power limit, Wh, 

maximum temperatures and a date stamp) is added into 

a singular file at the end of each sampling period, which 

simplifies data analysis and PV system evaluation.    
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Abstract: This paper investigates the steady state impact of Distributed Generators (DG’s), with major 
focus on Photovoltaic Cells (PV) on a real Swaziland distribution Network. The worst case scenario 
shall be analysed before the DG is connected to the grid to ensure that the network voltages operate 
within allowable ranges and then the voltage profile variation together with the steady state voltage 
regulation after the connection of the PV plant shall also be analysed. The impact of placing the 
generator at different locations within the network together with the penetration levels shall be studied 
and the optimal solution evaluated. 
 
Keywords: PV Plant, DIgSILENT, IPP, Point of Common Coupling, Distributed Generators, Voltage 
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1. INTRODUCTION 
 

The power deficit and lack of energy self-sufficiency in a 
number of countries within the Southern African Power 
Pool (SAPP) member countries has forced utilities, 
including the Swaziland Electricity Company (SEC), to 
look into a number of options to arrest this problem. This 
drive has been further enhanced by the deregulation of the 
Electricity Supply Industry in most of these countries 
which have opened doors for partnering with independent 
power producers (IPPs). Moreover, with most 
governments becoming more inclined towards the 
development of renewable energy through providing 
support for renewable energy programs, there has been a 
high increase in the desire for integrating renewable 
energy into the grid. Furthermore, the establishment of 
policies to promote renewables, such as feed in tariffs as 
well as other financial and tax incentives in the forms of 
favourable loans and reduced corporate tax, to name but a 
few, have also encouraged individuals and companies to 
invest on green energy.  
 
The influence of the above factors is more evident in the 
developed countries where there have been a large 
penetration of energy from other generators, mainly 
induction generators, into the power system and this has 
resulted in drastic changes to the system dynamics that had 
been previously determined by synchronous generators. 
Unlike the conventional synchronous generators, the 
power generated from induction generators is highly 
variable and therefore difficult to dispatch as a result of the 
stochastic nature of its prime movers i.e. wind speeds [1]. 
As a developing country whose energy supply industry has 
just been deregulated a few years ago, Swaziland has been 
found to be no exception from what most of the developed 

countries have already experienced; hence this paper 
investigates the impact of integrating such systems into the 
Swaziland Electricity Network, especially on the 
distribution network. 
 
Nonetheless, as a developing country, Swaziland is 
experiencing high development rates of its urban areas, 
which is likely to come with large structures that may 
impede the flow of wind in case of wind generation plants 
or may affect positioning of Photovoltaic (PV) plants and 
therefore influence the location of the generation plant. 
These unfavourable conditions can limit grid 
interconnection to radial feed for unidirectional power 
flow. This further implies that the power from these 
distributed generators may have to be evacuated through a 
weak and sometimes congested grid  
 
Although, sometimes designed for ring feeds, distribution 
systems have been operated as radial feeds over the years 
for the best control and coordination of the protective 
devices. The radial or weakly meshed topological structure 
is characterised by a high resistance to reactance (R/X) 
branch ratios [3, 4, 5]. As a result, these networks are 
subjected to high power losses due to the very high line 
resistance which then result in poor voltage regulation thus 
making the study on the role of Distributed Generators 
(DGs) on the voltage regulation a very important area of 
evaluation. This is mainly because DGs have been recently 
proposed to minimise distribution power losses in the 
power network by improving the distribution system 
voltage at the load points, especially for those loads which 
are closer to the Point of Common Coupling (PCC). 
 
Furthermore, the load of a distribution network is always 
changing due to the variations in consumer demands. The 



distribution system sometimes experiences voltage 
collapse under critical loading conditions thus a need to 
further investigate the impact of distributed generation on 
the system voltage support. In [2], the connection of a 
generator to the distribution system has been found to 
affect the power flow and the voltage profiles of the power 
system and the profiles were found to be different for 
different types of loads. 
 
To analyse the impact of DGs on the power system voltage 
stability, this paper shall focus on the considerations for 
generator placement, factors influencing generator sizing 
together with the impact of placing the generator at 
different locations within the network and the optimal 
solution evaluated.  
 

2. DISTRIBUTION SYSTEM DESCRIPTION 
 

In order to investigate the impact of the PV plant 
integration on the power system steady state voltage 
profile, a real radial distribution network located at the 
Malkerns Substation of the Swaziland Electricity 
Company Network is used. This network allows for the 
simulation and studying of the effects of the integration of 
PV plants into a radial distribution line with very long 
branch networks for voltage profile improvement. The 
single line diagram of the distribution system under the 
study, without DG, is presented in Fig. 1. 

 
 

Figure 1. Simplified Radial feeder with long branch 
network single line diagram 

 
The considered network consists of a 66 kV, 50 Hz 
transmission system which feeds an 11 kV distribution 
system through a 66/11 kV, DYN 11 transformer with 
rated apparent power of 2.5MVA. The primary substation 
transformer’s tap is adjusted in order to maintain voltages 
at all buses within the allowable range for minimum and 
maximum demand without DG’s. 
 
Only one feeder under this distribution network is covered 
in this study and consist of 38 nodes and 3 very long feeder 
branches that are heavily loaded. This feeder is composed 
of two major conductors; Mink which forms part of the 
main line together with a few branch networks and Gopher 
which is mainly used in the minor branch networks. Under 
normal operating conditions, the total network load during 

maximum demand is 2.6 MW, with a total load is 0.8 MW 
experienced during the minimum demand period. The 
distribution lines and the feeder are modelled as series 
connection of resistance and inductance and the loads are 
represented by constant power model. 
 
When load flow studies were carried out before the 
integration of PV generation, the network complied with 
the grid requirement up to 16% loading as shown in Table 
1 below. Although the voltage drops tremendously at 20% 
loading, the effect of the distance from the supply is seen 
not have as much influence on the voltage as is with 30% 
and above loading. 
 
To analyse the impact of the loading on the feeder voltage 
profiles, simulations were carried out in PowerFactory for 
the SEC distribution Network. These simulations were 
carried out for various feeder loading as depicted in Table 
1  
 

Table 1: Feeder voltage profile at various loading – No 
PV connected 

 
 Source 

(1094) 
K1353 K1012 K899 

% 
Loading 

Voltage 
p.u. 

Voltage 
p.u. 

Voltage 
p.u. 

Voltage 
p.u. 

10 0.98 0.96 0.95 0.97 
16 0.97 0.94 0.92 0.95 
20 0.97 0.92 0.90 0.94 
30 0.95 0.87 0.84 0.90 
40 0.93 0.77 0.81 0.85 
41 0.93 0.80 0.76 0.85 

 
3. GENERATOR SIZING IMPACT STUDY 

 
Previous studies have shown that it may be desirable to 
have higher capacity generators connected to the 
distribution network to ease it from loading stress as well 
as have these generators positively contribute in the 
voltage regulation process. It has also been observed that 
the DG that can be installed on a distribution System is 
highly dependent on the circuit system voltage, the 
location of the DG generator on the circuit, the circuit 
configuration and characteristics, system protection issues, 
voltage regulation issues, as well as the DG characteristics 
[3]. As such, it has become paramount that these issues be 
considered in the study of the impact of DGs on the power 
system voltage stability.  
 
In order to study the impact of integrating the PV plant into 
the distribution system, a PowerFactory PV model was 
evaluated for different penetration levels and their results 
compared. This was tested on the model of the network 
shown in Figure 1 and the PV plants were intentionally 
placed at the weak region of the network to simulate the 
worst case scenario.  
 
 
 



4.1 Modelling Assumptions 
 
When doing the analysis, the following assumptions were 
applied to the study:  
 
• The maximum power output of the PV plants is at a 

power factor of between 0.975 inductive and 0.975 
capacitive. 

• A voltage regulation limit of +5% / -5% shall apply to 
the SEC network at the 11kV level. 

• Maximum loading permitted for lines and 
transformers in the SEC network is 90%. 

• The voltage of the 66kV Malkerns busbars will be 
controlled by the transformer tap changer(s) to 
1.02p.u in accordance with the current operating 
philosophy for the Swaziland network. 

• The effect of a generation plant on the network is 
proportional to the size of the generation plant i.e. the 
smaller the size of the plant the smaller the impact. 

 
4.2 Methodology  
 
The methodology applied to this project is summarised as 
follows: 
 
• A DIgSILENT PowerFactory model representative of 

an existing portion of the SEC distribution network at 
the study area was used as the basis for the capacity 
evaluation. 

• Generation plants were operated in power factor 
control mode, with a power factor set point of 0.975 
p.u. in the studies.  

• The network capacity at the proposed point of 
connection was evaluated to determine the maximum 
amount of generation that can be connected at this 
point. 

 
4. DISCUSSION OF RESULTS 

 
Three case studies were carried out to evaluate the impact 
of installing PV generation on voltage stabilisation. A 
factor of the load around the area where the PV plant is to 
be installed over the complete feeder requirement was used 
to size the generators, in all the cases. Since the feeder 
maximum demand is 2.5MVA, the generation capacity 
was sized below this load and various loading were used 
per case, considering the effective load of the considered 
branch network.  
 
To analyse the results, a voltage profile of the whole feeder 
is depicted in table 2 and the method used to obtain the 
results explained in the following Cases. 
 
Case1: Placement of PV plant towards the tail of heavily 
loaded branch and the main line 
 
In this case, voltage support can be achieved by installing 
one PV plant at the end of the network and another plant 
at the end of the branch network with the highest load. A 
0.7MW PV plant was placed at node K1012 and a 1.1MW 

PV plant placed at node K899 during the simulations and 
the following results were obtained as depicted in Scenario 
A of Table 2. 
 
Table 2: Feeder voltage profile with PV plant connected 

at various nodes of the distribution lines  
  

 Source 
(1094) 

K1353 K1012 K899 

Scenario Voltage 
p.u. 

Voltage 
p.u. 

Voltage 
p.u. 

Voltage 
p.u. 

A 0.93 0.96 1.01 1.02 
B 0.93 1.01 0.98 0.90 
C 0.93 0.99 1.04 0.99 

 
Scenarios:  
 
A. PV plant connected at nodes K1012 and K899 
B. PV plant connected at node K1353 
C PV plant connected at nodes K1353, K899 and K1012 
 
This study revealed that placing PV generators at the end 
of the feeders and heavily loaded branch has a positive 
impact on the voltage profile. The voltage at the nodes 
where the plant is installed greatly improves and complies 
with the grid code. However, it was observed that there are 
areas where voltage sags and under voltage was 
experienced thus resulting in non-compliance with the 
Grid code. 
 
Case2: Placement of PV plant at the Node where heavily 
loaded branch deviated from the main line 
 
Case 2 investigates the impact of placing the PV plant at 
the central location that will provide voltage support to 
both the main line in the heavily loaded branch network 
and the results of the simulation are shown in scenario B 
of table 2. To achieve this objective, a PV plant is placed 
at node K1353 and then results of the generator integration 
investigated. 
 
From this case study, it was observed that for optimum 
voltage support the plant size had to be confined to a 
maximum of 61% of the maximum feeder loading. When 
this limit was exceeded, voltage swells which could easily 
result in an overvoltage were experienced. However, even 
when the generation was increased beyond this optimum 
limit, it was observed that the power network still failed to 
comply with the Grid Code requirement. Although voltage 
swells were experienced very close to the injection point 
when the generation output was increased, it is also 
observed that this had little effect on the heavily loaded 
branch network as the voltage within this network 
remained below the 0.95p.u. Nonetheless, a positive 
impact was noted along the main line as the voltage at node 
K1012 was above the required 0.95p.u. and below 1.05p.u 
as specified in the grid code. 
 



Case3: Placement of PV plant at the Node where heavily 
loaded branch deviated from the main line and at the tail 
of the main line as well as the heavily loaded line 
 
Three PV plants are installed in this case. Two plants were 
installed at the end of the network and at the end of the 
branch network with the highest load. Another PV plant 
was also installed at the central location that will provide 
voltage support to both the main line in the heavily loaded 
branch network. This is achieved by placing 0.7MW, 
0.8MW and 0.3MW PV plants at nodes K1012, K899 and 
K1353 respectively. 
 
From this case study it was observed that better voltage 
support can be achieved with this method since the voltage 
levels were in compliance with the grid code at all levels 
of the network. 
 

5. CONCLUSION 
 

This paper presented the considerations and effects of 
integrating a PV plant into a distribution network with very 
long and heavily loaded branch networks. Part of the 
Swaziland distribution network was used in the study. It 
was observed that under such networks, dispersed 
generation offers adequate control on the voltage profile 
improvement.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It was further observed that for optimum voltage support, 
the placement of the generators is also greatly influenced 
by the loads and their distribution in the power network. 
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Abstract:  

The utilization of an air source heat pump (ASHP) to retrofit geyser can significantly 

reduce electricity consumption for sanitary hot water production. Furthermore, optimal 

operation of the system based on ambient conditions and capacity of hot water usage would 

enhance both achievable performance and payback time. The study focuses on using a data 

acquisition system to evaluate the performance of an efficiently installed ASHP water 

heater and hence determine the payback period of the system. Preliminary results depict 

that during the four months of performance monitoring of the system, the average month-

day input energy, coefficient of performance and volume of hot water usage was 3.0 kWh, 

2.2 and 260 L respectively. An average monthly energy saved of 125 kWh was achieved 

while the average ambient temperature and relative humidity of 24.6 
o
C and 64.2% were 

recorded for the entire time of operation of the system. Finally, using a multiple comparison 

test, it was demonstrated that no mean significant difference occurred in both the average 

week electrical energy and COP for each of the different months throughout the 

observations. The payback period of the ASHP unit was determined to be less than 6 years 

from a conservative approach method. 
 

Keywords: Air source heat pump (ASHP); Sanitary hot water; Coefficient of performance 

(COP); Payback period, multiple comparison test, Data acquisition system (DAS). 

 

1. INTRODUCTION 

 

The commonly applicable type of heat pump heaters 

employed for sanitary hot water heating are the air source 

and the geothermal or ground source systems. These 

systems operate on the principle of vapor compression 

refrigerant cycle. The geothermal heat pump water heater 

possesses a better techno-economic potential to an ASHP 

water heater by virtue of its relatively constant and higher 

COP [1, 2]. Both systems can be classified as a renewable 

energy device, since all use one form of renewable 

energy from its immediate surroundings where it 

evaporator is located during the vapor compression cycle. 

The ground source heat pump water heater extract waste 

heat from underground in the form of geothermal energy 

while ASHP water heater utilized the heat from the air as 

aero-thermal energy. The capital cost of ground source 

heat pump water heater is much higher as compared to an 

ASHP water heater. ASHP water heat is fast gaining 

maturity in the market as sanitary hot water production 

constitutes a significant percentage of monthly energy 

consumption in the residential sector worldwide.  In 

South Africa, residential hot water heating can contribute 

to more than 50% of the monthly energy utilization [3].  

A far-reaching research conducted to justify in terms of 

energy usage revealed that the hot water contribution in 

the domestic sector of South Africa is between 40% to 

60% on an average monthly basis [4, 5]. It is worth 

mentioning that despite the daunting electrical energy 

consumed for hot water production, not all the thermal 

energy gained by the hot water is effectively utilized. 

There are always standby losses which are responsible for 

20% to 30% of the total thermal energy gained by hot 

water contained in a storage tank [6]. Although, ASHP 

water heater coefficient of performance (COP) value can 

range from 2 to 4 [7, 8]; it is crucial to note that the 

system COP depends on the COP of the ASHP unit and 

the ambient climatic condition [9]. Clearly, the COP 

could be defined as the ratio of the useful thermal energy 

gained when water is heated to set point  temperature and 

the electrical energy used by the system during the vapor 

compression refrigerant cycle. A salient and better 

understanding of refrigeration cycle of heat pump water 

heater was given by Ashdown et al. (2004) and Sinha and  

Dysarkar, (2008) [10, 11].  Heat pump water heaters also 

render an extra benefit of dehumidification and space 

cooling because they pull warm vapor from the air [12]. 

An efficiently installed residential ASHP water heater can 

guarantee an improvement on the system performance 

[13]. The study deal with an in depth performance 

monitoring of a residential split type ASHP water heater 

installed in a middle class home (containing 2 adults and 

a child) in Fort Beaufort in a bid to determine both the 

electrical energy saving from hot water production and 

payback period of the ASHP unit. The sanitary hot water 

set point temperature was 55 
o
C. The ASHP water heater 

and the metering equipments were installed in the month 

of January (2013) while the data collected for the analysis 

was from 01 st January - 30 th April 2014. These periods 

of monitoring were considered owing to minimal 

variability in climatic factors that can affect the system 

performance.  



1.1 TYPES OF ASHP WATER HEATER 

 

Residential ASHP water heaters in South Africa are 

divided into two categories, namely the integrated and the 

split type systems. The performance of the integrated 

system is better than that of the split type, albeit the latter 

is more stable [14]. In an integrated system, both the 

ASHP unit and the storage tank exist as a compact 

system. The condenser is usually immerse in the storage 

tank and act as the heat exchanger between the primary 

refrigerant in the close circuit of the heat pump and the 

water stored in the storage tank. The heat dissipated from 

the refrigerant is absorbed by the water to raise the 

temperature to the set point. Figure 1 shows a typical 

integrated system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Shows an integrated ASHP water heater 

 

The split type ASHP water heater is a retrofit system 

comprising of an ASHP unit and a storage tank connected 

by pipes. Split type system can either be a once pass or 

recirculation type. In a once pass type the inflowing water 

from the tank to the inlet of the ASHP unit is heated to 

hot water set point temperature before exiting via the 

outlet. This type of circulation is referred to as a single 

pass. A recirculation type is where there is continuous 

circulation of the water between the tank and the ASHP 

unit until the set point temperature of the water is 

attained. In a split type ASHP water heater the storage 

tank is usually above the ASHP unit and there are pipes 

connected from the inlet and outlet of the ASHP unit to 

the storage tank. More importantly, there is a water 

circulation pump connected via the ASHP inlet pipe and 

aid to provide sufficient pressure for the heated water to 

flow back to the tank. In addition to the water circulation 

pump, there exist other valuable components that make 

up the close circuit of the vapor compression cycle. These 

include the evaporator, compressor, condenser and the 

thermal expansion valves. There are also a propeller axial 

fan, strainer, open and close valves.  The connecting 

pipes are well insulated to prevent both reticulation and 

standby heat losses. Figure 2 shows a detail installation of 

a split type ASHP water heater.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 2: Shows a split type ASHP water heater 

 

2. SYSTEM OVERVIEW 

 

The system overview is break down into two; sensors and 

traducers use in the building of the data acquisition 

system and the full schematic layout of the ASHP water 

heater including the enclosure housing the data 

acquisition system. 

 

2.1   DATA ACQUISITION SYSTEM 
 

Table 1 shows the different components use in the 

building of the data acquisition system to monitor the 

performance of the ASHP water heater. All the sensors 

and the data logger were purchased from a single 

manufacturer (Hobo Onset Corporation). The sensors and 

transducer were all classified as class A and each come 

with its calibration certificate. 

 

 

 

 

 

 

 

 

Outlet Hot water 

ASHP unit 

Tank 

Inlet Cold water 

ASHP unit 

Tank 

Inlet Cold water 

Outlet Hot water 



Table 1: show the equipment used to build DAS 

 

 

The U30-NRC was a robust and reliable data logger 

containing 15 digital smart jack ports. These ports are 

used to connect the sensors to the data logger to ensure 

measurement obtained from a specific sensor was 

recorded and stored in the data logger. The battery was 

used to power the U30-NRC data logger. The free end of 

the black and white twisted pair cable of the input pulse 

adapter (S-UCD) was connected to the output cable of the 

flow meter and was not polarity sensitive while the smart 

jack end was connected to one of the U30-NRC data 

logger ports [15]. The T-VER-E50B2 power and energy 

meter was connected with 3 S-UCC input pulse adapters 

from the Wh (active energy in watt hour), VARh 

(reactive energy in reactive volt-ampere hour) and Ah 

(current rating in ampere hour) ports to three ports in the 

logger via the smart jack ports [15]. 1 current transformer 

(CT) and 1 fuse were connected from the desired ports of 

the power meter (T-VER-E50B2) to the live cable 

powering the ASHP water heater. All the temperature 

sensors, the ambient temperature and relative humidity 

sensor were also connected to the U30-NRC data logger 

via the smart jack ports. The power meter was configured 

such that 1count equal 1 Wh and 1 VARh while 100 

counts equal 1 Ah. The flow meters were configured such 

that 1 count equal 3.7854 liters [15]. The electronic input 

pulse adapters convert the analogue signal sense by the 

respective sensor to digital and hence eliminating errors 

in the measurement. The U30-NRC data logger was 

configured to log every five minute interval using the 

hoboware pro software which was also used to download 

the stored data obtained from the respective sensors for 

further analysis. It is important to note that due to the 

incorporation of the electronic input pulse adapter on the 

cable of the temperature sensors, flow and power meters 

the data store was an integral or average value for each 

logging interval (5 minutes). The figure 3 shows the 

schematic layout of the ASHP water heater and the 

enclosure accommodating the data acquisition system. 

And figure 4 illustrates the design configuration of the 

DAS built and used in the performance monitoring of the 

ASHP water heater. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Shows the schematic diagram of the ASHP 

water heater and the enclosure housing DAS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Shows the primary components of the designed 

and built DAS 

 
3. THEORY AND CALCULATIONS 

 

The set of equations given in the equation 1- 6 shown 

below were used to calculate the active power (kW); 

electrical energy (kWh), thermal energy gained by hot 

Sensors Quantity 
U30-NRC (15 channels) data logger 1 

T-VER-E50B2 power and energy meter 1 
T-MINOL 130 flow meter 2 
12 bits S-TMB temperature sensor 6 
12 bits S-THB ambient temp and rel hum sensor 1 
S-UCD electronic input pulse adapter 2 
S-UCC electronic input pulse adapter 6 
Protective fuse (50 A) 2 
Current transformer (50 A) 2 
4.5 V DC battery using a 240 V AC input 1 

Enclosure embedding DAS 

Geyser 

ASHP unit 
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Volume (L)

water (kWh), the COP, the energy save (kWh) and the 

simple payback time (years). 

 

1000

Wh
E                                                        1                                                                                                                                    

 

tpE                                                          ( )2                                                                                                                                        

Where E = electrical energy in kWh and t = time in hour 

p = power in kW 

)T-T(mcQ io                 3    

                                                                            
Where Q = thermal energy gain in kWh, m = mass of 

heated water = volume of water in litres heated by ASHP, 

c = specific heat capacity of water = 4.2 kJ/kg
o
C, T0 = 

ASHP outlet water temperature while Ti = ASHP inlet 

water temperature. 
The COP of the system is given by the empirical equation 

shown in equation 4. 

               

energyelectricalinput

gainenergythermalusefuloutput

E

Q
COP          4   

 
The energy saves (ES) is the difference between E and Q 

during a vapor compression refrigerant cycle assuming 

electrical energy consume by the power circuit of the 

control panel is negligible when heat pump unit is not 

running. 

 

EQES        5  

 

The simple payback time (SPB) is the ratio of capital cost 

of ASHP unit to the annual cost saving achieve from the 

technology. 

 

savingtcosAnnual

tcosCapital
SPB     6  

 

4. RESULTS AND DISCUSSIONS  

 

4.1. Average month-day comparative analysis of the 

ASHP water heater performance 

 

Table 2 shows a detail analysis of the ASHP water heater 

performance for an average month-day over the 

monitoring duration (January-April 2014).   

  

Table 2: Shows the average month-day performance 

Parameters Jan Feb Mar Apr 

Volume drawn ( L) 258 271 263 253 

Electrical energy ( kWh) 2.93 2.94 2.93 3.22 

Mean COP 2.18 2.17 2.25 2.08 

Average ambient temp(
o
C) 25.3 24.2 26.0 22.7 

Average Rel hum ( %) 64.4 77.8 60.0 55.7 

Average operating time(h) 2.27 2.08 2.23 2.73 

Rel hum (relative humidity), temp (temperature) 

 

It can be depicted that the hot water consumption based 

on the average month-day results were theoretically 

constants (slightly over 250 L). The systems COP on an 

average month-day were above 2 and in accordance with 

literature [16]. The COP is likely to increase with an 

increase in temperature. The COPs for the month of 

March and January were both 2.93 and the average 

ambient temperatures were 26.0 
o
C and 25.3 

o
C. 

Although there exist a negligible difference between the 

average ambient temperatures, the COPs have been 

constant since the average relative humidity which also 

influence COP was slightly higher for the month of 

January (as could be observed on table 2). On the 

contrary, the system COP was minimal for the April 

average month-day since its average ambient temperature 

was low (22.7 
o
C). It can also be elucidated that the better 

the COP, the smaller the electrical energy consumption 

and operating time for the ASHP water heater. The 

average operating time per day during the entire 

monitoring duration was more than 120 minutes but less 

than 180 minutes.  Figure 5 illustrates two subplots that 

presented the variation of electrical energy consumption 

and operating time against the average month-day as well 

as the capacity of hot water usage per average month-day. 

From a comparative analysis using the two subplots, a 

noticeable increase in electrical energy consequently 

accompany an increase in the running time of the ASHP 

water heater. But an increase in the average daily 

electrical energy consumption might not lead to increase 

in the capacity of hot water drawn off, since not all drawn 

off leads to the running of the system and also the time 

taken for a specific heating cycle depends on the ambient 

temperature and relative humidity. The initial water 

temperature flowing into the ASHP inlet can also 

determine the electrical energy consumption. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Variation of average heating up energy, time of 

operation and capacity of hot water usage (average 

month-day) 
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4.2. Monthly electrical energy consumption and thermal 

energy generated. 

 

Figure 6 gives an illustration of the total electrical energy 

consume and the thermal energy gain for the four months 

(January-April). The thermal energy gain is the additional 

heat energy absorbed by stored water during the vapor 

compression cycle in a bid to attain the hot water set 

point temperature. The ratio of the thermal energy gain 

and the electrical energy consumption is the energy factor 

or COP. It can be deduced that the thermal energy gain 

by the storage tank were comparable (over 200 kWh) 

except for the month of February with less than 30 days. 

In a similar manner, the electrical energy consumption 

was about 75 kWh. It can therefore be delineated that on 

average per month the electrical energy saves by virtue of 

retrofitting of the geyser with an ASHP is 125 kWh. This 

saving is acceptable because geyser energy factor is very 

close to unity.  Furthermore the geyser reactive power is 

practically negligible as the heating element is purely 

resistive. Hence the power factor is close to 1. Therefore, 

if the thermal energy contained in storage tank was 200 

kWh, it corresponding electrical energy consumption by a 

geyser would also be 200 kWh. 

 

                                                                      
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Show a bar plot of the monthly energies 

 

4.3.   Evaluation of the cost of energy consumption 

 

The figure 7 revealed that there is a huge cost saving 

despite the environmental benefits just by retrofitting 

geyser with ASHP. Judging from the energies results in 

figure 6 and using it to predict the projected costs for the 

monthly energy consumption for hot water production, 

there are adequate reasons to motivate for a massive 

rollout of ASHP water heater in the residential sector.  

Furthermore, translating the thermal energy gain for the 

respective months to electrical energy for the scenario 

where geyser (old technology) was used and using an 

Eskom flat rate per kWh (tariff structure) of 1.20 Rands, 

the total energy consumption costing for hot water 

production is over 250 Rands. On the other hand, by 

retrofitting the system with an ASHP, the monthly energy 

cost of hot water production by the ASHP water heater 

reduces to about 110 Rands. More generally, reporting on 

an average month cost saving for hot water production of 

140 Rands and by assuming no increase in the Eskom 

tariff structure, the ASHP unit payback period can be 

estimated to be 5.4 years with the capital cost of the unit 

value at 9000 Rands. It is crucial at this junction to 

highlight that this payback duration can be far lower with 

some rebates or incentive from the Government to 

subsidies for the purchase of the system. And also in 

homes where there is huge demand for hot water usage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Monthly cost of hot water production for both 

technologies 

 

4.4.   Simple economic life costing of the ASHP 

 

The ASHP unit comes with a manufacturer warranty of 

15 years with no maintenance cost over this duration. 

Hence, without loss of generality and from a conservative 

calculation with a payback time of 5.4 years, a net 

accumulated cost saving of 16,000 Rands can be accrued. 

This net cost saving is over the remaining 9.6 years 

before the unit reaches its lifespan. It is worthy, to 

categorically highlight the fact that this analysis has been 

done without considering any inflation rate as well as any 

increase in the electricity cost per unit of electrical energy 

consumption. Furthermore, with an increase in the tariff 

structure, the accumulated cost saving would increase. 

 

4.5.  Multiple comparison tests for the COPs 

 

A multiple comparison test was performed for the 

average month-day COP using the data for the four 

months monitoring period. This statistical test computes 

the mean COP of the ASHP water heater for specific 

month using the one way analysis of variance test and 

also checks for mean significant difference in the 

monthly COP through a visual plot [17]. The figure 8 

shows the multiple comparison test of the COP for the 

respective monitoring months. It can be viewed from the 

simulation plots that the mean COP for each month was 

represented by a circle mark which is fixed on the 

respective line plot. The vertical broken lines reveal the 

upper and lower limit of the average COP for the whole 

week day in the month of January. Comparing the COP 

for the month of January to the other months, the 
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simulation plots show no mean significant difference as 

the rest of the COP line plots overlapped with that for the 

month of January. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Multiple simulation plot of the week day COP 

 

5. CONCLUSION 

 

In conclusion, the data acquisition system (DAS) was 

used to evaluate the performance of an efficiently 

installed ASHP water heater. Base on the calculations 

from the obtained data, an average monthly energy saving 

of 125 kWh was achieved. There was no mean significant 

difference in the system COP for each of the monitoring 

months. A favorable increase in the fuel adjustment cost 

as well as progressive increase in the electricity tariff rate 

can also result in a payback time well below 5 years. 
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Abstract: Economic growth and rapid population growth are a combination of factors that causes an 

increase in electric energy demand and municipal solid waste (MSW) generation. Interest in MSW as 

an alternative source of renewable energy has been growing and the global focus has shifted to waste 

management strategies that are harmonized with the goal of sustainable development through electrical 

power generation and minimization of adverse effects of landfill. Waste-to-energy (WtE) is proving to 

be a sustainable and successful alternative technology to treat residual MSW. The purpose of this study 

is to carry out a technological and performance comparison of proven WtE thermal technologies. The 

paper presents a comparison of four WtE technologies in the field of waste treatment, the thermal 

process and energy recovery options.  

 

Keywords: Municipal Solid Waste (MSW), Waste-to-energy (WtE), Incineration, Gasification, 

Pyrolysis. 

 

 

 

1. INTRODUCTION 

 

Economic growth and rapid population growth are a 

combination of factors that are bound to increase the 

demand for electric energy and the generation of municipal 

solid waste (MSW). Strategies to de-couple economic 

growth from an increase in the rate of MSW generation 

have met with little success in developed countries, 

resulting in MSW management becoming a growing 

problem. Globally, the focus has shifted to waste 

management strategies that are harmonized with the goal 

of sustainable development through electrical power 

generation and minimization of adverse effects of landfill 

[1,2]. 

 

South Africa has been hit with a shortfall in electrical 

energy generation capacity due to an increase in demand 

and failure to invest in additional capacity since the onset 

of 2008 [3]. It has furthermore been projected that South 

Africa will experience a great risk of electrical energy 

supply interruptions between 2018 and 2024, fostering the 

need to moderate the anticipated supply interruptions by 

increasing the generation capacity [4]. 

 

Renewable energy is the fastest growing technology in the 

global energy mix, with a growing rate estimated at 8.2% 

by 2010 [4]. In a bid to align with global development, 

South Africa has adopted a policy that advocates 

renewable energy in mitigating the adverse impacts 

associated with its dependence on coal to meet the 

country’s energy requirements [5]. South Africa is set to 

achieve a greener energy mix by 2030 through the 

contribution of independent power producers [6].  

 

South Africa’s renewable energy sources mix includes 

solar energy, biomass, wind and small-scale hydro 

generation. MSW is listed among the renewable energy 

sources and it is estimated that the equivalent of 11 000 

GWh per annum of MSW is sent to landfill sites [7]. This 

wasted energy can be harnessed through WtE thermal 

technologies and/or methane gas.  

 

In South Africa, municipalities are regarded as the major 

consumers of electricity; their consumption percentage 

ranges roughly from 40 to 42% [8]. This can be 

supplemented by taking advantage of MSW as a source of 

energy. 

 

WtE incineration technologies have been implemented in 

developed countries with overwhelming success to harness 

energy from MSW. In 2012, 472 European and 86 

American WtE plants were in operation [9]. AEB, 

Amsterdam’s WtE plant, the world’s largest and cleanest 

plant, produces 1 million MWh/year of electricity and 300 

million MJ/year of district heating through the incineration 

of 1.4 million tonnes of MSW [1]. 

 

The work presented in this paper forms part of an ongoing 

research project into technological and financial factors 

that influence the implementation of WtE thermal 

technologies in South Africa. 

 

The paper presents a technological and performance 

evaluation of WtE thermal technologies. In this study four 

WtE thermal processes are compared in respect of 

classification, waste pre-treatment requirements and 

energy recovery options. The paper investigates 

technological performance in terms of capacity and 

scalability, energy production potential, flue gas and 

residual production and technological reliability.  

 

This paper is organized as follows: a WtE overview, 

technological evaluation, comparison of technological 



performance, technological cost evaluation and 

conclusion. 

 

2. WASTE-TO-ENERGY OVERVIEW  

 

WtE facilities convert MSW into gaseous, liquid and solid 

conversion products, simultaneously releasing heat 

energy, which is recovered through boilers. The recovered 

heat can be converted into electricity or directly exported 

to district heating systems [10]. 

 

About 50%-70% of the MSW stream sent to landfill sites 

as residual waste is of biogenic origin, such as food and 

garden waste, wood, paper and textiles. Therefore 50% of 

energy recovered from WtE incineration is regarded to be 

biogenic energy, hence contributing to renewable energy 

[1].  

 

The efficiency of energy recovery in a WtE plant is 

influenced by factors such as the calorific value of the 

feedstock, losses in the combustion chamber and steam-

water cycle, steam parameters and energy recovery 

process, which can be in the form of heat, power 

generation and combined heat and power generation 

(CHP) [11]. 

 

WtE thermal processes are classified as conventional and 

advanced technologies. Table 1 shows technologies 

discussed in this paper and their classification. 

 

Table 1: WtE thermal technologies classification 

Classification Technology 

 

Conventional 

Grate incineration  

Fluidized bed incineration 

 

Advanced 

Gasification  

Pyrolysis 

 

Figure 1 is a comparison of worldwide application of the 

WtE technologies mentioned in Table 1. Grate incineration 

is a commercially proven technology, with 90% of the 

WtE incinerators in Europe and more than 500 WtE plants 

worldwide using this technology. Fluidized bed 

incineration is commonly used for small throughput plants 

in Japan, with 50 plants operating on this technology 

worldwide [1,10]. 

 

Gasification is widely used in Japan, with 95 WtE plants 

using this technology. Pyrolysis is less proven on 

commercial scale with only 11 plants in Germany 

operating with this technology [1]. 

 

The process flow of conventional technologies, grate and 

fluidized bed incineration is shown in Figure 2. Figure 3 

illustrates gasification and pyrolysis process flow. 

 

In countries where WtE incineration has been 

implemented, it has been proved that WtE is compatible 

with high recycling rates [1, 12]. European countries such 

as Sweden, Denmark and the Netherlands make the highest 

contributions to WtE, and concurrently show the highest 

recycling rates [13, 14] 

 

 
Figure 1: Worldwide operating WtE plants [1] 

 

 
Figure 2: Conventional WtE overview [10] 

 

 
Figure 3: Advanced thermal treatment WtE [10] 

 

Successful implementation of WtE has been driven by the 

desire to achieve sustainable development through 

elimination of landfill and improve on material and energy 

recovery. Countries that rely on landfill thus have greater 

potential to implement WtE [1].  

 

3. WASTE-TO-ENERGY TECHNOLOGIES 

 

This section evaluates four WtE thermal technologies 

namely grate incineration, fluidized bed incineration, 

gasification and pyrolysis. The technologies are evaluated 

on the basis of waste pre-treatment, the thermal process, 

energy recovery and management of residual waste from 

the processes. Table 2 is a summarized comparison of the 

above-mentioned four technologies. 

 

3.1 Pre-treatment process 

 

The first stage in a WtE plant is the storage and pre-

treatment of the feedstock. Each technology has different 

feedstock quality and characteristics requirements, hence 

the objective of pre-treatment MSW is to ensure that waste 

is in an appropriate form for the combustion process [1, 10, 

11, 15, 16]. 

 

Grate incineration processes MSW with minimum pre-

treatment, such as the removal of recyclables, reusable 

material and bulky materials. Waste fuel is mixed and 



homogenized with overhead cranes before being 

transferred into the incinerator hopper [1, 15, 16]. 

 

Fluidized bed incineration, gasification and pyrolysis 

handle waste fuel/feedstock of limited particle size and 

specific characteristics. These technologies are limited to 

homogenous waste streams, hence effort is required in the 

waste pre-treatment process. Waste pre-treatment involves 

size reduction combined with removal of metallic species 

[1, 10, 11, 15, 16]. 

 

 

Table 2: Comparison of WtE thermal technologies 

 

3.2 Thermal process 

 

WtE thermal technologies are distinguished through the 

thermal process applied. Thermal processes are classified 

into three categories, namely combustion/incineration, 

pyrolysis and gasification. The principal distinguishing 

feature of these processes is the oxygen content in the 

process atmosphere and operating temperature range [1, 

11, 16]. 

 

The pyrolysis process is the thermal decomposition or 

fragmentation of organic matter in a strictly inert 

atmosphere. The reaction temperature affects the 

proportion of gaseous, liquid and solid products. The 

temperature varies directly with the amount of gaseous 

products, whereas solid residues vary inversely with 

temperature. The pyrolysis gas produced is directly 

combusted to recover energy because of its complex 

composition, which requires extensive gas cleaning to 

remove sulphur compounds and other impurities [1, 11, 

16]. 

 

The gasification process is the partial decomposition of 

feedstock in the presence of insufficient oxygen to oxidize 

the fuel. The main product of this process is synthetic gas, 

commonly referred to as syngas. Syngas from gasification 

of MSW is commonly used in a combustion chamber for 

energy recovery [1, 11, 16]. 

 

Grate incineration and fluidized bed incineration recover 

heat through complete combustion of waste fuel, an 

exothermic chemical process with the main energy 

releasing chemical reactions, shown in equations (1) and 

(2) [1,10,11,16]. 

𝐶 +
1

2
𝑂2 ⇌ 𝐶𝑂      Δ𝐻 =  −110.5 𝐾𝐽/𝑚𝑜𝑙  (1) 

 

𝐶 + 𝑂2 ⇌ 𝐶𝑂2      Δ𝐻 =  −393.5 𝐾𝐽/𝑚𝑜𝑙  (2) 

 

3.3 Energy recovery 

 

Thermal process technologies that use MSW as feedstock 

are designed so that the chemical energy in the fuel is 

finally released into the off-gas of a combustion process 

and the energy is recovered in a boiler. The energy from 

waste, auxiliary fuels and pre-heated air is converted 

during the combustion process and transferred to a water 

steam circle [1, 11]. 

 

Gasification and pyrolysis of waste and waste-derived 

fuels are in principle two-stage processes designed to 

allow direct combustion of process products [1].  

 

Recovered heat from the boiler can be used in three 

alternatives, namely direct export for district heating, 

conversion to electricity using turbines and combined heat 

and power. Figure 4 and Figure 5 show the hot water boiler 

circuit and the Rankine circuit used for heat recovery 

options [1, 11, 15, 16].  

 

Factors that affect the choice of an energy cycle/circuit 

include the quality and quantity of waste, possibility of 

energy sales, water sources availability, acceptable noise 

levels and space available. 

 

Parameter Grate Fluidized bed Gasification Pyrolysis 

Waste type Mixed waste from 

waste streams with no 

pre-treatment, LHV of 

6 MJ/kg to 12 MJ/kg [1, 

10] 

Homogenized and pre-

treated waste, specific 

particle size required, 

LHV of < 5 MJ/kg to 

>20 MJ/kg [1, 10]. 

Homogenized and pre-

treated waste [1, 10]. 

Homogenized and pre-

treated waste [1, 10]. 

Thermal process Complete combustion 

in excess air [1, 10, 11 

16] 

 

Complete combustion 

in excess air [1, 10, 11, 

16] 

Partial thermal 

degradation in limited 

oxygen [1, 11, 16]. 

Decomposition of 

organic substances in 

the absence of oxygen 

[1, 11, 16]. 

Operating parameters Temperature – 800 oC 

to 1450 oC, pressure – 1 

bar [1]. 

Temperature – 800 oC 

to 1450 oC, pressure – 1 

bar [1]. 

Temperature – 500 oC 

to 1000 oC, pressure – 1 

bar to 50 bar [1]. 

Temperature – 250 oC 

to 700 oC, pressure – 1 

bar [1]. 

Energy recovery Heat energy in off-gas 

of a combustion 

process is recovered in 

a boiler as process 

steam, heat and  

electricity [1, 11, 15, 

16]. 

Heat energy in off-gas 

of a combustion 

process is recovered in 

a boiler as process 

steam, heat and  

electricity [1, 11, 15, 

16]. 

Syngas either directly 

combusted and heat 

recovered in a boiler as 

process steam, and 

electricity or syngas 

processed into other 

fuels [1]. 

Syngas directly 

combusted and heat 

recovered in a boiler as 

process steam, and 

electricity or syngas 

processed into other 

fuels [1]. 



 
Figure 4: Hot water boiler circuit [15] 

 

 
Figure 5: Rankine circuit [15] 

 

3.4 Air pollution control 

 

The removal of pollutants from the flue gas is one of the 

most important and most expensive process stages in a 

WtE plant. The design and operation of the air pollution 

control system technology is highly influenced by the 

required reduction in emissions to meet regulations, the 

compatibility of system components with one another, and 

investment, operation and maintenance costs [1, 10]. 

 

The air pollution control systems’ components are 

classified according to their functions, namely removal of 

fly ash, removal of acid gases and removal of specific 

contaminants such as mercury and nitrogen oxides [1]. 

 

Combination of air pollution control components is 

determined by the system component to clean acidic gases, 

such as sulphur dioxide (SO2), hydrogen chloride (HCl) 

and hydrogen fluoride (HF). Hence these components are 

selected first, then the selection of compatible and 

appropriate components to remove particulate matter, 

dioxins, mercury and NOx follows [10]. 

 

Flue gas acidic compounds are cleaned using three options, 

namely dry/semi-dry scrubbing, wet scrubbing and semi-

wet scrubbing systems. In this regard, there are three 

possible combinations of air pollution control system 

components [1, 10, 16]. 

 

Fly ash can be removed using cyclones; electrostatic 

precipitators (ESP) and fabric filters or bag house systems 

[1, 10, 16]. Cyclones have limited removal efficiency for 

fine particles and are not commonly used in modern WtE 

plants. ESP is the technique mostly applied owing to its 

design simplicity, low pressure loss and easy operation. 

The Morden ESP system can achieve dust removal 

efficiencies greater than 99% for particle sizes between 

0.01 and >100 μm. The lowest emission, in a range of less 

than 1 mg/m3, is achieved through a fabric filter system 

[1].  

 

Nitrogen oxide control is achieved through either non-

catalytic removal (NSCR) or selective catalytic removal 

(SCR). NSCR uses the principle of injecting ammonia or 

another nitrogen-containing compound into the hot flue 

gases in the first flue of the boiler. SCR is done at the end 

of the gas-cleaning system at a temperature level of 250oC 

to 300oC [1].  

 

3.5 Residue management 

 

WtE facilities generate three categories of residue, namely 

bottom ash, fly ash and APC residues. Fly ash and APC 

residue are deposited into the landfill. Ferrous and non-

ferrous metal can be separated from raw bottom ash for a 

further recycling process. Gravel size fractions of the 

bottom ash can be sieved and used in the construction 

industry, mainly road construction and brick pavement 

manufacturing [1, 15] 

 

4. WTE TECHNOLOGIES PERFORMANCE 

 

This section will evaluate the performance of four WtE 

technologies in terms of plant capacity and scalability, 

energy production, flue gas production, residual waste 

production and technological reliability. An analysis of 

potential revenue streams from each technology is carried 

out in this section. 

 

Table 3 summarizes WtE thermal technologies’ 

performance evaluation. 

 

4.1 Plant capacity and scalability 

 

WtE thermal technologies’ capacity is measured in terms 

of the amount of waste that can be processed at any given 

time per individual line. A single installation can have a 

number of lines and the number of lines installed is directly 

proportional to overall size per installation. 

 

Grate incineration records the highest capacities because 

of its ability to treat unprocessed waste. Single-line 

capacity ranges from 3 tonnes to 40 tonnes per hour. The 

technology can process waste with calorific values in the 

range 6 MJ/tonne to 12 MJ/tonne [1]. Grate incinerators 

can be scaled to various sizes, with a capability of multiple 

lines installation. However, only large installations of 

greater than 100 000 tonne/year can be economically 

viable. 

 

Fluidized bed incinerators’ single-line capacity ranges 

from 3 tonnes to 15 tonnes per hour. The technology can 

process waste with a calorific value of 5 MJ/tonne to 20 

MJ/tonne [1]. 

 

Gasification has a processing capacity of 1 tonnes to 11 

tonnes per hour for each single line. Gasification reactors 



can have modularized designs, which are suitable for small 

installations [1, 10].  

 

Pyrolysis thermal processing technology has the lowest 

capacity of 2.5 tonnes to 8.3 tonnes per hour. Annual 

installed capacity ranges from 28 000 tonnes to 140 000 

tonnes [1]. 

 

Table 3: Technologies’ performance evaluation 
Parameter Grate Fluidized bed Gasification Pyrolysis 

Capacity 3 tonnes to 40 tonnes/hr for 

a single-line, compatible 

with multiple lines [1]. 

3 tonnes to 15 

tonnes/hr for a 

single line [1]. 

1 tonne to 11 

tonnes/hr for each 

single line [1]. 

2.5 tonnes to 8.3 tonnes/ 

hour [1]. 

Scalability Various sizes, large 

installations of greater than 

100 000 tonne/year can be 

economically viable [10]. 

Small installation 

[10] 

Small installation 

with modularized 

designs [10] 

Small installation [10] 

Boiler efficiency 75% to 85%> [1]. 75% to 85%> [1]. >80% [1]. 75% to 85%> [1]. 

Power efficiency Power only – 31 %, CHP - 

>70 % [1,10] 

Power only – 25%, 

CHP - >70% [1,10] 

Power – 20% to 22% 

[1,10] 

 Power – 15% [1,10] 

Raw bottom ash  20% to 25% [10] 20% to 25% [10] 10% to 20% [10]  more than 30% [10] 

Potential revenue 

streams 

Electricity, heat and process 

steam, construction 

material, ferrous and non-

ferrous metals [1, 10, 11, 

15, 16]. 

Electricity, heat and 

process steam [1, 

10, 11, 15, 16]. 

Combustion – process 

steam and electricity. 

Catalytic conversion – 

alcohols, chemicals, 

and synthetic diesel 

[1,10]. 

Combustion – process 

steam and electricity. 

Catalytic conversion –  

Pyrolysis oil, 

transportation fuel [1,10] 

 

4.2 Energy production 

 

The choice of a WtE thermal technology is influenced by 

the energy efficiency of a plant. Energy can be recovered 

as heat and/or electricity.  

 

Grate technology has primary boiler efficiency in a range 

of 75% to greater than 85%. Modern facilities have power 

efficiencies that can reach as high as 31% and for heat only 

or combined power efficiency reach more than 70% [1]. 

Where grate incinerator plants are operated in combination 

with power plants, an efficiency of more than 40% can be 

reached. 

 

Gasification in different types of reactors has boiler 

efficiency of more than 80%. Depending on plant size and 

waste, power efficiencies are found to be in the range of 

22 % to 33% [1].  

 

Fluidized bed incinerator boilers have primary efficiency 

of 80 % to more than 85%. The overall power efficiency 

reaches up to 25% and for heat and combined power it can 

surpass 70% [1]. 

 

Pyrolysis boiler efficiency can reach as high as that of 

grate incineration and the fluidized bed process. Power 

efficiency can be as low as 15% [1]. 

 

4.3 Flue gas production  

 

The performance of a WtE plant can be measured in terms 

of the composition of the raw flue gas from the thermal 

process. The production of acidic substances, heavy metals 

and dust particulate are the best indicators in measuring the 

performance of a WtE plant. 

 

Gasification and pyrolysis produce synthetic gases that are 

used in direct combustion for energy recovery or can be 

further cleaned and processed to be used in other 

applications. Pollutants of concern in these processes are 

HCl and SO2 [1,10]. Gasification and pyrolysis aim to 

minimize gas cleaning obligations by lowering flue-gas 

volumes [16].  

 

Grate and fluidized bed incineration produce raw flue 

gases that have a high margin of deviation from the 

minimum emission requirements. Conventional thermal 

process must be equipped with efficient air pollution 

control systems to meet emission requirements [1, 10]. 

 

4.4 Residual waste production 

 

Grate and fluidized incineration produce bottom ash 

amounting to 20 % to 25% by weight of the incinerated 

waste. The bottom ash can be used in other applications, 

which can reduce residue disposed into the landfill to about 

5% by weight of the incinerated waste. Grate and fluidized 

bed incineration conserve landfill capacity up to 90 % to 

95% [10].  

 

The gasification process is capable of minimizing bottom 

ash to about 10 % to 20% by weight of the incinerated 

waste. The bottom ash for gasification is highly marketable 

for other applications and residual disposal to the landfill 

can be minimized to 1% by weight of the incinerated 

waste. Gasification has the potential of reducing landfill 

capacity consumption by 90 % to 95% [10]. 

 

Pyrolysis produces residue of more than 30% by weight of 

the incinerated waste. However, if the residue can be 

treated, landfill disposal is reduced from 30 % to 10% by 

weight of the incinerated waste. Pyrolysis has the 

capability of conserving landfill capacity up to 90% [10]. 



4.5 Potential revenue streams 

 

Potential revenue streams of a WtE thermal plant vary with 

applied technology. The common revenue stream is the 

sale of process steam, heat and electricity. Other streams 

of revenue include construction aggregate recovered from 

bottom ash, recyclable ferrous and non-ferrous metals 

recovered from bottom ash, syngas and pyrolysis oil [10]. 

 

Morden plants on grate incineration technology have 

electricity production rates of between 0.75 MWh and 0.85 

MWh/annual tonne of MSW. Gasification and pyrolysis 

energy production is in the range 0.4 MWh to 0.8 

MWh/annual tonne of MSW and 0.5 MWh to 0.8 

MWh/annual tonne of MSW respectively [10]. 

 

Raw bottom ash from the incineration of mixed MSW 

contains huge amounts of ferrous and non-ferrous metals, 

amounting to about 10% by weight of the input incinerated 

waste. Post-processing of bottom ash, disposal and 

utilization depend on the total organic carbon of the ash 

[1]. 

 

4.6 Technological reliability  

 

Grate technology is the oldest technology used in more 

than 500 plants worldwide, with proven operational 

success. The technology is commercially proven, 

operating with minimum challenges, with some plants 

having been in operation for 15 years to 30 years. Grate 

technology is reported to have both scheduled and 

unscheduled downtime of less than 10% of operating time. 

The technology is less complex in comparison with other 

thermal processes [1, 10] 

 

Though commercially proven, fluidized bed incineration is 

faced with operational challenges with MSW as feedstock. 

About 50 plants worldwide use this technology, with many 

plants found in Japan for smaller throughputs [10]. 

 

Gasification has been used for more than a century with 

other fuels and recently MSW has been used as feedstock. 

The technology operates with scheduled and unscheduled 

downtime at approximately 20% [1,10] 

 

Pyrolysis of waste is applied in only a few commercial-

scale plants, hence there is limited information on the 

reliability of the process. The technology has limited 

capability to process MSW. 

 

5. COST EVALUATION 

 

WtE technology system component cost can be distributed 

as indicated in Table 4. Thermal processing equipment 

makes the highest contribution to the capital cost of a WtE 

thermal processing plant.  

 

Table 5 is a comparison of estimated capital cost per 

installed tonne capacity and operating cost of a WtE 

thermal technology. 

Table 4: Total WtE capital cost distribution of WTE [10] 
System Component Capital Cost % 

contribution 

Thermal processing equipment 

(incinerator/boiler) 

40% 

Energy production equipment (turbines 

and generators) 

10% 

APC system (flue gas treatment) 15% 

Building (civil works) 25% 

Miscellaneous (approvals, general site 

works, ash processing, electrical 

transmission and interconnect etc.) 

10% 

 

 

Table 5: WtE facilities capital and operating Costs [10] 
Technology Capital Cost 

($/ton) 

Operating Cost 

($/ton) 

Conventional 775  +/- 50% 65  +/- 30% 

Gasification  800  +/- 40% 60  +/- 45% 

Pyrolysis 926 105 

 

The capital cost per ton of installed capacity for 

gasification and pyrolysis is high owing to a front-end 

waste pre-processing system to achieve homogeneity, 

higher electrical energy and/or fossil fuel consumption to 

operate the facilities and decreased reliability of the 

technologies [10]. 

 

6. CONCLUSION 

 

WtE thermal technologies stand to be a valuable 

alternative source of energy and a solution to ever-

increasing MSW and other waste streams, such as medical 

waste and waste vehicle tyres. Experience from countries 

that have implemented WtE technologies proved that WtE 

it is compatible with high recycling rates.  

 

The comparison of WtE thermal technologies indicates 

that grate incineration remains the preferred and 

economical thermal technology in view of its reliability, 

capability to incinerate assorted waste, lower operational 

complexity and higher power efficiency. 

 

Advanced thermal technologies face both operational and 

economic drawbacks. Gasification and pyrolysis continue 

to experience certain limitations due to their complexity, 

difficulty in treating waste of various streams and lower 

net energy recovery. 
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PERFORMANCE PREDICTION OF WIND TURBINE BLADES:
PRELIMINARY TESTING AND RESULTS

J. Braid∗

∗ School of Electrical and Information Engineering, University of the Witwatersrand, Johannesburg

Abstract: This paper presents the methodology employed for predicting the performance of a turbine
comprising a given set of blades, from which a series of physical measurements are taken. Using Blade
Element Momentum (BEM) theory to analyse piece-wise elements of the turbine blade, a resultant
Coefficient of Performance versus Tip-Speed-Ratio (TSR) is determined. The method is used to predict
the performance of two sets of available blades, having unknown specifications. The preliminary
results look promising, particularly centered around the maximum power point. However, additional
research is required to refine the determination of the axial and angular induction factors, which, in this
preliminary version, become highly inaccurate at low and high TSRs.

Key words: Aerodynamics, BEM theory, induction factor, Max CP, Tip-Speed-Ratio.

1. INTRODUCTION

1.1 Blade Modelling and Design

Current day aerodynamic design makes extensive use
of Computational Fluid Dynamics (CFD). Prior to the
developments of CFD packages, BEM theory was the
most widely used tool for the aerodynamic modelling and
design of wind turbines, and is still commonly used today
as the initial design step [1]. Consequently, and being
relatively accurate, BEM theory is deemed suitable for the
requirement of this application.

In general, the design process using BEM theory follows
a straightforward approach, an example being [2]: for a
required output power at a desired TSR, once a suitable
airfoil profile is chosen, the blade’s chord and twist along
its radial length are determined. Since in this application,
the design of the blade has already been undertaken by the
manufacturer, the above methodology is reversed, to return
the designed TSR and Coefficient of Performance.

1.2 Problem Statement

The need for performance curves of blades available in the
author’s laboratory, for the greater design process of wind
turbine generators, necessitated this research. Two sets of
available blades, one of 1.75m in diameter and another
of 3.7m in diameter, both lack this vital information.
The objective of this paper is therefore to present a
simple methodology for predicting the performance of
these blades from physical measurements taken from them.

2. BACKGROUND

2.1 Literature Survey

Extensive literature exists on the derivation of BEM theory
and its use in blade design [3–5]; only a very brief
overview together with the key equations are presented
herein.

Effectively reversing the general design methodology,
mathematical scripting software can be used to predict the
performance of a wind turbine given the relevant blade
data, such as in [6]. This paper shares the same objective.

Reference [7] presents the design of a 54m diameter wind
turbine and provides detailed results for all parameters of
the designed blades, thus making an ideal test-case for this
work to develop the employed methodology.

A large volume of empirical data exists, primarily from
the 1930s, on the testing of airfoils for aircraft wings. This
has naturally been substantially used in the design of wind
turbine blades too, [8] and [9] being examples used in
this document. Other empiricial data from wind tunnel
tests, specifically for wind turbine blade research, such
as [10], are also readily available from the large research
organisations.

This work primarily follows the (reversed) design process
of [2] to derive a suitable methodology to achieve the same
objective as [6]; the parametric data found in [7] being used
for verification purposes.

2.2 Extraction of Power from the Wind

The wind power P∞ available in an unimpeded air-stream
of velocity V∞ far upwind of a turbine, having a circular
cross-section with outer radius R [3], is given by:

P∞ =
1
2

ρV∞
3

πR2 and Pmech =CP P∞

Where ρ is the density of air ∼ 1.1kg/m3 and CP is
the normalised Coefficient of Performance which relates
the extractable amount of mechanical power Pmech to the
total power in the air-stream. From linear momentum
theory, as energy is extracted from the air-stream by say
an actuator disk (representing the turbine), the velocity
of the downwind flow (called the wake) decreases as
its cross-sectional area expands, in proportion to the



power extracted - the actuator disk can be envisaged as a
power-dependent variable impedance to the airflow.

The relation of the upwind velocity V∞ to that passing
through the actuator disk (or turbine) Vt , and to that far
downwind in the wake Vw, is respectively given by:

Vt =V∞ (1−a) and Vw =V∞ (1−2a)

Where a is defined as the axial induction factor and
represents the ratio by which the velocity is being retarded
due to the power being extracted. The range of a is
limited by: at a = 0 the air-stream sees no impedance
corresponding to no power being extracted; at a = 1

2 the
air-stream is totally impeded and results in a downwind
velocity Vw = 0, a condition not possible in reality.

After further analysis relating the extractable power to this
induction factor [4], it is revealed that:

CP = 4a(1−a)2 hence CPmax =
16
27

= 0.59

Which is a maximum when a = 1
3 and is known as the

Betz Limit. This returns a value of CPmax ≈ 0.50 typical
of large power-extracting horizontal axis wind turbines.
Consequently, the velocity through the turbine is retarded
to approximately Vt ≈ 2

3 V∞.

2.3 Conservation of Momentum

Momentum theory is based on the conservation of
momentum: the linear and rotational components, both
upwind and downwind of the turbine, must be conserved.
The momentum of the upwind air-stream can generally
be assumed to comprise linear momentum only (unless
the turbine is located in the wake of another turbine).
However, since the blades gain angular momentum whilst
extracting power, a wake must be induced, rotating in
the opposite direction, to balance the acquired rotational
momentum. This results in an angular component to the
air-stream being developed across the blades, proportional
to the speed of rotation but in the opposite direction.
This is represented by an angular induction factor a′, the
rotational component of the flow being a′Ω. Typically, a′
is highest (∼ 0.5) in close proximity (within 10%) to the
rotor hub and rapidly decays towards zero with increasing
radius.

Using this Momentum theory (a comprehensive derivation
can be found in [4, 5]), the thrust in an axial direction dFA
and torque dQ due to a thrust in a tangential direction dFT ,
exerted on a differential element of annular section on the
actuator disk is given by:

dFA = 4π ρ rV∞
2 a(1−a)Ftip dr (1)

dQ = r dFT = 4π ρ r3 V∞
3 a′(1−a)Ω Ftip dr (2)

Where r is the radius of the annulus being considered, and
a and a′ are the induction factors.

A tip-loss correction factor Ftip was derived by Prandtl [3]
to adapt the disk-like actuator to one with discrete blades
[2, 5], and is given by:

Ftip =
2
π

arccos
(

e−
B (R−r)
2 r sinφ

)
(3)

Where the turbine comprises B blades and φ is the angle of
relative airflow at radius r along the blade.

2.4 Blade Element Theory

By dividing the blade into a series of piece-wise airfoil
sections and evaluating the aerodynamic forces on each
element, the individual contributions can be summed to
determine the resultant axial and tangential forces exerted
on the blade. The axial force, in the direction of the rotor
shaft, manifests in the bending of the loaded blade whilst
the tangential force, orientated in the plane of rotation, is
the direct producer of torque.

The aerodynamic forces exerted on a wing of area A, when
incident with an airflow of velocity Vt, inclined at an Angle
of Attack of α relative to the airflow, can be resolved into
the two components lift L (perpendicular to the direction
of the airflow) and drag D (parallel to the direction of the
airflow) [11], given by:

L =CL
1
2

ρVt
2 A and D =CD

1
2

ρVt
2 A (4)

Where the coefficients CL and CD are both functions of α.

Forces L and D can be further resolved into an axial FA and
tangential FT component of thrust, similar to before, given
by:

FA = Lcosφ + Dsinφ and FT = Lsinφ − Dcosφ (5)

Where φ is the angle of the relative airflow to the plane of
movement.

Since in this application, the wing is actually a blade
rotating at an angular speed of Ω about the turbine’s axis,
the relative velocity Vrel of the airflow incident to the
blade, relative to the plane of rotation, comprises two
components: the axial Vt as before and a tangential Ωr;
the latter depending on the radial distance r from the axis
of rotation. For a given Ω, for radii near to the hub, the
tangential component is small and hence the resultant Vrel
is dominated by the axial Vt . At large radii and or high
angular speeds, the resultant Vrel is large, being dominated
by the tangential Ωr.

The TSR given by λ = ΩR
V∞

can be directly used to
determine the angle of the relative airflow over the blade, at
any radius r, given the wind velocity V∞ and angular speed
(or alternatively given λ) [3], from:



Vrel =

√
V∞

2 +(Ωr)2 = V∞

√
1+
(

λ
r
R

)2
(6)

φ = arctan
(

V∞

Ωr

)
= arccot

(
λ

r
R

)
(7)

Near to the hub of the rotor and for slow rotational speeds,
φ will be nearly perpendicular (∼ 85◦) to the plane of
rotation, whilst towards the tip and especially at high
rotational speeds, φ will be close to parallel (∼ 5◦). This
is the inherent reason for the blade requiring a twist, to
maintain a constant angle of attack between the blade and
relative airflow.

Equations 6 and 7 can be amended to include the axial
and angular induction factors, representing the linear and
rotational induced airflow components, for determining the
relative airflow over the blade.

The magnitude and angle of the relative airflow are given
by:

Vrel =V∞

√
(1−a)2 +

(
λ

r
R

)2
(1+a′)2 (8)

φ = arccot
[(

λ
r
R

) (1+a′)
(1−a)

]
(9)

Substituting the equations of (4) into (5) the differential
axial thrust (dFA) and torque (dQ= rdFT ) on each element
at r with an effective area of dA = cdr, for B number of
blades [3],is given by:

dFA = B
1
2

ρVrel
2[CL cosφ+CD sin φ

]
cdr (10)

dQ = B
1
2

ρVrel
2[CL sinφ −CD cos φ

]
r cdr (11)

The above two equations represent the power extracted
corresponding to the change in momentum of the same
elements in equations 1 and 2.

2.5 Airfoils

Since the lift L is the only contributor to the torque dQ, to
maximize L, the glide ratio CL : CD must be a maximum.
This occurs at a best glide angle and can be achieved by
incorporating an efficient cambered airfoil section into the
blade [3, 8].

A best glide of 50+ is typically obtainable just before the
stall point (α ≈ 15◦) and at this corresponding angle of
attack, will result in the highest possible lift, and hence
torque, being produced by the blade.

One such series of the well-known NACA designed and
tested airfoils is the ”NACA 4-digit” series [8]. This
is a relatively simple airfoil comprising some degree of
camber. Airfoils of this series are characterised by having
their thickest part located at 30% of their chord, from
the leading edge. The classification takes the form of
NACA XXXX where the first digit returns the maximum
camber (as a percentage of chord), the second digit is
the corresponding position of the maximum camber (in
10% increments of chord) and the last two digits are the
maximum thickness (in percentage of chord) of the airfoil.

This is a particularly straightforward series of airfoil
to identify from physical measurements: the maximum
thickness is obtainable from direct measurement whilst
the camber’s maximum and corresponding position can
be determined from a mean line plotted through the
cross-section of the airfoil. Once the airfoil has been
identified, empirical values of CL and CD at various angles
of attack can be found in literature, such as [8] and [9].

2.6 Blade Element Momentum (BEM) theory

Both the Momentum theory and the Blade Element theory
have their limitations. The former accounts for the power
extraction from the total momentum by the induction of
axial and angular flow components; the power extraction
mechanism simply being modelled as an actuator disk
through which the airflow passes. The latter determines
the forces exerted on a blade element and hence torque
and power, due to an incident airflow; the extraction of the
power from the air-stream and hence resultant airflow not
being accounted for in anyway.

As a result, the two theories were amalgamated to form
the BEM theory [3]; consequently equations 1 and 10,
and 2 and 11 are respectively equated to show the power
extraction mechanism from the balance of momentum.
This allows for the axial and angular induction factors to be
solved for the relative airflow at each blade element [2, 5],
as given by equations 12 and 13 respectively:

a =
1

1+ 4 Ftip sinφ

σ(CL cot φ+CD)

(12)

a′ =
−1

1− 4 Ftip sinφ

σ(CL tanφ+CD)

(13)

Where the solidity factor σ effectively normalizes the
chord c of the blade at radius r by the corresponding swept
arc length, hence given by: σ = Bc

2πr

The BEM theory relies on many assumptions, well detailed
in the literature, but primarily: that there is no interference
between the annulus under consideration and neighbouring
annuli, and that the forces acting on the blade elements are
entirely due to the lift and drag components only.



3. EMPLOYED METHODOLOGY

The air-stream is effectively divided into concentric annuli
centered about the turbine’s axis, of radius r, each having
a cross-sectional area of dA = 2πr dr where the power in
each annulus is given by:

dP∞ =
1
2

ρV∞
3 dA where

R

∑
r=0

dP∞ = P∞ (14)

Similarly, the blades are divided into elements along their
radial length, each element comprising a chord c, a twist
β and an area dA = cdr. Furthermore, each element
incorporates an airfoil section, assumed to be the same
profile along the entire length of the blade.

In order to determine the aerodynamic forces exerted on
each element (and hence torque and hence power), the
relative airflow (described by equations 8 and 9) at each
element r must first be determined, dependent primarily
on the TSR λ. It must be noted that these two equations
depend on the induction factors given by equations 12
and 13 which in turn depend on the relative airflow. To
break the circular dependency, the direction of the airflow
is initially determined from equation 9 using ideal values
of a = 1

3 and a′ = 0 from theory and literature. This initial
angle is then used to find the tip-loss correction factor Ftip
using equation 3 which is substituted together with φ into
equations 12 and 13 to refine the induction factor values.
Subsequently, the velocity of the relative airflow is solved
using equation 8.

With the relative airflow vector now determined, the
coefficients CL and CD are required for equation 11. The
angle of attack α at each element is the angle between the
relative airflow φ and the blade’s twist β, given by α =
φ− β. Using empirical data for the airfoil incorporated,
corresponding values of CL and CD can be interpolated for
any angle of α.

The differential torque dQ on each element is now
calculated; subsequently, the differential power, given by
dP = Ω dQ is determined for each element. This can be
normalised by the power in the corresponding annulus dP∞

from equation 14, to find the Coefficient of Power at each
element. Doing so proves beneficial when analysing the
optimisation of power extraction along the length of the
blade.

Finally, the Coefficient of Performance CP is determined
from the sum of power contributions from each element,
normalised by the total wind power, as given below:

CP =
R

∑
r=0

dP
1

P∞

To evaluate the turbine’s performance over a series of
TSR values, as is the objective of this work, the above
methodology is repeated for each TSR, directly influencing
the relative airflow at each element, and consequently
resulting in corresponding CP values. This relationship,

when plotted as the function CP (λ) can then be scaled by a
set of wind speeds V∞ to find absolute power-versus-speed
curves etc.

The measurements required for the elemental analyses of
a blade are the chord c(r) and twist β(r) along the length
of the blade, from its root to tip R. The chord is simply
the measured distance from the leading edge to the trailing
edge, whilst the twist is measured by an inclinometer with
the rotor disk lying in the horizontal plane. To determine
the incorporated airfoil, a trial-and-error approach is used
by trimming a cardboard template that slides over the
airfoil profile at circa 50% radius, until a close fit is
achieved. This assumes fundamentally that the same airfoil
is used along the length of the blade, which for small
turbine blades is a fair assumption. From the template,
the mean line through the profile is drawn, the profile
thickness is measured, and the maximum camber and its
corresponding position are determined.

4. BLADE CHARACTERISATION

Comprehensive measurements (as above) of the two sets
of blades were undertaken and are presented.

4.1 Blade # 1: ”3WT” Diameter 1.5 m

This three-bladed turbine features ground-adjustable pitch
of the blades, set by indexed teeth in the rotor hub. For
the purposes of this work, the pitch was set to −15◦ which
is included in the twist angles measured below. The inner
and outer radii of the rotor are 125mm and 875mm.

The blade was divided into 15 elements of dr = 50mm
each. The chord and twist of each element is plotted in
Figures 1 and 2 respectively. This blade has a characteristic
blunt tip evident in Figure 1.
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Figure 1: Measured c(r) for “3WT” blade.

From the airfoil profile template at a chord of 124mm
(≡ 100%), a maximum camber of 4% at a position of
40% from the leading edge, and thickness of 9%, is
determined. This identifies the airfoil as a NACA 4409
profile. Interpolated values for CL(α) and CD(α) are
plotted in Figure 3 from empirical data published in [10].

4.2 Blade # 2: ”MS” Diameter 3.7 m

This is a larger three-bladed fixed-pitch turbine. The inner
and outer radii are 300mm and 1850mm respectively.
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Figure 2: Measured β(r) for “3WT” blade.
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Figure 3: NACA 4409: Interpolated CL(α) and CD(α).

The blade was divided into 31 elements, each also spaced
dr = 50mm apart. The measured chord and twist along
the length of the blade is plotted in Figures 4 and 5
respectively. This blade features a rounded tip which is
evident in the figure.
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Figure 4: Measured c(r) for “MS” blade.

At a chord of 136mm (≡ 100%), from the airfoil profile
template a maximum camber of 6% at a position of
40% from the leading edge, and a thickness of 15%
was determined, identifying the airfoil as a NACA 6415
profile. Interpolated values of CL(α) and CD(α) from [9]
are plotted in Figure 6.
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Figure 5: Measured β(r) for “MS” blade.
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Figure 6: NACA 6415: Interpolated CL(α) and CD(α).

5. RESULTS

With the measured quantities of each blade presented in
Sections 4.1 and 4.2, the method described is used to
determine the desired CP (λ) relationships. These are
respectively plotted in Figures 7 and 8.

5.1 Discussion of Results

The Coefficient of Performance for both sets of blades
reach CPmax ≈ 0.42 at a corresponding TSR of λ ≈ 7,
typical of small horizontal axis wind turbines i.e. despite
their different diameters, they share the same maximum
power points. Distinctly noticeable from the two graphs
however is the shape of the curves, being inherently
different due to the airfoils incorporated.

From detailed analysis of the power coefficients of each
element along the length of the blade, it was noted that
the accuracy of the induction factors a and a′ diminished
significantly at low and high TSR values and hence the
plots have been limited to 1 ≤ λ ≤ 12. The sources of
the large errors introduced are due to the denominators of
equations 12 and 13 tending towards infinity under certain
combinations of σ, φ and CL. Referring back to literature,
this is a known shortcoming and stems from the fact that
equations 12 and 13 are based on the notion that the turbine
is operating under power-extracting conditions i.e. close
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Figure 7: Predicted CP(λ) for 3-bladed “3WT” turbine.
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Figure 8: Predicted CP(λ) for 3-bladed “MS” turbine.

to CPmax. At the time of writing an alternative method for
the derivation of the induction factors had not been found,
however [12] may offer a promising solution.

5.2 Future Work

An immediate improvement to be investigated is the
accuracy of the induction factors at TSRs corresponding
to standstill and to high speeds (say λ≥ 20).

Comparison of the predicted torque and power with
experimental tests by means of coupling the turbines to a
friction brake and adjusting the mechanical load, would be
most valuable for the verification of the presented method.

6. CONCLUSION

This paper presents a methodology, using BEM theory, to
predict the performance of a set of wind turbine blades,
based on physical measurements of chord and twist.
In combination with empirical data for the incorporated
airfoil profile, the blade is divided into piece-wise elements
and the differential torques and powers are computed along
its length. Finally the overall Coefficient of Performance
is determined and can be plotted against a range of
TSRs. A weakness to the method employed arises due
to the assumption that the turbine is operating under
power-extracting conditions: at low and high TSR values,
far from maximum power extraction, the induction factor
equations become highly inaccurate and so too do the
overall results. Despite this, two available sets of blades

were characterised and their predicted performance curves
are successfully plotted.
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Abstract: This paper investigates the techno-economic viability of a stand-alone biomass-based 

electricity generation with and without energy storage in Willary Farm in Matatiele village in Eastern 

Cape in South Africa. The test systems are modelled in HOMER Hybrid Optimization Modeling 

Software and consist mainly of a microturbine run from biomass-based fuel produced from the 

feedstock available in the farm and energy storage. The farm’s potential to produce a large amount of 

feedstock capable of supplying sufficient biogas fuelis also assessed. Types of storage systems 

investigated in this work include lead acid battery, flywheel and flow battery and cost of the test 

system is compared with different forms of energy storage based on NPC, LCOE and operation and 

maintenance costs.  
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1. INTRODUCTION 

 

The huge capital costs required for grid extension to areas 

that are particularly remote make it economically 

unattractive to connect these areas to the national grid. As 

a result, a large part of South African rural communities 

still lacks electricity supply from national grid. Therefore 

stand-alone electricity generation using locally available 

biofuel-based fuels becomes an attractive solution for 

supplying electricity to the South African rural 

communities. Animal waste is used to make biofuels in 

solid, liquid or gas form which can be effectively used to 

run small scale microturbine or small to medium range 

gas turbine systems [12, 13]. 

 

A major task associated with implementing such stand-

alone electricity generation systems is to ensure that the 

system supplies quality and reliable power to the 

customers and at the same time become economically 

profitable in the long run. Energy storage forms a key 

component of stand-alone systems in order to maintain 

load-generation balance at all times to ensure energy 

security and power quality [14]. Hence, the economic 

feasibility should focus on comparing various types of 

available energy storage to be used in conjunction with 

biomass-based generation. 

 

In this context, this paper presents an economic 

comparison of biofuel-based electricity generation system 

in Willary Farm in Matatiele village in Eastern Cape in 

South Africa with and without various forms of energy 

storage. 

 

2. BIOFUELS IN SOUTH AFRICAN ENERGY MIX 

 

South Africa’s Department of Energy aimed to electrify 

92% of formal South African households by the end of 

2014. Currently, only 82% of these households have 

been electrified. The remaining 18% is in the deep rural 

areas. One of major setbacks is due to large capital 

required for installation and supply of electricity to such 

locations [1]. Therefore off-grid or stand-alone 

electricity supply becomes the preferred solution to 

rural electrification. It has been found that the use of 

locally available biomass resources in a community 

such as plant and animal wastes, municipal solid wastes, 

etc. have the potential not only to produce electricity but 

also to reduce the harmful pollutants and greenhouse 

gas emissions.  

 

2.1 Classification and Production of Biofuels 

 

There are two main classes of biofuels. These are First 

generation and Second generation biofuels. The first 

generation biofuels are in liquid form. They are produced 

from plant based oils and starch such as food crops, oil 

seeds, sugar beet, etc. This type of biofuels has proven to 

run efficiently in Brazil and Germany [3]. The second 

generation refers to the liquid and gaseous forms of fuel 

from sources such as lignocellulose feedstock. These are 

generally feedstock from wood, grass and woody wastes. 

Another class referred to as the third generation biofuels 

are obtained from micro-organisms such as algae and 

other photosynthesising organisms [2]. Ethanol and 

Biogas are the most commonly used biofuels in the 

transportation and power generation industries [4]. 

Biomass is converted to biodiesel through a process called 

Trans esterification. Another method of biofuel 

production uses bio-digesters. Different types of bio-

digesters are suitable depending on the state of the bio-

fuel resource.  Summary of different types of digester 

technologies can be found in [12]. 

 

2.2 Biofuels in South Africa 

 

During the planning stage of biofuel-based rural 
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electrification, it is important to assess the biomass-based 

resource availability in any country including South 

Africa. This is important to make the generation systems 

feasible and sustainable for improving the community’s 

socio-economic condition. The following sections discuss 

the potential of biomass, waste and landfill generated 

biofuels with reference to South Africa.  

 

(i) Biomass from wood 

The use of crop and wood as a form of biofuels requires 

large piece of land and large forestation. The figure below 

illustrates potential parts in South Africa where 

cultivation for crops and forestation of wood can be used 

for the production of biofuels [1]. Figure 1 shows that 

agricultural land covers 81% of the total land. Only 

14.5% of this land has potential in growing crops. The 

total forest area that covers forestation is 9.2Mha and 

from that 1.3Mha can be used [6]. With this land 

agricultural and forestry activities are expected to produce 

food crops and be utilised for other industrial products. 

Thus creating problems such as loss of biodiversity 

through farming extension, food security issues, 

deforestation that partially contributes to soil erosion and 

of course the use of water growing crops for biomass 

production. 

 
Figure 1: Agricultural and forestry land in South Africa 

 
(ii) Biofuels produced from waste 

 

Table 1: Waste products and their different methane 

production potential [7] 

 

Biomass type 

Specific methane 

potential 

m3 CH/kgVS 

Specific methane 

production m3 

CH/t 

Cattle slurry 0.200 12.8 

Mixed fruit residues 0.370 42.1 

Fats 0.800 684.0 

Household waste 0.400 102.0 

Sewage sludge 0.400 30.0 

 

Most of the waste product has the capabilities of 

producing methane gas. Although the gas is a greenhouse 

gas, if properly contained, it can contribute in producing 

power effectively. Table 1 illustrate different kinds of 

waste and their potential for producing methane gas.Fats 

and household waste are found to be large contributors of 

methane production.  

2.3 Landfill and electricity production 

 

The landfill gas emission presents health risks and 

environmental threat to the nearby communities, 

especially if proper waste management is not in place. 

Gases such as methane, nitrogen and carbon dioxide all 

contribute to global warming. Therefore to mitigate or 

alleviate such problems, biogas can be produced from this 

gases thus increasing energy supply [15]. The three 

biggest cities that have been identified as having proper 

waste management systems are Durban, Cape Town and 

Johannesburg. Durban landfill is currently producing 

electricity enough to supply 5000 to 6000 households by 

retrieving the biogas from the landfill [7]. Biogas from 

landfill is harvested by placing suction tubes horizontally 

aligned underneath the waste. These tubes capture the gas 

emitted from this waste. 

 

3. REVIEW OF ENERGY STORAGE 

 

Due to the unpredictable availability of biofuel resources, 

it is important to combine the biofuel-based generation 

with suitable energy storage for enhancing energy 

security of the system. For rural electrification in South 

Africa, it would be prudent to select a matured and well-

known storage technology which need not be imported 

from abroad at high cost, can be incorporated in the 

system without too much technological challenge and for 

which replacement and maintenance would be easy. 

Hence, this section reviews three matured and proven 

energy storage technologies, such as lead-acid battery, 

flywheel and flow battery, for this work before carrying 

out the economic comparison of the stand-alone biofuel-

based rural electrification system with different types of 

storage [11, 14]. 

 

3.1 Lead Acid Battery 

 

Lead acid batteries are matured and proven and known 

for good energy density. However, their power density is 

limited and they might take a considerable time to charge. 

Still, with regard to cost, they are the best option. For 

implementing lead-acid batteries, it is important to select 

the right battery and the most suitable charge and 

discharge characteristic to suit the load profile of the 

target customer base [14]. 

 

3.2 Flywheel 

 

Flywheels conserve energy in kinetic form and this stored 

energy is converted to electrical energy during periods of 

high energy demand. They can supply and store power at 

a very high rate, but energy needs to be stored within a 

vacuum which can be expensive to maintain. Flywheels 

have efficiencies between 80 and 90%, but incur large 

standby losses; therefore they are not economic for long 

term storage [14]. However, research is going on in South 

Africa to produce flywheels locally at a lower cost which 

will be helpful in the long run in using such products in 

rural electrification projects. 



3.3 Flow batteries 

 

A flow battery is another type of an electrochemical 

energy storage system. It has an ion or proton membrane 

that separates the two loops inserted in the electrolyte. 

The electrochemical reaction in this electrolyte releases 

or stores the electrical energy to the external electric 

circuit [11]. Popular types of flow batteries include the 

vanadium redox and the zinc bromide flow batteries. 

These batteries are mainly used in the application of 

power quality and management purposes. Their rapid 

response is one of the popular advantages over the lead 

acid batteries and also their energy storage 

capacitydepends on the electrolyte content in the cell 

stack. They have longer lifespan and can also be fully 

discharged without being damaged as compared to 

normal batteries [17]. 

 

4.  BIOMASS CAPACITY CALCULATION FOR 

WILLARY FARM 

 

This section presents the biomass capacity calculation for 

Willary Farm in Ward 4 of Matatielevillage in Eastern 

Cape which is required for modelling and simulation of 

the biofuel-based stand-alone electricity generation 

system for the farm.The system is not connected to the 

grid and delivers the residential load for those households 

in the village who do not have access to electricity.  

 

4.1 Willary farm parameters 

 
Figure 2: Available feedstock from Willary farm 

 

Willary farm comprises of 130ha of dry land yellow 

maize and 20ha of silage maize, a dairy herd of 70 cows, 

170 of beef herd and 160 sheep. The farm experiences a 

summer temperature of mid-twenties and maximum 

temperatures of 35 degrees [9]. The farm uses mainly 

yellow maize to feed the herds. Yellow maize was 

assessed to have a high volatile solid content and 

biochemical methane content. It is therefore found to be a 

potential feedstock for biomass production. The maize 

waste from the farm will be used in the anaerobic digester 

located in the farm.With this selection of wide variety 

feedstock, the methane yield is expected to increase. The 

owner of the farm keeps the farm’s viability by making 

sure that the nutrients of the soil are in the correct margin. 

Furthermore, through correct use of fertilisers and 

diseases control for the livestock, the plant will constantly 

produce enough waste needed for the anaerobic digestion. 

These precautions are important for sustainability of the 

plant. The feedstock that is available in the farm is shown 

in Figure 2. 

 

4.2 Overview of the Willary farm plant 

 
Figure 3: An overview of a proposed anaerobic digester 

configuration in the farm [10] 

 

Figure 3 shows the schematic arrangement of Willary 

farm with the installation of the anaerobic digester system 

together with electricity generation system. The micro-

turbine is placed closer to the anaerobic digester in order 

to reduce transportation costs of fuel produced by the 

anaerobic digester. 

 

4.3 The Willary farm biomass capacity 

 

Table 2: Annual waste and methane production from 

substrates in Willary farm 

Substrate Waste tonnage 

(tonnes/annum) 
Methane 

production (m3/yr) 
Maize silage 6500 684882 

Sheep manure 197 11714 

Dairy cow 

manure and 

left- over’s 

 
5298 

 
73685 

 Total = 11995 Total = 770281 

 

Biowatts calculator online application was used to 

determine biomass yield from Willary farm. The 

application is an anaerobic digestion calculator which 

allows users to calculate the energy return of investment 

for the feedstock that is available in their feedstock 

database. It also includes a kinetic analyser that shows 

how parameters such as temperature and hydraulic 

retention time could have on the production of biogas [8]. 

 

Table 2 shows Biowatts calculator’s results of the waste 

tonnage characteristics from Willary farm annually. The 

tabulated substrates in the table are the ones that are 

found in the farm and are also listed from the system’s 

database. It is found from the results that the farm is 

capable of producing a 77021 volume per year of 

methane. This methane gas becomes a large contributor 

as source of energy for fuelling the generating system in 

the farm.  

 



5. ECONOMIC ASSESSMENT OF BIOFUEL-BASED 

STAND-ALONE SYSTEM WITH AND WITHOUT 

ENERGY STORAGE 
 
The economic assessment and cost comparison of the 

biofuel-based stand-alone electricity generation system is 

performed using the HOMER Hybrid Optimization 

Modeling Software, which is widely used for designing 

and analyzing hybrid power systems. The basic biofuel-

based electricity generation system configuration 

consisting of a biofuel-based microturbine generator and 

converter, and the residential load profile for Ward 4 of 

Matatiele village remain common to all the four case 

studies conducted. The case studies vary in terms of 

different types of storage as follows: (i) Case 1 or Base 

case – system without energy storage, (ii) lead acid 

battery storage, (iii) flywheel storage and (iv) flow 

battery storage. The cases are compared in terms two 

economic parameters, Net Present Cost (NPC) and 

Levelized Cost of Energy (LCOE) discussed below. 

 

(i) The Net Present Cost (NPC) 

The NPC is defined as the present value of all costs 

associated with installations and operations of the system 

over the lifetime which the project will take place. [34] 

This is the main economic output when the user searches 

for results. Therefore in order for the project to be viable, 

it is required that the NPC be as minimum as possible. 

NPC calculation in HOMER considers cost factors such 

as (i) Initial capital, (ii) replacement cost, (iii) Operation 

and maintenance cost and (iv) Fuel cost. 

 

The NPC is given by equation (1): [16] 

 

NPC =  
Total Annualised Cost

CRF(i,l)
  (1) 

 

Here, CRF(i,l) is the defined as Capital Recovery Factor 

and it is a function of annualised interest rate of the 

country the project is implemented in and a function of 

lifetime of the project. In South Africa the year 2014 

annualised interest rate is announced by the Reserve 

Bank to be 5.76%. The total annualised cost is summated 

cost of all components used in the biofuel-based 

electricity generation system [16]. 

 

(ii) The Levelized Cost of Energy (LCOE) 

 

The levelized cost of energy (LCOE) in HOMER is 

defined as the cost per kWh that the micro power system 

has used whilst in operation. It is given by equation (2): 

 

LCOE = 
Annuliased total

Iprim+Idef
 (2) 

 
Iprim and Idef are the primary load and deferrable load 

defined by the user respectively. 

 

Table 3 lists the rating and cost of equipment and 

components for modelling the biofuel-based electricity 

generation system. Since HOMER works in US Dollars 

(US$), the equipment costs in Table 3 are in US$. The 

current US$ to South African Rand (ZAR) exchange rate 

of 1 US$ = ZAR 11.61 can be used for converting the 

US$ values to ZAR values.  

 

Table 3: Economic data for equipment used 

Equipment Size Capital Cost  Replacement 

Cost 

Micro-

turbine 

10kW US$ 15000 $15000 

Converter 6kW $1135/kW $1135/kW 

Batteries 1900A

h 4V 

(1-64 

battery 

banks) 

$350/battery $320/battery 

Flow 

batteries 

- $700/battery $700/battery 

Flywheel 20kW $300/kW $300/kW 

 

5.1 Case 1: A biofuel-based system without energy 

storage (Base case) 

 
In the base case, no energy storage is considered. System 

configuration is shown in Figure 4 and optimised system 

configuration is given in Table 4. The biomass resource 

required to fuel the 10kW micro turbine was calculated 

from Biowatts Online Calculator. 

 

 
Figure 4: Case 1 system configuration 

 

The primary load profile used for this case study is shown 

in Figure 5 it is assumed that this load is supplied by the 

10kW microturbine continuously. 

 

 
Figure 5: Load profile for Ward 4 of Matatiele 

 

 

 

 

 

 

 



Table 4: Equipment Ratings and Specifications 

Biofuel-based 

Microturbine(kW 

rating capacity) 

Mean electrical efficiency (%) 

Base case (10kW) 43.5 

Case 2 (10kW) 46.7 

Case 3 (10kW) 44.7 

Case 4 (5kW) 48 

  

Converter Nominal Power(kW) 

Base case 0 

Case 2 6 

Case 3 0 

Case 4 6 

Storage system Capacity 

Base Case   No storage system 

Case 2 8 battery banks, 4V,1900 Ah  

Case 3 1 flywheel unit, 1000kW charge 

and discharge capacity and 1kW 

parasitic load 

Case 4 3kW cell stack and 5kWh 

electrolyte 

 

The expected operational lifespan of the micro turbine is 

ten years and that of the converter is fifteen years. In 

terms of each storage system, the lead acid expected 

throughput is 10,569kWh, the flywheel is 15 years and 

the flow battery’s cell stack is expected to last for a 

period of 15 years. The cash flow summary for this case 

is shown in Table 5. Exchange rate for Table 5 is 

1US$=ZAR11.61 as also indicated in Section 5. 

 

Table 5: Cost Summary of Case 1 (Base Case) 

NPC  US$ 61,478 

ZAR 713,760 

LCOE  0.184 US$/kWh 

2,14 ZAR/kWh 

Operating cost  US$ 3,550/yr 

ZAR 41,216/yr 

The cash flow summary for this case only includes the 

replacement of the microturbine twice in its 25 year 

lifespan, the replacements occurring on the tenth and 

nineteenth year of the project lifespan. The cost of fuel 

over the entire project life amounts to US$ 31,903, i.e. 

ZAR 370,394.The salvage cost at the end of the project’s 

lifespan totals to an amount of $4000, i.e. ZAR 46,440. 

 

5.2 Case 2: Lead Acid Battery Storage 

 
Figure 6: Case 2 system configuration 

The system configuration for Case 2, as shown in Figure 

6, includes 8 banks of Surrette 4KS25P 4V, 1900Ah and 

7.6kWh lead acid battery as the storage for the primary 

load profile of Figure 5. The optimum configuration for 

this system also consists of 6kW converter. It is seen 

from HOMER analysis that this configuration is capable 

of delivering the entire load adequately. Cost summary of 

Case 2 as given in Table 6. Exchange rate for Table 6 is 

1US$=ZAR11.61 as also indicated in Section 5. 

 

Table 6: Cost summary for Case 2 

NPC  US$ 66,925 

ZAR 777,000 

LCOE  0.2 US$/kWh 

2,32 ZAR/kWh 

Operating cost  US$ 3,233/yr 

ZAR 37,535/yr 

 

In terms of the cash flow summary for this case, the 

generator has the largest capital, amounting to $15,000. 

On the other hand the battery and converter have a much 

lower replacement and operating costs of $2,860 and 

$2,940 respectively whilst the microturbine requires an 

amount of $6,375. The microturbine consumes a fuel of 

1.358kg per kWh. These cost values have been retained 

in US$ as these values are directly calculated from 

HOMER and can be converted to ZAR using the 

aforesaid exchange rate. 

 

5.3 Case 3: Flywheel Storage 

 
The optimal configuration for Case 3 includes a one unit 

of Powercorp flywheel as energy storage along with the 

10kW biofuel-based microturbine, as shown in Figure 7. 

The flywheel has a charge and discharge capacity of 

20kW and a parasitic load of 1kW. Table 7 gives the cost 

summary for this case. Exchange rate for Table 7 is 

1US$=ZAR11.61 as also indicated in Section 5. 

 

 
Figure 7: Case 3 system configuration 

 

Table 7: Cost summary for Case 3 

NPC  US$ 74,766 

ZAR 868,033 

LCOE  0.224 US$/kWh 

2,6 ZAR/kWh 

Operating cost  US$ 4,107/yr 

ZAR 47,682/yr 

 



It is seen that Case 3 records the highest NPC; however 

its operation and maintenance cost is ZAR 47,682 per 

year which is still considerably low.  

 

5.4 Case 4: Flow Battery Storage 

 

The optimal configuration for Case 4 includes a 

vanadium redox flow battery as the storage as shown in 

Figure 8. 

 
Figure 8: Case 4 system configuration 

 

Unlike other cases, this configuration includes a 5kW 

microturbine. This is because the large size of electrolyte 

within the flow battery allows for greater storage capacity 

and the battery can befully discharged without 

damage,therefore sustainably supplying electricity.  

 

The cost summary in Table 8 shows that the NPC for this 

Case study is by far the least when compared to the 

previous three cases. The system uses a 5kW micro 

turbine that cost $7,500 and VRB flow battery that cost 

$3,600.The operation and maintenance cost for this micro 

power account for 1.4% of the total cost of this project’s 

lifetime cost. Exchange rate for Table 8 is                          

1 US$=ZAR11.61 as also indicated in Section 5. 

 

Table 8: Cost summary for Case 4 
NPC (US$) US$ 50,328 

ZAR 584,308 

LCOE  0.16 US$/kWh 

1.86 ZAR/kWh 

Operating cost  US$ 2,691/yr 

ZAR 31,243/yr 

 

The cash flow summary for this system includes a 

replacement cost for the 5kW microturbine for every 

twelve yearsin the systems life span and there is a 

replacement cost for the vanadium flow battery on the 

fifteenth year after operation. The salvage cost amounts 

to a total of US$ 8000 i.e. ZAR 92,880. 

 

6. ECONOMIC COMPARISON OF CASE STUDIES 

 

This section presents the comparison of the four case 

studies in terms of NPC, LCOE and Operation and 

Maintenance (O&M) costs. Figure 9 shows that Case 

3has the highest and Case 4 the least NPC. Hence with 

respect to NPC, Case 4 is most viable economically; 

however this cannot be the only factor forselection of 

storage. Maturity of technology and local availability of 

storage technology and suitability of its electrical 

characteristics to power quality and reliability 

requirements are also to be considered. 

 

However, looking at the level of costs for all the cases 

with these costs, it can be commented that 

implementation of such projects will require substantial 

subsidy from the South African government until these 

become profitable. 

 
Figure 9: Comparison of NPC of the case studies 

 

 
Figure 10: LCOE comparison for all case studies 

 

 
Figure 11: O&M cost comparison for all case studies 

 

Figure 10 indicates that Case 4 has the least LCOE whilst 

Case 3 has the highest LCOE. A least LCOE is desirable 

as it means energy is produced at a lower cost and it has 

high return of investments for the investors concerned. 

Therefore with that, Case 4 is financially attractive to the 

investors as it has the least cost of electricity production 



from its micro power system whilst on the other hand 

Case 3 which includes the flywheel storage has the 

highest LCOE. 

 

For a standalone system located in a remote area, it is 

desirable to have a least operating and maintenance costs 

as possible, because the system needs to be independent. 

Figure 11 compares the O&M costs of all the cases 

reported in this paper. Therefore Case 4 is economically 

viable as it has the least operational and maintenance 

cost, and Case 3 is not financially viable as it has highest 

operational and maintenance cost.  

 

The O&M cost of the base case is even more than cases 

with battery storage. Therefore not only is the storage 

technically competitive when compared with the case 

where there is no storage system, it also has less O&M 

costs.It is therefore recommended that the a biomass 

generation plant with a flow battery storage system be 

used to supply power to the village as it has minimum  

NPC, less cost of energy and it presents with the least 

operation and maintenance cost. Therefore in do so, we 

provide off the grid locations with secure electricity and 

at a minimum cost. 

 

7. CONCLUSION 

 

An economic comparison of biofuel-based electricity 

generation system in Willary Farm in Ward 4 of 

Matatiele village in Eastern Cape, South Africa without 

and with various forms of energy storage was 

investigated. An analysis of different case studies was 

conducted, such that we can observe the impact of 

storage system on the NPC, LCOE and O&M for the 

designed micro power system. Case 4 which incorporated 

a flow battery was the optimum case out of all the case 

studies conducted. It presented with a minimum LCOE of 

0.16$/kWh out of all the cases and also its NPC of 

$53,451. These positive results from Case 4 are 

influenced by the fact that the micro power system used 

in this case includes a flow battery storage system. Flow 

batteries have an advantage over the lead acid battery in 

that theycan discharge for longer periods without damage 

and they respond quickly when needed to operate. With 

these quality factors, the flow batteriescontribute to 

increasing the quality of standalone electricity supply that 

is required for rural customers who do not have access to 

electricity from the grid. With that being said,It is 

therefore recommended that the a biomass generation 

plant with a battery storage system be used to supply 

power to the village as it has minimum NPC, less cost of 

energy and it presents with the least operation and 

maintenance cost.  
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1. INTRODUCTION 

 

The first design of a Line-Start (LS) Permanent Magnet 

Synchronous Machine (PMSM) was suggested by F.W. 

Merril in 1955, the idea was to combine induction motors 

(IM) and PMSM with the ability to start when connected 

to the voltage supply. This design at the time consisted of 

permanent magnets (PMs) with poor magnetizing 

properties, extra material costs when compared to IM, 

complex construction and design difficulties. All these 

difficulties prevented the idea to flourish amongst 

research groups [1]. 

 

With the advances in PM research, high performance rare 

earth magnets such as neodymium iron boron (NdFeB) 

bought upon more interest in the overall performance of 

the machine. The research focused on the machines 

steady- and transient-state behaviours, which are 

considered to be valuable information for designers. The 

steady state behaviour focused on the synchronisation of 

the machine which demonstrated higher efficiency 

capabilities and the transient state merely focused on 

analytical analysis based on the d- and q- axis reference 

framework in the late 1990s [2]. 

 

Since then, LS PMSM has grown in popularity due to 

their higher efficiency, reduced life cost and sensitivity to 

the environment. Various energy regulatory bodies 

internationally have started to set new higher minimum 

efficiency standards for these machines; this has increased 

investigations for newer designs with overall better 

performance to be presented by designers [1]. 

 

 

 

 

2. LITERATURE REVIEW 

 

2.1 LS PMSM construction  

Figure 1, illustrates a cross section of an LS PMSM with 

embedded permanent magnets in the rotor for excitation 

and a squirrel cage of an IM [3]. 

 

 

Figure 1: Cross Section of LS PMSM [3] 

2.2 Machine nameplate specifications 

The proposed machine to undergo testing and modeling 

has the following nameplate specifications listed in table 

1. 
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Abstract: Line Start (LS) Permanent Magnet Synchronous Machine (PMSM) is a hybrid synchronous machine that has been 

designed to increase the efficiency of traditional induction motors. By introducing permanent magnets buried beneath the 

squirrel cage a hybrid motor is obtained that has a combination of asynchronous and synchronous capabilities. By implementing 

strong magnets in this machine the steady state performance (speed, torque and current) can be improved. The aim of this project 

is to characterize an existing LS PMSM by performing various laboratory tests to determine the machines parameters. 

Furthermore, the machine should be dynamically modeled to predict the dynamic behaviours of the machine. The procedures 

that were taken to solve this problem were to determine the machines parameters using no load, blocked rotor, stator resistance, 

slip and load tests. The parameters obtained are further used in equivalent circuits to analytically model the machine in dq rotor 

reference frame. The analytical model can be used to study the dynamic behavior of the LS PMSM. The block model approach 

in MATLAB/Simulink is used in the construction of the model that will allow the user to resolve reference frame theory issues. 
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Table 1: Proposed machine operating specifications 

WEG W22 Top premium frame 132M IP55 (Radial flux) 

# Star Delta 

V 525 550 

Hz 50 50 

kW 7.5 7.5 

rpm 1465 1470 

A 10.6 10.2 

p.f 0,85 0.84 

Duty 1.15 1.15 

poles 4 4 

 

The machine will operate under star configuration. 

 

2.3 Methodology  

The methodology used in this project focuses on the 

following aspects: parameter testing, speed versus torque 

characteristics, data capture, mathematical modelling, 

MATLAB Simulation and a verification process.  

 

During testing the aim is to obtain all the necessary 

performance characteristics of an LS PMSM prototype. 

The torque under various loads, the speed and currents 

will be captured for further usage. 

 

Further tests that need to be performed using the IEEE 

Guide [4] for parameter determination and analysis of 

machines include stator DC and inductance test, slip test, 

no load test, locked rotor test, load capability test and 

back-emf waveform test.  

 

The parameters to be determined from the test mentioned 

will generalize an equivalent circuit for the proposed 

prototype. The equivalent circuit mathematical derivation 

consists of rotor and stator parameters in a specific 

reference framework. The mathematical equations will be 

implemented in a MATLAB/Simulink block approach to 

simulate the machines dynamic behaviours.  

 

The verification process will require test results to be 

compared with the Simulink model simulated.  

3. LS PMSM CHARATERIZATION 

 

The stator resistance of the machine is usually obtained 

by means of the DC test. Further the inductances ds
L and 

qs
L  can be obtained by the slip test. The stator leakage 

reactance 
ls

L can be achieved by the blocked rotor test, 

and no load test. 

 

The magnetizing reactance is obtained by keeping the 

rotor forced to rotate at synchronous speed, the inductance 

can be obtained by dividing the nominal voltage 
m

V [1] 

by the stator current
s

I  as follows:  

 

m

m

s

V
X

I


     (1) 

With the rotor kept blocked and using induction motor 

equivalent circuit the rotor resistance and the rotor 

leakage reactance 
lr

L can be obtained [1]. 

 

3.1 Machine parameters 

Additional machine parameters needed to dynamically 

model the LS PMSM are tabulated below: 
  

Table 2: Additional machine parameters  

Additional motor data 

RMS voltage Line - neutral Vrms V 525 

Peak Voltage  Vm V 430 

Inertia  J kg.m^2 0.0064 

Flux  

 

Wb 1.31 

 

Additional parameters will be obtained from the test 

performed on the proposed prototype . 

 

4. LS PMSM ANALYTICAL MODEL  

The analysis in this paper is based on the d-q equivalent 

circuit of an LS PMSM in the rotor reference frame shown 

as referred to the stator side. Note the subscript “k” is 

similar to “r” but only labeled in this literature article 

representing the rotor side [5]. 

 

 

Figure 2: d-axis equivalent circuit of a three-phase LS 

PMSM in rotor reference frame [6]. 

Figure 3: q-axis equivalent circuit of a three-phase LS 

PMSM in rotor reference frame [6] 





The analytical model in d-q rotor reference frame, the 

voltage differential equations are as follows [3-5]; 

 

qs s qs r ds qs

d
v r i

dt
         (2) 

ds s ds r qs ds

d
v r i

dt
         (3) 

qr r qr qr

d
v r i

dt
        (4) 

dr r dr dr

d
v r i

dt
        (5) 

 

Whereby v , r , i ,   and  are the voltage, resistance, 

current, electrical angular frequency and the flux linkages 

respectively. The subscripts “s” and “r” denote the stator 

and rotor quantities. The “d” is the direct axis and “q” the 

quadrature axis. The constant 
fo

 denotes the flux 

generated by the permanent magnet. The currents are 

related to the flux linkages in these relations, 
 

1
( ( ) )

2
( )

i L L L L
ds dr ds md dr dr md fo

L L L
ds dr md

     



   (6) 

1
( )

2
( )

i L Lqs qr qs mq qr
L L Lqs qr mq

  



    (7) 

1
( ( ) )

2
( )

i L L L L
dr md ds ds dr ds md fo

L L L
ds dr md

      



 (8) 

1
( )

2
( )

i L Lqr mq qs qs qr
L L Lqs qr mq

   



   (9) 

where 

 

L L L
ds ls md

              (10) 

L L Lqs mqls
              (11) 

L L L
dr lr md

              (12) 

L L Lqr mqlr
              (13) 

 

ls
L and 

lr
L  are the leakage inductance of the stator and 

the rotor, whereas 
mq

L  and
md

L are the magnetizing 

inductances of the d-q axes. 

 

The electromagnetic torque generated can be defined as 

follows [9]: 

 

 
3

2 2
e ds qs qs qr

P
T i i 

  
   
   

       (14) 

 

where P is the number of poles in the motor. The torque 

developed and the rated speed are related by [9], 

 

2
e r L

d
T J T

P dt


 
  

 

        (15) 

 

where J the inertia of the rotor and the load is, 
L

T is the 

load torque.The angle 
r

 is calculated by integrating the 

electrical angular frequency [9]. 

 

0

(0)

t

r r r
dt   

         (16) 

 

The three phase voltage supply can be converted by 

means of park transformation to two phase voltages in 

stationary reference frame by using the following matrix 

equation: 

 

1 0 0

1 1
0

3 3

0 0 0

an

qs

bn

ds

cn

v
v

v
v

v

 
  

          
    

 

     (17) 

 

The relations can then be converted to synchronously 

rotating frame using the following matrix relation: 

 

cos sin

sin cos

r

qsr rqs

r

dsr rds

vv

vv

 

 

    
    
    

       (18) 

 

Thus the current variable can be obtained by the 

following: 

 

cos sin

sin cos

r

qs r r qs

r

ds r r ds

i i

i i

 

 

    
     

    

         (19) 
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         (20) 

 

The above equations formulate the dynamic model 

prerequisites derived from LS PMSM equivalent circuit 

[5].  

5. MATLAB/SIMULINK MODEL  

 

The approach implemented in building the mathematical 

model on Simulink was the block type. To begin the 

construction of the LS PMSM, the equations (2-5), (6-9), 

(14), (15), (17), (18) and (19-20) where constructed by 

using subsystems. 

 

Every MATLAB subsystem solves each equation in a 

manner that is easy to use and understand by dragging and 

placing operators such as sum, integrator, multiplier, etc. 

The blocks are a standard version included in the 

MATLAB SimPowerSystems library [10].  

 

The subsystem that implements (2) is shown in Fig.4 a 

similar approach is taken for (3-5). The subsystem that 

implements (6) is given in Fig.5 and a similar approach 

was taken for (7-9). The subsystem that implements (14) 

is given in Fig.6 and (15) is shown in Fig.7. Further the 

subsystem that implements (18) is shown Fig.8 and (19 – 

20) in Fig.9 uses the MATLAB Kabc matrix that can be 

defined in the editor.  

 



The subsystems can be mask and the parameters can be 

listed and easily be assessed and changed by means of a 

pop-up mask window. 

 
 

Figure 4: Subsystem diagram that implements voltage 

equation (2) 

 

Figure 5: Subsystem diagram that implements current 

equation (6) 

 
 

Figure 6: Subsystem diagram that implements 

electromagnetic torque equation (14) 

 

Figure 7: Subsystem diagram that implements speed 

equation (15) 

 

Figure 8: Subsystem diagram that implements three 

phase voltage transformation to stationary dq reference 

frame using equation (18) 

 

Figure 9: Subsystem diagram that implements current dq 

transformation back to three phase using equations (19-

20)  

After all the subsystems are created the connections are 

tied together to create a secondary subsystem. By double 

clicking on this secondary subsystem the primary 

subsystems can be obtained. The secondary subsystem 

can be mask and parameters can be inserted in its 

command window tab or instead the unknown parameter 

can be listed on the m.file document that needs to be run 

before model can be simulated. The final design of the 

model looks as follows: 

 

 

Figure 10: Simulink model of the LS PMSM 



6. SIMULATION RESULTS 

 

6.1 Case study 

 

The model will simulate the LS PMSM for the following 

case study: Under no load and load conditions 

(specifically torque ratings 35Nm and 50Nm below 

braking torque). The aim is to simulate the machines 

dynamic behaviours namely speed, torque and current 

transients against time. 

 

6.2 Model parameters 

 

Table 3: Machine parameters  

Parameter Description Value 

P Number of poles (known) 4 

Rs Stator resistance 2.6933 Ώ 

ʎ Permanent magnet flux linkage  1.31 Vs 

Rr Rotor resistance 3.994 Ώ 

Lds Stator self-inductance in q-axis 0.15278 H 

Lqs Stator self-inductance in d-axis  0.2282 H 

Lmd mutual inductance in d-axis 0.1381 H 

Lmq mutual inductance in q-axis  0.20812 H 

Ldr rotor self-inductance in d-axis  0.15278 H 

Lqr rotor self-inductance in q-axis  0.2282 H 

J moment of Inertia  0.064 kg*m^2 

 

6.3 Experimental resutls 

The experimental results obtained from the TiePie scope 

when the machine is operating as LS PMSM. The torque 

versus speed data is plotted in Fig. 11,:  

 

 

Figure 11: Experimentally measured Torque versus 

speed transient  

It can be seen that the graph does represent the 

characteristics of a LS PMSM. At steady state the 

machines speed remains constant at 1500 rpm. Because 

the total torque production during this state is mainly 

influenced by the magnet torque the machine operates as 

a PMSM. When the load torque is increased from zero up 

to braking torque (approximately 55N.m) the speed 

remains constant at approximately 1500 rpm and deviates 

due to the cage and magnet torque interaction as seen in 

Figure 11. Once the braking torque is exceeded the 

machine pulls out of synchronism hence the ripple seen 

towards a speed of zero rpm operating as an IM. 

 

6.4 Simulation results 

 

The simulations results below are obtained from Matlab 

Simulink scopes contained in the Mathworks library. 

Under no load conditions the speed, torque and current 

transient are as follows in Fig.12. 

 

 

 

 

Figure 12: No load speed, torque and current transients 

When a load of 35Nm is subjected to the model, the load 

is simulated as a step signal using a signal builder found 

in the simulink library. The step signal is drawn between 

1 and 1.5 seconds to mimic a load ( fan, pump, etc)  in 

reality in Fig,13. 



 

 

Figure 13: Load of 35N.m drawn on the signal builder 

The following speed, torque and current transients are 

obtained under a load of 35N.m. 

 

 

 

 

Figure 14: Speed, torque and current transients when a 

load of 35Nm is subjected to the machine 

When a load torque of 35Nm is exerted on the machine 

just like in Figure 13, it can be seen in Figure 14, during 

time interval 0.9 seconds and 1.6 seconds the top transient 

representing speed has not changed and the speed remains 

1500 rpm also seen in Figure 11. It can be seen that based 

on literature LS PMSM are much more efficient than IM 

during steady state as the speed remains constant under 

load conditions. This was possible for load torques 0Nm 

to 39 Nm.  

 

In Figure 15 below the signal is increased to mimic a load 

disturbance of 50 Nm the following speed, torque and 

current transients are obtained. 

 

 

 

 

Figure 15: Speed, torque and current transients when a 

load of 50 Nm is subjected to the machine  

In Figure 15, something abrupt occurs in the simulation 

of the LS PMSM at a load of 50N.m. It is expected from 

the simulation to show a constant speed up until 55N.m. 

 

 Here the in Figure 15 the machine is predicted to be out 

of synchronism before even reaching it braking torque, 

which is unlikely to happen with an LS PMSM. This can 

be explained according to literature that the reluctance 

torque (pulsating torque) in the middle transient may have 

a large saliency ratio which may cause the pull out effect 



of synchronization. The components that may be 

accountable for this are 
ds

X  and 
qs

X  reactance’s, 

measured and calculated during the slip test.  

 

6.4.1 Comparison study  

 

Percentage deviation validation experimental versus 

simulation results, sown in Fig. 16 below: 

 

Figure 16: Box whisker plot percentage deviation  

When median close to 1st quartile, it means half of the 

values are close to one another. And that the larger half 

of the values is scattered and distant from the others. 

7. CONCLUSION  

 

The characterization of LS PMSM has been proven to be 

a difficult task to undertake. The availability of a standard 

or literature articles on various ways to execute accurate 

measurements of LS PMSM should be researched. 

However the methods used in this project can also serve 

as a starting point to improvements in this regard. 

 

 The determination of  
ds

X  and
qs

X  parameters has 

shown significant influences in the simulation of the 

speed and torque characteristics at certain load 

capabilities. Due to time constraints a much better method 

could have been investigated or various methods such as 

the FEM analysis method could have been used to 

compare the slip test analysis done in this project. 

 

The characterization overall showed satisfying results 

when initialized in the MATLAB/SIMULINK simulation 

software. The parameters mimic the real life behaviour of 

the machine before any load capability tests were to be 

performed. 

 

The equations obtained to analytically model the dq axis 

mathematical derivations according to various literatures 

have shown that the difference in IM and LS PMSM 

equations would be in the flux linkages. This is due to the 

additional permanent magnet component, the voltage and 

current equations are similar.  

 

The MATLAB/SIMULINK Power System Block set has 

provided a cost effective approach to studying the 

dynamic behaviors of electrical machinery. The 

advantage is the ability to build the equations and 

connecting them to operate dependently.The results 

obtained by the MATLAB/SIMULINK model during IM 

state the simulated results mimicked the experimental 

results sufficiently. However, the scope of the project was 

not to model an IM so the validation and verification 

process was only done for LS PMSM. It can be seen the 

transient mimic those of LS PMSM during steady state 

analysis but due to the pulling out of synchronism issue 

some parameters need to be thoroughly measured. 

 

LS PMSM has been investigated to predict the dynamic 

behaviours of the. An analysis has been performed to 

better understand the dynamic modeling of the machine. 

The model was validated with the use of simulated versus 

experimental results and a deviation between 5% -11% 

was found 
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POWER FACTOR CORRECTION AND REACTIVE POWER CON-
TROL OF A SLIP SYNCHRONOUS PERMANENT MAGNET WIND
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Abstract: The slip-synchronous permanent magnet wind generator is a new concept wind generator
that is able to directly connect to a power grid. In this paper the effect of implementing variable flux
in the generator is investigated with regards to grid compliance of a Wind Energy Facility. The main
focus of this paper will be the implementation of variable flux in the generator in order to achieve grid
compliance in terms of power factor and reactive power control.
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1. INTRODUCTION

There is a recent increase in electricity generated from
wind turbines in the energy sector. Induction generators
(IG) are popular choices among generator types for small
scale wind farms. IGs however, have the disadvantage of
requiring some form of power electronics to compensate
for its power factor. Doubly Fed Induction Generator
(DFIG) with a gearbox and a partially rated single stage
converter (SSC) is the most common drivetrain technology
used today [1]. The Slip-Synchronous Permanent Magnet
Generator (SS-PMG) developed in [2] is an alternative,
fixed speed wind turbine that doesn’t require a gearbox
or power electronics in order to be grid connected. The
absence of power electronics and gearboxes makes the
SS-PMG a robust and affordable generator for low to
medium voltage use.

The SS-PMG in Figure 1 is a generator that originated
from the PMIG concept of using multiple rotors and can
be thought of as two separate PM generators linked by
a freely rotating PM rotor. The SS-PMG’s IG rotor is
short-circuited and mechanically connected to the turbine
blades. The generator’s stator side directly connects
to a 3-phase grid and is a synchronous generator (SG)
operating at synchronous speed. The induction generator
with its rotor connected to the turbine, operates at a slip
speed relative to the synchronous rotor [3].

A performance evaluation of the SS-PMG with respect
to the grid code in [4] shows that the voltage, frequency
and low voltage ride through (LVRT) capability adheres to
grid code standards. However, the SS-PMG doesn’t have
the required power factor at low loads and has no form
of reactive power control, and is thus not completely grid
compliant.

Due to the SS-PMG being a permanent magnet (PM)
generator the flux is constant and cannot be used for power
factor improvement. Hence, typical methods of improving
the power factor is by either using an LC compensator or a
static VAR compensator. These compensation techniques
deliver or absorb reactive power depending on the power

Figure 1: Cross section of SS-PMG

output of the generator.

The focus of this paper is to investigate a different
approach to power factor correction with the use of
variable flux in the PMSG side of the SS-PMG. Also
investigated in this paper is if variable flux can be used as
a reactive power control method to achieve complete grid
code compliance of the SS-PMG.

Important questions arising with the use of variable flux in
the SS-PMG include:
-Would the flux be adjusted physically in the generator?
-If it is possible to implement variable flux, how much
should the flux be adjusted in order to make the SS-PMG
grid compliant?
-How much reactive power would the variable flux
compensate?
-If there is need of control systems or power electronics,
how robust and cost effective would it be?



Figure 2: A double layer non-overlap synchronous
generator capable of flux variation.

2. VARIABLE FLUX.

Electrically excited synchronous generators are widely
employed due to their capability of flux variation. In
the recent past permanent magnet synchronous generators
(PMSGs) have been preferred options due to their
efficiency, reliability, higher power density and size
reduction as in the SS-PMG. PMs produce a constant
PM excitation inhibiting their flux variation performance
without the use of power electronics. Additional field coils
can be included together with the PM excitation to have
a double excited synchronous generator (DESG) as shown
in Figure 2.

The magnetization sources of the PM and field coils are
arranged in series, [5]. The PMs provide the constant flux
to be used in normal operation of the generator, whereas
the field coils provide means of flux variation using a
simple 3 level switch. Depending on the direction of the
DC field current, flux variation is achieved. The PMs and
the field coils can either be located in the rotor, as shown
in Figure 2, or in the stator. With excitations being located
in the rotor, slip-rings and brushes are necessary, whereas
for stator located excitations, the generator is brushless.

3. GRID CODE REQUIREMENTS.

In 2012, NERSA published a grid code [6], that provided
a set of guidelines that all wind energy facilities(WEFs)
must comply with in order to connect to the South African
distribution system (DS) or transmission system (TS). The
grid code specifies three categories of WEFs which are
divided based on their power output. Category A (low
voltage) includes facilities with a rated power of less than
1 MVA and category B (medium voltage) facilities with a
rated power of more than 1 MVA but less than 20 MVA.
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Figure 3: Fault Ride Through Capability for a category A
WEF.

The grid code requirements are separated into six different
categories but this paper will only focus on three, namely:
(i) voltage and frequency requirements, (ii) power factor
requirements and (iii) reactive power control requirements.
These categories are selected because the SS-PMG lacks in
meeting the requirements [6], of the grid code.

3.1 Voltage requirements

Normal or continuous operating conditions at the point of
common coupling (PCC) is when the facility is connected
to a stable power grid. Category A facilities should be
capable of operating within a range of -15% to +10% of
nominal voltage and within the network frequency range
of 47 Hz to 52 Hz. Category B WEFs connected to the
DS are required to operate within a range of ±10% of
nominal voltage and also within the same frequency range
as a category A facility.

3.2 Power factor requirements

Category A facilities have different requirements than
category B facilities in terms of reactive power output. A
category A facility is required to supply power with no less
than 0.95 lagging and 0.95 leading power factor, whereas
a category B facility is required to supply power with a
power factor no less than 0.975.

When the WEF is starting up, it should supply reactive
power no more than 5% of its rated power for 5 seconds.
Both WEFs (A and B) should be able to supply the required
power with the correct power factor from a minimum of 0.2
p.u. rated power up to full rated power output.

3.3 Reactive power control

Category B facilities are required to deliver an on-demand
amount of reactive power (Q-point control), power factor
and voltage if requested by the national service provider.
The service provider can demand a steady supply of
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Figure 4: Q-point and power factor control.
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Figure 5: SS-PMG phasor diagram at 1.0 p.u. grid voltage
and low torque loads.

reactive power to be supplied by the WEF with an
accuracy of 1 kVAR and also demand either a leading or
lagging power factor within the above metioned grid code
requirements shown in Figure 4. The service provider can
also request a voltage value within range of the grid code
requirement.

4. SLIP-SYNCHRONOUS OPERATION.

At a lagging power factor, the reactive power is positive
and delivered to the network. Simulations show that the
SS-PMG has a lagging power factor at low torque loads,
delivering reactive power to the network. When the power
factor is leading and has a positive current angle, the
reactive power is negative and absorbed from the network.
Figures 5 to 7 show the different power factor phasor
diagrams and Figure 8 shows a single phase circuit of the
grid connected SS-PMG.

Shown in Figure 5, at 1.0 p.u. grid voltage, the generator
voltage Ea f is designed to be the same magnitude as the
line voltage Va. Due to a varying grid voltage, Ea f is
slightly larger or smaller than Va. At low torque load,
the voltage angle δ is small and the generator has a low
power factor, delivering reactive power (Qg=⊕) to the grid
because of a negative current angle (θ= 	), assuming
Ea f>Va. The power factor at low torque loads will
change greatly if the grid voltage changes slightly and
the generator can suddenly go from a low lagging power
factor to a low leading power factor. By reducing the
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Figure 6: SS-PMG generator phasor diagram at 1.0 p.u grid
voltage and high torque loads.
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Figure 7: SS-PMG generator phasor diagram at 1.1 p.u.
grid voltage and low torque loads.

generator voltage slightly, the power factor in this case can
be corrected.

When the torque load is increased, as shown in Figure 6,
together with the current, the voltage angle also increases.
This results in the generator voltage being less than
grid voltage ( Ea f cos(δ)<Va),and the generator absorbs
reactive power (Qg=	) from the grid leading to a positive
current angle (θ= ⊕). By increasing the generator voltage
slightly, the power factor can be corrected.

At 1.1 p.u. grid voltage, as shown in Figure 7, the generator
voltage remains the same but the line voltage is increased
by 10%. At low torque loads and small current angles, the
generator absorbs reactive power from the grid and has a
positive current angle. At high torque loads the current
is increased but its angle remains positive. Although the
power factor has increased, the generator still absorbs
reactive power from the grid. By increasing the generator
voltage the power factor can be corrected.

At 0.9 p.u. grid voltage, the generator voltage yet again
remains the same but the grid voltage has decreased by
10%. At low torque load the voltage angle is small and
with the decreased grid voltage, the generator delivers
reactive power. The current angle is now negative and
the power factor is low. At a higher torque load the
voltage angle increases with the current, still delivering
reactive power at a negative current angle. By reducing
the generator voltage the power factor can be corrected.

The effect of using double layer (DL) versus single layer
(SL) non-overlap winding generators with a variation in
grid voltage is given in Table 1. Non-overlap windings
can be single or double layer and is shown in [3] and
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Figure 8: Per phase equivalent circuit diagram of the grid
connected SS-PMG.

Table 1: Voltage and power factor angles at different grid
voltages and different generator non-overlap windings.

Va (p.u.) Xs (p.u.) θ δ

0.9 0.5 (SL) 7.02o 33.74o

0.9 0.25 (DL) -12.36o 16.127o

1.0 0.5 (SL) 15o 30o

1.0 0.25 (DL) 7.385o 14.47o

1.1 0.5 (SL) 24.7o 27o

1.1 0.25 (DL) 29o 13.14o

typically have reactance values of 0.5 p.u. and 0.25 p.u.
for single and double layer respectively. With the active
power (P= 1.0 p.u.) and generator voltage (Ea f = 1.0 p.u.)
fixed at rated values the voltage and power factor angle is
calculated using

P =
VaEa f

Xs
sin(δ)(p.u.) (1)

Ia∠θ =
Ea f∠δ−Va

jXs
(p.u.), (2)

with the grid voltage varied by 10%. This shows a DL
generator has a larger power factor angle, but has a smaller
voltage angle than a SL generator.

5. SIMULATION RESULTS OF THE SS-PMG WITH
VARIABLE FLUX

An SS-PMG model was developed using VHDL-AMS
and simulated in ANSYS Simplorer. The simulations are
based on the requirements for a category B facility as it
requires reactive power control. Connecting the model
with variable flux in a grid connected circuit can allow
accurate dynamic evaluations of the generator output.
Controlling the stator flux (λms) of a synchronous generator
effectively changes the magnitude of the generator voltage
Ea f . By decreasing the flux in this case, the generator
voltage is less than the grid voltage |Ea f | < |Va|, thus the
generator is under-excited and absorbing reactive power
from the grid. By increasing the flux so that |Ea f | > |Va|,
the generator is over-excited and delivering reactive power
to the grid. Figure 9 shows the effects of variable flux on
the generator voltage of a synchronous generator.
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Figure 9: (a)Under-excited and (b)over-excited generator
phasor diagrams using variable flux.
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Figure 10: Simulated results of PFC at nominal grid voltage
using variable flux.

5.1 Voltage control

Implementing flux control implies control of the generated
voltage as shown in Figure 9. The generator voltage of
a synchronous machine is expressed as a function of the
stator flux and by varying the flux, the generator voltage is
varied increased. This allows for effective voltage control
of the SS-PMG.

5.2 Power factor control

Power factor control is where the service provider demands
leading or lagging reactive power within limitations of the
grid code (no less than 0.975) and can be implemented
using variable flux. The power factor of the SS-PMG at
low torque loads does not meet grid code requirements as
it is less than 0.975 leading or lagging.Figure 10 shows that
by using variable flux, effective power factor correction
can be achieved.
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Figure 11: SL power factor at 1.1 p.u. grid voltage with
variable flux as a parameter.
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Figure 12: DL power factor at 1.1 p.u. grid voltage with
variable flux as a parameter.

The generator model was simulated as both single and
double layer non overlap winding models. The aim is to
observe if the addition of only a constant flux value could
improve the grid compliance of the generator.

The results of the simulations reveal the effectiveness of
using variable flux to correct the power factor for both DL
and SL non-overlap windings. Simulations at maximum
and minimum grid voltages shown in Figures 11- 14 reveal
a significant improvement of the SS-PMG’s power factor
with variation of the flux and also confirm that the DL has
a lower power factor than the SL non-overlap windings.

At 1.1 p.u. grid voltage, the generator absorbs reactive
power. By increasing the stator flux, the generator voltage
is also subsequently increased. This results in a power
factor improvement as seen by the network for both SL
and DL non-overlap windings, as shown in Figures 11 and
12.
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Figure 13: SL power factor at 0.9 p.u. grid voltage with
variable flux as a parameter.
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Figure 14: DL power factor at 0.9 p.u. grid voltage with
variable flux as a parameter.

At 0.9 p.u. grid voltage the generator delivers reactive
power and by reducing the stator flux the generator a better
power factor seen by the network for both SL and DL
non-overlap windings as shown in Figures 13 and 14.

If the generator is used with the a SL non-overlap
winding, the generator power factor will be completely
grid compliant if the flux can be adjusted between 0.87
and 1.1 per unit. For a DL non-overlap winding, the
results show significant power factor improvement with
variable flux. In order to meet grid code requirements, the
double layer generator’s flux should be able to be adjusted
between 0.88 and 1.12 per unit.

5.3 Q-point control

Q-point control as explained in Figure 4 shows variable
flux can enable the generator to supply a fixed amount of
reactive power regardless of real power output. A simple



case where Q-point control is evaluated by varying flux for
both DL and SL non-overlap windings. This maintains a
reactive power output of 0.1 p.u. of the rated power with
respect to an increasing torque load. Figure 15 shows that
the DL requires less flux variation than a SL non-overlap
winding.
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Figure 15: Q point control at Q = 0.1 p.u. using variable
flux for SL and DL non-overlap windings

6. CONCLUSION

The flux variation can be achieved by having either a
positive or negative field current produced by placing rotor
field windings.

The simulation results indicate that by implementing
variable flux on the SS-PMG allows for grid compliance
for facilities of up to 20 MVA. All grid code requirements
can be achieved by using variable flux of about ±12% to
correct the power factor at low torque loads as well as
allowing for reactive power control.

A simple and affordable three phase switch is used to
switch between adding or reducing the flux by 12%. If
the flux needs to be varied in smaller increments between
0 and 12% a power electronic circuit is used, making this
method simple and cost effective.

Figure 15, shows that variable flux is an effective
implementation of Q-point control, being able to
compensate up to 1 kVAr of reactive power.
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Abstract: This paper is concerned with the design improvement of a previously designed magnetic gear
with emphasis on performance optimization and the mitigation of end-effects. The performance analysis
results show approximately 70% reduction in losses at full load and a 40% increase in maximum torque
capability. New flux modulator manufacturing techniques, which yielded great results, are discussed.
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1. INTRODUCTION

Magnetic gears are receiving more attention in recent
years. Among different types of magnetic gears, the
concentric magnetic gear (MG) has been the focus
of research and development. With a torque density
comparable to mechanical gears, concentric MGs also
demonstrate other distinct benefits such as high efficiency,
low noise, low maintenance and overload protection.
The potential applications for this novel gear technology
include industrial drives, material handling, electric
vehicles and wind turbine applications [1, 2]. This paper
reports the design improvements of a previously designed
concentric MG [3], which shows inferior torque and
efficiency performance when compared with the design
values. Design recommendations mentioned in [4] as well
as other possible solutions will be investigated.

2. PRINCIPLE OF OPERATION

High-order magnetic flux harmonics are usually unde-
sirable as they are the sources of torque ripple or loss,
heating and decreased efficiency in electrical machines.
In the case of the magnetic gear, harmonics are used to
an advantage by making use of specific characteristics of
these harmonics to realize a gear action between input and
output rotors. Fig. 1 displays a cross-sectional view of
a concentric-type magnetic gear, which consists of three
concentric elements, namely, outer low-speed (LS) rotor,
inner high-speed (HS) rotor and a flux modulator between
them. If the flux modulator is kept stationary, the gear ratio
Gr is governed by the following equation [5]:

Gr =
q− ph

ph
=

pl

ph
(1)

where q is the number of modulator segments, pl and ph
are the pole-pairs of the LS and HS rotors respectively.
The fundamental operation principle of a magnetic gear
is the modulation of fluxes from both high and low speed
rotors. Fig. 2 shows the flux density waveform generated
only by the magnets of the LS rotor in the HS side air-gap
and its harmonic composition. It can be clearly seen that
due to flux modulation there exists a prominent 2nd order
space harmonic in the HS air-gap, which matches the HS

Figure 1: The layout of a concentric magnetic gear

pole pairs. Similarly the air-gap flux density waveform
generated by only HS magnets in the LS air-gap and
its harmonic composition is shown in Fig. 3. It can be
observed that a large 21st order space harmonic, which
corresponds to the LS pole-pairs, is present in the LS side
air-gap as a result of flux modulation.

3. DESIGN IMPROVEMENTS

3.1 Problems with the Previous Design

The previously developed magnetic gear demonstrates
relatively poor performance when compared with the
calculated results. A recent study [4] shows that the
performance reduction of the MG is mainly caused by the
following design issues:

• the severe end leakage flux in the supporting structure
not only reduces the magnitude of the torque
producing harmonics, but also causes excessive eddy
current loss in the end plates, which reduces the gear
efficiency

• the stack length of the flux modulator is longer than
the active PM length, which increases the flux leakage
in the end region and reduces the peak torque capacity



Figure 2: Flux density in HS Air-gap due to LS magnets [1]

Figure 3: Flux density in LS Air-gap due to HS magnets [1]

Table 1 gives the key design specifications of the
previously developed magnetic gear [3].

Table 1: Design specs of the magnetic gear prototype

Parameter Value
Pole pairs on high speed rotor 2
Pole pairs on low speed rotor 21
Number of stator segments or pole-pieces 23
Outer radius of low speed yoke, mm 57.5
Inner radius of low speed yoke, mm 52.5
Outer radius of stator segments, mm 52
Inner radius of stator segments, mm 45
Outer radius of the high speed rotor, mm 44.3
Stack length, mm 40
Permanent magnet thickness, mm 5
Permanent magnet grade N35

3.2 Objectives and Design Approach

The objective of the design improvements is to optimize
the output torque capability of the previously developed
magnetic gear. 2D FEM simulations have been applied
to calculate the peak torque of the MG and analyze the
flux distribution associated with different flux modulator
designs. Several flux modulator topologies are evaluated
and the most promising one is then selected for further
design optimization. The optimum design obtained from
2D FEM optimization is modeled using 3D FEM for more
accurate performance computation.

A commercial optimization software VisualDoc has been
used together with SEMFEM, an in-house developed FEM
package, for the optimization of the magnetic gear. A
Python script is used to read the design variables and
update the FE model. Fig. 4 shows the flowchart of the
design optimization process. The optimized modulator
design illustrated in Fig. 5 achieves a peak torque of
54.6 Nm (based on 2D FE calculation), which is about 2%
improvement when compared with the previous design.

3.3 3D FEM Analysis

Since a typical magnetic gear exhibits no magnetic
periodicity, a full FE model is required, which implies that
FE modeling of an MG in 2D is already computationally
expensive, not even to mention 3D FE analysis. 3D FEM
simulation is used only to verify 2D FEM design as these
can be very computationally expensive. Since 2D FEM
simulations neglects end-effects of a magnetic gear, 3D
FE simulations always result in a lower but more accurate
torque output value. The 3D FEM model of the final
design can be seen in Fig. 6. The previously constructed
prototype has an extended stack length of 45 mm, which
intensifies the flux leakage in the end regions, causing a
reduction in the peak torque. The improved design, with an
optimal stack length of 40 mm, increases the peak torque
to 48.6 Nm (3D FE results), a 9.95% increase over the
previous prototype.



Figure 4: Flowchart of the optimization process

Figure 5: Section of the final modulator design

Figure 6: Auxiliary view of 3D FE model

4. CONSTRUCTION OF THE PROTOTYPE

The mechanical design changes have been effected with
an aim to mitigate losses incurred in the gear due to
end-effects. In the previous design the modulator was
mounted directly on the mild steel high-speed cover plate
as shown in Fig. 7, which has been identified as one of
the major causes for excessive loss during high speed
operation [4]. The new modulator design is constrained
by the previous design’s magnet layout. The magnets
and shafts are re-used due to the limited time available
to complete this project. The outer and inner radii of
the modulator are therefore fixed but all other dimensions
are free to be optimized. It has been shown in [4]
that the thin bridges connecting the segments of the flux
modulator increase the output torque and reduce unwanted
harmonics. The final modulator retains this design feature.

In addition, a new casing is made from aluminum which
has a much lower relative permeability. The cover plates
of both high-speed and low-speed sides are remade using
aluminum. The low speed side cover plate is slightly
lengthened to better align the modulator to the magnets.
This is necessary due to the newly added support ring. The
low-speed yoke, which supports the low speed magnets,
effectively shields the low speed cover plate from the
majority of magnetic fields. The high speed cover plate
and surrounding structure are the focus of the mechanical
design improvement. As the casing has to support the
modulator, which is a high flux density region, the casing
is moved further away from the modulator segments by
15.5 mm. This increase in distance decreases the strength
of magnetic fields that penetrate the casing (See sectional
view of gear in Fig. 7).

Figure 7: Sectional view of the final magnetic gear

The modulator, consisting of laminations, requires a mould
to be positioned accurately. Previously the laminations
were laser cut to specification and assembled on the mould
before the epoxy bonding for added structural strength. A
new process is followed whereby the lamination are cut
larger than designed which allows a key groove to be added
as shown in Fig. 8. This greatly simplifies the assembling
process and allows the correction for possible dimensional
imperfections. Once epoxy is applied and cured the entire
modulator is machined to specification.



Figure 8: Cross-section of the final modulator design

The stainless steel rings previously used to compress and
mount the modulator are replaced by Vesconite plastic
supporting structures. Vesconite is a high load bearing
plastic with dimensional stability but is also easy to
machine. It is therefore chosen as the ideal non-magnetic
material to use for supporting the modulator. The
modulator inner support ring is mounted securely to the
high-speed cover plate with 10 stainless steel bolts.

5. PERFORMANCE EVALUATION

In this section the experimental tests of the new magnetic
gear prototype is described. Results obtained in these
tests will be compared to those of the previously designed
magnetic gear. Fig. 9 is a photo of the test setup.

Figure 4.1: Full test-bench

The drive is controlled by a laptop which sends commands to the motor driver via USB.
The torque sensors are both connected to and send realtime measurement data via USB. It
is important to note that the laptop charger should be disconnected to avoid noise errors
while the torque sensors send data. The various shafts should be lined up as accurately as
possible to avoid vibration during high speed test conditions.

4.2 No-load Test
The no-load test is performed with nothing connected to the low-speed shaft of the gear.
This test determines the losses present in the gear itself. The no-load setup is shown in
Figure 4.2. As can be seen from this figure, only the drive is connected to the high-speed
shaft of the gear via a prop-shaft and torque sensor while the low-speed shaft is floating.

Figure 4.2: No-load testbench

29

Figure 9: The test setup, where 1 - brushless DC motor
drive, 2 - torque sensor, 3 - magnetic gear, 4 - torque sensor,
5 - pseudo direct drive generator as load machine.

5.1 No-Load Test

This test determines the no-load loss (including wind
friction and core losses) in the magnetic gear. As shown
in Fig. 10, the no-load loss of the previous magnetic gear
is 157 W at 1700 rpm while this loss reduces to only 49 W
at the same speed for the new gear design. This works out
to be 68.7% reduction in losses at the mentioned speed. It
is evident that the new magnetic gear prototype has much

reduced no-load loss when compared with the previously
designed one.

Figure 10: Comparison of no-load loss between the
previous and the improved magnetic gears

5.2 Load Tests

The loss in a magnetic gear is mainly affected by its
operation frequency and thus its rotational speed. The load
placed on the gear has little effect on the losses of the gear.
The load tests are performed at different speeds ranging
from 100 rpm to 1700 rpm (on high speed side). At every
speed interval the load is adjusted to vary the torque on the
low speed shaft at intervals of 10 Nm starting at 10 Nm to a
maximum value of 40 Nm. Fig. 11 shows the output power
as a function of speed for different levels of output torque.
The magnetic gear achieves a power output of 680 W at
160 rpm and 40 Nm torque.

Figure 11: The output power of the magnetic gear as a
function of speeds for different loads (on low speed side)

The efficiency map of the magnetic gear at different
operation conditions is given in Fig. 12. It can be observed
that the efficiency of the magnetic gear at 4 Nm and
1500 rpm (high speed side) is about 95%. Comparing with



the previous magnetic gear, the efficiency of the improved
magnetic gear shows a marked improvement.
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Figure 12: The efficiency map of the magnetic gear at
different operation conditions (on high speed side)

5.3 Stall Torque

For the stall torque test the high-speed shaft of the
magnetic gear is clamped and forced to a stationary
position. A metal bar is attached to the low-speed side
of the magnetic gear via a torque sensor to manually
apply the torque. The stall torque is the maximum torque
that can be transferred before the magnetic poles slip.
This kind of pole-slipping under overload conditions offers
inherent protection to a magnetic gear. The measured
stall torque value of the new magnetic gear prototype is
46.2 Nm, which is about 13.2 Nm (or 40%) more than
that of the previously designed magnetic gear [4]. Table 2
compares the measured and predicted stall torque values
of the magnetic gear. It is clear that 3D FEM gives more
accurate prediction than 2D FEM.

Table 2: Measured and predicted stall torque values

Method Value Diff%
Measured 46.2 Nm -
3D FEM 48.6 Nm 5.2%
2D FEM 54.6 Nm 18.2%

6. CONCLUSION AND RECOMMENDATION

This paper describes the design improvements on a previ-
ously designed concentric magnetic gear. By optimizing
the flux modulator and carefully considering the design
aspects affecting 3D end-effects, the overall performance
(efficiency and torque capability) of the magnetic gear
has been significantly improved. The improved prototype
has been constructed and experimentally evaluated. The
measured results compare favorably with the predicted
ones. The distinct features and high performance of
magnetic gears make them an attractive alternative to
conventional mechanical gears.

6.1 Recommendation for Future Work

Although the improved prototype shows a significant
reduction in no-load loss, leakage magnetic fields are still
present in the region of the high-speed casing that supports
the modulator. Reducing this end leakage field will
further improve the overall efficiency of the magnetic gear,
especially at higher operation speeds. Possible solutions
include increasing the distance between the modulator
segments and the high-speed casing or constructing the
entire high-speed casing from a non-magnetic material
such as Vesconite.

Both 2D and 3D FEM simulations show that a slightly
higher output torque can be achieved for the bridged
modulator segments without the curved corners. These
curved corners were added to the design to enhance the
structural strength of the lamination, which in the end
appears to be unnecessary.

For the previously constructed magnetic gear the N35H
NdFeB magnets were used. Using stronger magnets in
the design will easily improve the torque density of the
magnetic gear by a significant margin.
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Abstract: The rotor angle metric of synchronous machines is used extensively in power system 
analysis in terms of angular stability. Whilst simple to observe this metric in simulations, it is difficult 
to measure in reality and is therefore not commonly done in practice. Whilst angular stability 
behaviour can be observed in the generators’ terminal voltage phase and magnitude, the internal rotor 
angle (load angle) of a synchronous machine is useful for understanding the true severity and 
interaction of electromechanical oscillations in a power system. There is a proposed method of 
measuring the rotor angle using both a Phasor Measurement Unit (PMU) on the machine voltage 
terminals and a KeyPhasor which is a standard installation on most large generators. This research 
aims to determine the viability of such a method within both laboratory and simulation environments. 
The importance of monitoring rotor angle over wide areas is explored and the test environment is 
discussed in detail including the use of a PMU model constructed in Simulink and the results of 
various tests are presented and analysed. 

Keywords: Phasor Measurement Unit (PMU), Wide Area Monitoring System (WAMS), 
synchrophasor, power system stability, IEEE C37.118, rotor-angle, Simulink, KeyPhasor 
 
 

1. INTRODUCTION 
 

The modern era of power delivery is faced with many 
challenges due to decreased reserves, increased use of 
renewable generation, Flexible Alternating Current 
Transmission System (FACTS) devices, and changes in 
customer/load behaviour. In order to manage the risks 
introduced by these challenges, it is important to have 
near real time observability of the health of the power 
system [1]. Synchrophasor technology provides high 
resolution, accurate measurement techniques which are 
useful for power system monitoring. Whilst Phasor 
Measurement Unit (PMU) metrics used over a wide area 
can show the interactions between synchronous 
machines, a direct rotor angle measurement could show 
these phenomena in a more reliable and quantifiable 
manner. Both the PMU standard of China and the current 
IEEE standard refer to a method of measuring the rotor 
angle by means of a KeyPhasor [2,3,4]. Whilst this is 
cited, it has not been explored nor documented 
adequately in practice. This paper details how the rotor 
angle is measured and tested using a PMU model created 
in Simulink to monitor a miniature synchronous generator 
under several operating conditions.  
 
The structure of this paper is as follows: a brief overview 
of synchrophasor technology and rotor angle 
measurement techniques is presented then the general 
approach to this research is described. This is followed by 
an overview of the laboratory environment, the 
methodology used and results. Next, a design refinement 
is discussed and test results from using this in a 
simulation environment are presented. Finally, 
recommendations for further work are listed and 
conclusions are provided. 

2. PMU MEASUREMENT TECHNOLOGY 
BACKGROUND 

 
One of the key benefits of PMU measurement technology 
is the use of highly accurate GPS timing to measure 
phase angle which can be compared over a wide area. 
This is done in the following way: the GPS time is used 
to construct a time reference (this is essentially the same 
over a wide area due to the high accuracy of GPS timing). 
This time reference is transmitted to the PMU via a 
1 Pulse per Second (PPS) signal which is used to define 
the start of each second. The phase angle is then 
measured as the angle difference between the start of the 
second and the peak of the wave as shown in Figure 1 [1]. 

 
 

3. AUTHOR(S) 
 
 
 

Figure 1: Phase angle measurement using a GPS time 
reference via the 1 PPS signal 



 
 

This time reference can then be replicated over each 
sample so that a relative angle can be calculated per 
frame. Hence, if the voltage is at synchronous frequency 
(i.e. 50 Hz) and the frame rate is a factor of this 
frequency (i.e. 10, 25 or 50 Hz) then the phasor would 
remain stationary. However, if the frequency of the 
voltage signal is off nominal, the phasor would then 
rotate at a speed of fm – fn where fm is the measured 
frequency and fn is nominal frequency [1,4]. 
 
This technique of phase angle measurement allows for 
the comparison of angles of a wide area since all PMUs 
share the same time reference. Combining this 
measurement with high resolution reporting (up to 50 
frames a second), makes this data extremely useful for 
observing a power system’s dynamic health [1]. 
 
The standard which defines PMU performance, known as 
IEEE C37.118, was revised in 2011 and is divided into 
two parts, the first (C37.118.1) dealing with PMU 
measurements and performance and the second 
(C37.118.2) focusing on the protocol for data 
transmission [4,5]. 
 

4. ROTOR ANGLE AS A POWER SYSTEM 
METRIC 

 
4.1. Benefits of the Rotor Angle Metric 

 
Angular stability in a power system refers the system’s 
ability to return to equilibrium (synchronism) after large 
disturbances (transient stability) or oscillatory behaviour 
(small-signal stability). These phenomena are excited by 
deficits between electrical and mechanical power which 
inherently alter the rotor angle. Rotor angle is therefore a 
metric that is fundamental to understanding power system 
stability [6]. 
 
Whilst the terminal voltage angle of the synchronous 
machine is strongly related to the rotor angle, this 
changes under disturbed conditions and is also dependent 
on the voltage support surrounding the machine. Rotor 
angle which is determined from the physical position of 
the rotor represents a mechanical metric and therefore 
shows the stability phenomena in a more fundamental, 
independent and predictable manner hence the desire to 
measure and use it directly in Wide Area Monitoring 
System (WAMS) applications. 
 
4.2. Rotor Angle Measurement 
 
There are two common methods for measuring rotor 
angle: the first method estimates the rotor angle position 
from the terminal voltage and an equivalent model of the 
generator, the second method is done via physical 
measurement of the rotor relative to space. The 
preference would be to use the physical measurement 
since models inherently contain errors due to the 
assumptions used. These errors are particularly evident 
under dynamic conditions [2,4].  
 

As per Annex F of the IEEE C37.118.1-2011 standard 
and other sources, there is a method for determining the 
rotor angle of a synchronous machine by using what is 
known a KeyPhasor pulse [2,3,4]. This is a pulse which is 
sent once per electrical revolution of a synchronous 
machine’s rotor and is typically measured using a 
stationary electromagnetic sensor on the stator which 
pulses each time a slot (or ridge) on the rotor passes it. 
The number of slots is equal to the amount of poles on 
the machine therefore allowing for one pulse per 
electrical revolution, i.e. ±50 PPS for a 50 Hz system [7]. 
When aligning this pulse with the 1 PPS signal from the 
GPS used to synchronise Phasor Measurement Units 
(PMU), the rotor position relative to time can be 
determined (angle α in Figure 2). By first observing the 
behavior of the generator under no load conditions, 
angle γ can be measured because at these conditions the 
terminal voltage is approximately equal to the excitation 
voltage. As seen in the bottom chart of Figure 2, once the 
machine is loaded, the rotor angle (δ = α – γ -β) can be 
determined since β is measured by the PMU and the other 
angles were determined during the no load condition. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

5. APPROACH TAKEN 
 
The aim of this research is to define and test an algorithm 
for measuring rotor angle on large synchronous 
machines. Since it is unsafe to implement this method 
directly on a large machine without having proven the 
concept, it is first attempted in controlled conditions. The 
approach taken is therefore to measure the rotor angle of 
a miniature synchronous machine using this method 
under several operating conditions. However, in order to 

Figure 2: Top: Rotor position phasor diagram under 
no-load conditions, Bottom: Rotor position phasor 

diagram under loaded conditions [4] 



 
 

determine the accuracy of this measurement, the true 
value of the rotor angle must be known. Unfortunately, 
rotor angle is difficult to measure since it is defined by 
the relationship between the electrical and mechanical 
angles. This algorithm is therefore simultaneously tested 
in both simulation and laboratory environments. The 
simulation environment uses an Electromagnetic 
Transient (EMT) calculation program (DIgSILENT 
PowerFactory) and in this environment the measured 
rotor angle is easily validated because this can be directly 
compared to the simulated rotor angle metric. In the 
laboratory environment, this is not as easy because there 
is no true reference with which to compare. In order to 
provide some means of comparison, a traditional model 
estimation technique is used to determine the rotor angle. 
The estimation technique is done using terminal voltages 
and currents which were simultaneously measured by a 
commercial PMU. The PMU metric are accurate since it 
was tested to comply with the IEEE C37.118.1 standard 
[8,9]. Whilst this is not the best case, it is sufficient to 
draw conclusions and move to the next phase of testing, 
which is to implement this system on large generators 
which have rotor angle measurements that can be used as 
accuracy references. 
 

6. TEST ENVIRONMENT OVERVIEW 
 
The layout of both the laboratory and simulation 
environments is discussed in the following sections. 
 
6.1. Laboratory Environment 
 
The laboratory environment consists of a 20 kW, 2-pole, 
synchronous machine rotated by a drive-controlled 
induction machine. As shown in Figure 3, the stator 
voltages and currents are monitored by a commercial 
PMU via voltage and current transformers (CTs and 
VTs). The commercial PMU is also supplied with an 
accurate GPS unit which provides a 1 pulse-per-second 
(1 PPS) signal used to define its highly accurate time 
reference. 

 
Figure 3: Physical connections from the synchronous 
machine to the commercial PMU used for accuracy 

validation 
 

As shown in Figure 4, the PMU model mimics the 
commercial PMU setup using different CTs and VTs due 
to the lower input rating of the dSPACE system. The 
PMU model also uses the 1 PPS supplied from the 
commercial GPS unit via a fibre to copper converter. 
Rotor measurements are taken by measuring the field 
current via a Hall-effect transducer (since it is DC) and 
the KeyPhasor pulse. The KeyPhasor pulse is created by 
an electromagnetic sensor whose output changes 
significantly when a slot on the shaft passes by. In 
practice there would be a slot for each electrical pole pair, 
but since this is a 2-pole machine there is only one slot. 
Figure 5 shows a photograph of the physical KeyPhasor 
sensor that was made for this experiment. 
 

 
Figure 4: Physical connections from the synchronous 

machine to the dSPACE system 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Photograph of the KeyPhasor measurement 
system used on the laboratory synchronous machine 

 
6.2. Simulation Environment 

 
DIgSILENT PowerFactory was used to do EMT studies 
for a small network. Two large synchronous generators 
were connected via long lines to represent a synchronous 
machine-infinite bus type system. The instantaneous 
voltage and current were measured on the generator 
terminals and the data exported to textfiles. The 
KeyPhasor pulse was created by monitoring the 

Electromagnetic 
Sensor Key slot 

Shaft 



 
 

instantaneous angle between the rotor’s d-axis and a 
stationary reference. Events could then be simulated on 
this grid, i.e. tripping of lines, step changes to 
generators/load, etc. The data was then imported into 
Simulink in a format that is readable to the model. 

 
7. PMU MODEL 

 
The PMU model used in both the laboratory and 
simulation environments is constructed in Simulink and is 
made up of several functional blocks. Figure 6 shows an 
overview of the complete PMU model. Five inputs from 
the synchronous generator are injected into the model via 
the dSPACE system, namely the 1 PPS signal, 
instantaneous voltage and current waveforms, DC field 
current and the key pulse. The input data is scaled to the 
appropriate primary values and the field voltage (E’) is 
determined based on the open circuit test results. The 
time module creates a time signal based on the 1 PPS 
signal (which is used to time stamp the data packets) and 
also subdivides the 1 PPS signal into a pulse per 20 ms 
(PP20ms). The PP20ms signal is used as an interrupt to 
trigger the capturing of the phasor angle, magnitude and 
frequency. The rotor angle is calculated by subtracting 
the key angle from the voltage angle. The reason that this 
is not done internally is because WAMS software allows 
this to be done over wide areas which means that the 
physical angles between two different generators can be 
monitored without the erroneous effect of the terminal 
voltage angle.  
 

 
Figure 6: Overview of complete PMU model 

 
Figure 7 shows a high-level breakdown of each phasor 
module. Whilst this example is shown for the voltage 
module, the module is almost identical for both the 
current module. For the laboratory environment, the 
KeyPhasor module has the same components except that 
the magnitude is simply passed through since it is a DC 
value. Fundamental to these modules is a phase-locked 
loop (PLL) which is used to track the frequency and 
produce an instantaneous angle (ωt). The frequency, 
angle and magnitude metrics are then compensated 
because of errors caused from various sources. The 
results are also time shifted to coincide with the correct 
time stamp since the frequency tracking causes delays to 
the output signal. The instantaneous values are then 
captured on the rising edge of each 20 ms pulse. This 

produces a phasor quantity which is based on the nominal 
frequency of 50 Hz. 

 

 
Figure 7: Phasor module breakdown 

 
The time module is shown in Figure 8. The 1 PPS signal 
is used to create an accurate pulse every 20 ms. However, 
since the internal clock of the dSPACE unit drifts in time, 
this error must be compensated. The pulse generator is 
supplied by a clock source which is created by integrating 
to a value which is the sum of one and the time drift error 
per second. This essentially creates a new clock with little 
drift error. The time formatting block formats the clock 
signal into seconds and fractions of a second which is 
then directly usable for time stamping the phasor data 
packets. 

 

 
Figure 8: Time module breakdown 

 
8. LABORATORY RESULTS 

 
 
The PMU model was used in the laboratory environment 
where the miniature synchronous generator was 
monitored whilst increasing the stator current to 
approximately 15 A which is around half of the rated 
output of the machine. Figure 9 shows the errors on the 
terminal metrics when comparing the commercial PMU 
and the PMU model. The frequency error is between 
±25 mHz, the magnitude error between ±0.7 V and the 
angle error is between 0º and 4°. These equate to a Total 
Vector Error (TVE) of less than 8% which is much higher 
than the C37.118-1 requirement. The poor performance is 
attributed to the lack of filtering in the PMU model 
however the model is accurate enough to determine 
viability. 
 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Errors between commercial PMU and PMU 
model. 

 
Figure 10 shows the test results for when the miniature 
generator was loaded to approximately 15 A. The 
frequency chart shows that both the rotor (green) and 
voltage (blue) frequencies coincide fairly well. Since the 
terminal metrics tie up with the commercial PMU, this 
provides confidence in the rotor angle measurement 
(shown in the bottom chart). The rotor angle 
measurement shows an increase of approximately 5° 
when the machine is loaded to 15 A. 
 
Figure 11 shows a comparison of the rotor angle as 
measured using the KeyPhasor technique and as 
estimated via the modelling technique.  It is clear from 
this figure that the rotor angle is being tracked by the 
measurement technique but it is too noisy. The errors due 
to the noise are so significant that the measurements are 
deemed useless for practical applications. The 
measurement error is however due to a fundamental 
design issue. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: PMU model results from the miniature 
synchronous machine. 

 

 
Figure 11: Comparison between the rotor angle as 

measured with the KeyPhasor technique and as estimated 
using modelling technique 
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The laboratory technique to calculate the KeyPhasor 
angle used the same algorithm as the voltage angle 
measurement, i.e. phase-locked loop to track speed and 
angle. This however failed due the low sample resolution 
which is typical of protection relays. These relays use low 
sampling rates (around 2.5 kHz) so an optimistic 10 kHz 
sampling resolution was used [10]. This low resolution 
poses a problem as presented in an example below: 
 
• Period of key phasor pulse at 50 Hz: 1/50 = 0.02 s 
• Period of key phasor pulse at 50.1 Hz: 

1/50.1 = 0.01996 s 
Rounded off to the nearest 0.0001 s (due to 10 kHz 
sampling), it becomes 0.02 s.  

 
This is a problem because it means that the PMU will not 
be able to detect small disturbances. The equivalent 
frequency for 0.0199 s is 50.2513 Hz which means that 
sampling at 10 kHz results in a frequency resolution of 
around 0.25 Hz. This is inadequate since 0.25 Hz is 
substantial in power systems, for example: in the Eskom 
network, 250 mHz equates to around 350 MW of power 
[11]. The conclusion from this is that the KeyPhasor 
cannot simply be inserted into a PMU via an analogue 
input (which uses a similarly low resolution) but will 
require an intermediate step which translates the high 
resolution requirement of the KeyPhasor into one that is 
usable in a typical protection relay. Since this technique 
can be difficult to implement in the Laboratory 
environment due to limited resources and time, the 
technique was modelled in a simulation environment 
which is discussed in the next sections. 
 

9. PMU DESIGN REFINEMENT 
 

Due to the errors observed in the laboratory, a different 
technique was used for tracking the KeyPhasor angle in 
the simulation environment. The important part of the 
KeyPhasor signal occurs when its state changes. This 
means that a high resolution would be desired during this 
state change but not for the rest of the time. It also means 
that a PLL is not optimal for tracking its frequency and 
period. The result of this is that a high resolution input 
would be required but it is preferential that this module 
can output values that are still usable in numerical relays 
with a low sampling resolution. The proposed solution is 
shown in Figure 12, where a high speed oscillator/timer 
(represented by integrator blocks) is reset according to 
the KeyPhasor and PP20ms signals. To determine the 
mechanical speed of the generator, the timer is reset each 
time the KeyPhasor pulse occurs. This results in a time 
measurement for each mechanical revolution (period, T) 
and frequency is determined as f=1/T. To determine the 
rotor phase angle with reference to space, the timer is 
started each time the PP20ms pulse occurs and stopped 
when the KeyPhasor pulse is detected. This results in the 
phase measurement in time which must be converted to 
an angle which is done according to the following 
formula: 
 

α � ωt � 	2πft � 360ft° 

Where: 
α is the phase angle of the rotor in space 
f is the frequency of the waveform 
t is the time between a particular reference (PP20ms) and 

a specific point on the waveform 
 

 
Figure 12: Functional diagram of the KeyPhasor 
module used in the simulation environment 

 
10. SIMULATION RESULTS 

 
Figure 13 shows plots of the refined PMU model in 
response to a simulated impedance step change. This was 
achieved by tripping a parallel line in the EMT simulation 
and was purposefully reduced to resemble a small 
disturbance in order to highlight the issue discovered in 
the laboratory tests. From comparing the mechanical 
speeds in the frequency chart (Blue – KeyPhasor 
frequency, Aqua – PowerFactory speed, Red – terminal 
frequency, and Green – PowerFactory frequency) it is 
clear that the tracking is good except for some 
oscillations observed on the measured speed curve. 
Similarly the rotor angle plots (Blue – measured, Green – 
PowerFactory angle) show good tracking with fewer 
oscillations. It is clear from both the frequency and rotor 
angle plots that the performance of the refined design far 
exceeds that of the one used in the laboratory tests. The 
oscillations that were observed on the frequency during 
times of transition are due to the high gain used on the 
PLL. The PLL, which uses a proportional-integral (PI) 
controller, was tuned according to the Ziegler-Nichols 
method [12]. Its high gain makes the output oscillate, 
however this is desired because the controller oscillation 
frequencies will not be near the electromechanical modes 
and it can be easily filtered away with a low-pass filter. 
The rotor angle plot of Figure 13 shows far less 
oscillations since it has been filtered as opposed to the 
frequency plot which has purposely been left unfiltered. 
 



 
 

 
 
Figure 13: Results from the refined PMU model used in 

the simulation environment. 
 

11. FURTHER WORK 
 

It is clear from the results that whilst the technique is not 
easily implemented, there is a possible solution which 
looks promising in terms of viability of the method. To 
move to final implementation, the following still needs to 
be completed: 

 

• Test further with the EMT simulations 
Simulate out-of-step scenarios for when the zero 
point is both inside the machine and inside the 
network. This is a use-case for where this technology 
would be beneficial in practice. 

 

• Implementation on a large scale generator with 
a PMU vendor 

The final steps of this project would be to work with 
a vendor to get this technique implemented on a 
commercial PMU. During development, tests should 
be done on the relay by connecting it to a physical 
large synchronous machine. 

 

12. CONCLUSION 
 
The benefits of measuring the rotor angle of synchronous 
machines have proven this to be a useful metric for power 
system stability applications. A method for measuring the 
rotor angle via a KeyPhasor pulse is described and 
successfully tested in a simulation environment after the 
laboratory tests revealed the detrimental effect of using 
low sampling rates typical of modern numerical relays. 

Providing the use of a high resolution oscillator module 
for tracking the KeyPhasor angle and frequency is 
possible practically, this technique shows promise in 
terms of being a viable method of measuring rotor angle.  
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Abstract: This paper presents the design, optimisation and prototyping of a 2.2 kW line-start permanent
magnet synchronous motor. The initial design is done using analytical approach based on classical
machine theory, which is then optimized. For the optimization, a gradient based Quasi Newton
algorithm is used along with generic cost function methodology. The transient performance of the
optimal design is evaluated by using transient 2D finite element (FE) time-step modeling. A prototype
machine based on the optimal design is manufactured and experimentally evaluated. The simulated and
measured results are compared. Relevant discussion and conclusions are drawn.

Key words: Line-start motor; permanent magnet; induction motor; design optimization; finite element
method; transient performance; cage winding.

1. INTRODUCTION

Future energy challenges and global environmental
concerns urge the world to focus on energy efficiency
programs more than ever. Energy efficiency improvement
is an important way to address these challenges. Since
motor-driven systems are responsible for approximately
70% of all electricity consumption in industry, huge
amount of energy saving can be realized by increasing
electrical motor efficiency. Although the performance
of induction motors have been significantly improved
over years, the inherent limitation of induction motors
such as relatively poor efficiency and power factor
cannot easily be remedied. With the introduction of
IEC 60034-30 standard, electrical motor manufacturers
worldwide increasingly focuses on alternative motor
technologies in an attempt to meet with the forthcoming
IE4 standard. Amongst others, line start (LS) permanent
magnet synchronous motor (PMSM) technology has
received considerable attention. The distinct advantages
of LSPM motors such as high efficiency, high power
factor and high power density have made this new type
of motor very attractive. This paper presents the design,
optimisation and prototyping of an interior permanent
magnet (PM) radial flux LS PMSM motor for fan-type
loads applications.

2. DESIGN PROCEDURE

In this section the procedure of design is discusses. For
cost saving purpose, an existing 2.2 kW, 4-pole, 525V, IE3
induction machine stator is used, whose key specifications
are listed in Table 1. Essentially, this is a retrofit design
with a main focus on the optimal design of the rotor.

2.1 Design Methodology

Fig. 1 illustrates the basic design methodology employed
for the design process. The initial design is carried out
by using the classical machine theory presented in [1–3].

Table 1: IE3 induction machine stator data.

Description Specs
Outer diameter, mm 160
Inner diameter, mm 100
Stack length, mm 120
Number of slots 36
Number of turns per slot 81
Connection type Delta
Air-gap length, mm 0.5
Lamination material M400-50A

The optimisation criteria is implemented only on the rotor
parameters subjecting to some dimension and topology
constraints.

Essentially an LS PMSM contains two vastly different
machines within one volume. The optimisation of its
rotor is a rather complex process involving both cage and
PM array design. The cage design mainly influences the
transient (asynchronous) operation of the machine whereas
the PM array (PM components, duct and flux barriers)
design is responsible for the steady-state (synchronous)
performance. The inherent competition of space between
the cage slots and PM arrays often poses significant
design challenges in the design of these machines. A
simple two-step design approach is often adopted, i.e.
(i) an analytical design analysis taking into account
asynchronous operation to certain extent is first used to
find a suitable design; (ii) after which a 2D FEM time-step
analysis is applied to the candidate design to validate its
starting and synchronization capability.

One important aspect of this design approach is that
the accurate load characterization is necessary. By
incorporating the dynamic response of an actual load,
the transient performance of the machine can be better
inspected and a more accurate comparison can be made
once the machine has been experimentally tested against
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Figure 1: Flowchart of the design procedure

the same load. If the load connected machine synchronizes
during the FEM time-step simulation, no further design
changes is made and the machine can be manufactured. In
the case that the machine fails to synchronize, the design
is revisited and a further design iteration is required.

2.2 Optimisation Algorithm and Criteria

For the design optimisation, the gradient based Quasi
Newton algorithm is employed to search for the minimum
value of a defined cost function. The generic format of the
cost function is given by (1). The cost value is the sum
of the the normalized value around 1 for each performance
objective that forms part of the optimisation criteria. The
higher the deviation from the target value the higher the
cost value. When minimising or maximising an objective,
a theoretical limit is used as the target value .Each of the
performance objectives is assigned a weight factor , Ki,
according to its importance. Table 2 shows the objectives
for the optimisation criteria along with their targets and
weight values. It is clear that the ideal cost output will be
9.

Cost = ∑
i

Ki[1+ |Target Value−Actual Value|2] (1)

By including the required rated output power (Pout ) and

Table 2: Composition of the cost function.
Objective Goal Weight (Ki)
Trated 14 Nm 1
Pout 2.2 kW 1
back-EMF (rms) 0.9 pu 1
PM mass Min 2
Tstart Max 3
Bag 0.55 T 1

rated torque (Trated) in the cost function, it ensures that
each machine during the optimisation is a valid design.
The synchronous torque of an LS PMSM is calculated
in the same manner as a PMSM and is the sum of the
magnetic and the reluctance torque. The main torque
(magnetic torque) is generated by the PM flux interacting
with the stator coils. The higher the back-EMF the higher
the torque. However, the magnitude of the braking torque
developed during the transient operation is also directly
proportional to the back-EMF and PM volume [4, 5].
By maximizing the back-EMF and minimizing the PM
volume the PM leakage flux is reduced thus utilizing
the maximum possible magnetic energy to achieve the
desired performance. This prevents the optimizer from
increasing PM volume for a higher back-EMF, which also
in turn improves the transient performance. The target
value for the back-EMF is set in the range as described
in [2]. The target limit for the PM mass is calculated
by determining the minimum BH operating point energy
product to achieve the desired air-gap flux density [1].

Apart from achieving high efficiency and unity power
factor at rated steady state condition with minimal PM
volume, the motor needs to develop the highest possible
starting torque. This is required to overcome the initial
load and braking torque during transient operation. There
is however no set criteria for quantifying the starting
torque. A general assumption is that the higher the torque,
the more likely machine is to synchronize. The starting
torque of an LS PMSM is affected by the rotor slot profiles
such as slot shape, depth, width and area.

The specific weight assigned to each objective is according
to the importance each objective has on the overall
optimisation criteria. By adding more weight to the
PM volume and starting torque in the cost function, the
optimisation is conducted with more consideration on the
transient performance.

2.3 Optimisation Variables

As stated before, an LS PMSM has a hybrid rotor. In the
rotor cage design, the total number of slots are selected as
28, which is the same as that of an IM with the same power
rating. However a round slot is used as shown in Fig. 2
for the following reasons: (i) firstly, from a manufacturing
point of view, if the rotor bars casting is not available, the
round rotor bars can be easily manufactured and inserted
into the slots; (ii) secondly, the number of variables to
characterize a round slot in the optimisation is reduced to
merely three.

Fig. 3 illustrates the different parameters that define the PM
slot. The PM width (Wm) can vary within the width of the
slot but its thickness (Tm) should match that of the slot.
The gap between two PM slots (Rib) and the nearby cage
slot bottom region form a flux saturation zone to limit the
PM leakage flux. By optimally designing saturation zones,
the magnet utilization factor can be much improved. By
varying the depth of the PM slot (O1) along with the PM
width, a suitable air-gap flux density can be realized [7].



Figure 2: Rotor slot dimensions

Figure 3: Magnet and PM slot dimensions

2.4 Optimized Design

Table 3 contains the relevant information of each variable.
The starting values are the initial machine design that
was calculated analytically as in [1]. The total number
of simulations for the optimization is 408. Table 4
summarizes the change of each objective between the
initial and optimized machines and Figs. 4 to 6 compare
the different torque components. It is clear that optimized
machine outperforms the initial design. The better
utilization of the PM material increases both the air-gap
flux density and back-EMF resulting in a higher maximum
torque at steady-state as shown in Fig. 4. The higher
back-EMF causes a higher braking torque, which is
expected.

As the optimisation criteria is satisfied, the next step is
to inspect the synchronization capability of the optimized
machine with a specific load. For this project, a custom
designed axial fan is used as the specific load, which
provides a load torque of 14 Nm at the rated speed of

Table 3: Optimisation topology parameters.
Variable Start Value Min Max
Bs0 1.5 1 3
Bs1 6.4 6 7
Hs0 3 1.325 3
D1 77 63 78
O1 24 23 27
Rib 2.5 2 4
Tm 6.5 4 7
Wm 30 28 35

1500 rpm. The fan’s torque-speed curve, moment of inertia
and damping coefficient are experimentally determined
and implemented in ANSYS’ Maxwell 2D FEM software.
Fig. 7 is a flux density plot of the final design under full
load condition at a certain time-step. Fig. 8 shows the

Table 4: Cost function objective comparison
Objective Goal Initial Optimised
Trated , Nm 14 14 14
Pout , kW 2.2 2.2 2.2
EMF (rms), V 370 330 341
PM mass, kg Min 0.755 0.581
Tstart , Nm Max 47.89 54.56
Bag, T 0.55 0.50 0.53

Figure 4: Comparison of initial and optimum steady-state torque

Figure 5: Comparison of initial and optimum torque-slip
characteristics

Figure 6: Comparison of initial and optimum braking torque



Figure 7: Steady-state flux density plot

transient synchronization performance of the optimized
machine. From the figure it is clear that rated speed
is reached at ± 0.8 s and the decision was made to
manufacture the rotor.

3. SIMULATION AND EXPERIMENTAL RESULTS

This section compares the measured and simulated results
of the machine in terms of the no-load, full-load and transit
performance. Table 5 compares the simulated and the
actual performance for both no-load and load test. The
simulated performance shows high efficiency operating at
a good power factor. The full load line current is also lower
than an IE3 induction machine of the same rating.

It was possible during manufacturing to cast the rotor bars
and end rings using gravity casting. The preferred method
of casting, as used by electrical machine manufacturers,
is vacuum pressure injection, but this is very costly for
prototype manufacturing. To use gravity casting, the stack
and casting jig have to be preheated before pouring in the
aluminum. This is to prevent the aluminum from setting
too quickly and creating air voids in aluminum bars. Once
the aluminum cooled the stack can be removed from the
casting jig and machined to provide the required air-gap.
An image of the prototype rotor is shown in the Appendix

3.1 Performance Evaluation

To inspect the synchronization capabilities of the machine,
the start-up test of the machine with the fan load is
conducted in the laboratory. The machine failed to reach
synchronization and settled at a sub-synchronous speed
of 1290 rpm as seen in Fig. 8. The figure provides a
comparison between the simulated and measured start-up
performances. The measured results correlate well
with the simulated ones up to 900 rpm where the two

Table 5: Comparison of measured and simulated results
Description Simulated Measured
Efficiency 94.6 -
Power Factor 0.91 -
Inoload, A 2.2 2.96
Ifull load, A 3.93 9.56
Taverage, Nm 14 14.5
Speed, rpm 1500 1290

Figure 8: Comparison of measured and predicted start-up speed
versus time characteristics of the LS PMSM

Figure 9: Torque curve deviation due to aluminium grades used

curves start to diverge. Upon further investigation
it was determined that the main cause of the failed
synchronisation is due to the aluminium grade used to cast
the rotor cage, namely LM6. This aluminium grade has a
lower electrical conductivity than the one selected during
the design phase thus resulting in a higher resistance. This
resulted in a change in transient torque as seen in Fig 13.
A slight torque dip can also bee seen between 0.6 to 0.7
which is around the diverge speed point. The increase
resistance moved the breakdown torque point further away
from s = 1 and as a result the PM cannot generate enough
pull-in torque to bring the rotor into synchronization. As
a result, the rotor operates at a sub-synchronous speeds.
Under such an operation condition, the machine develops
a pulsating torque and line current as shown in Figs 10-11.

Since the prototype machine failed to synchronize, the
efficiency and power factor of the machine could not
be determined for rated performance. The full load
measurements could not be completed as the excessive
line currents trip the protection breakers before the
Watt-meters can be switched in. These Watt-meters cannot
handle the high inrush staring currents so that they can
only be switched in after the start up. In addition to
the performance tests, the back-EMF waveform of the
machine is also measured and compared to the simulation
one. The measured and simulated waveform magnitude
show significant discrepancy as seen in Fig. 12.



Figure 10: Instantaneous current waveform of LS PMSM under
sub-synchronous speed

Figure 11: Instantaneous torque waveform of the LS PMSM
under sub-synchronous speed

Figure 12: Measured and predicted back-EMF voltage of the LS
PMSM prototype

4. CONCLUSION

The paper presents a design optimisation approach for
an LS PSMS using a gradient based cost function to
maximize starting torque and minimize PM volume whilst
still adhering to a high steady state performance. The
synchronization capability of the machine is checked
using a 2D FEA time step simulation that incorporates
the load parameters of the fan load set-up. The
simulation results show good steady state and transient
performance. The manufactured prototype machine was
unable to synchronize when driving the load and as a result

the simulated and actual machine performance differed.
Further investigation is still required into incorporating
load parameters in a time step simulations before a
conclusion can be made on the optimisation approach.
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Abstract: The increasing need for energy and the lack of energy resources available has prompted 

designers to focus on improving the efficiency of equipment. Motors utilise a considerable portion of 

the electrical energy generated and thus improving the efficiency of these machines would reduce the 

overall power consumption. Research has indicated that permanent magnet synchronous machines 

(PMSM) offer improved efficiency when compared to induction machines. A retrofit design where 

the stator of an induction machine is kept intact and the rotor substituted with a permanent magnet 

core is proposed as a solution. A retrofit design is considered because of the ease of manufacturing for 

motor suppliers and the ability to apply the solution to existing operating induction machines. This 

paper focuses on the principles followed to design the permanent magnet rotor for a retrofit line start 

permanent magnet synchronous machine (LSPMSM).  
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1. INTRODUCTION 

 

Our energy resources are under tremendous pressure with 

society’s ever increasing need for electricity. There is an 

urgent need to look at how we are expending all the 

energy generated and to reduce our energy consumption. 

Studies have indicated that 65% of electrical energy is 

converted to heat and mechanical energy by electric 

motors [1]. Majority of these motors are three-phase 

induction motors and are mostly used in fan and pump 

applications [1]. Motors with a higher efficiency reduce 

energy losses, resulting in reduced operating costs. If 

designed correctly, a permanent magnet machine can be 

more efficient than an induction machine because 

permanent magnets eliminate the rotor excitation losses 

found in induction machines. A retrofit design of a three-

phase induction motor is considered. The standard rotor 

of an induction motor is substituted with a rotor fitted 

with permanent magnets and the stator and frame of the 

induction motor is kept intact. The retrofit design is 

considered because a motor supplier will not need to 

replace its entire production line, but only replace its 

rotor design. The retrofit will also allow induction motors 

currently operating to be changed to a permanent magnet 

solution with minimal impact. A motor with increased 

efficiency can then be achieved without increasing the 

size of the motor. 

 

An alternative solution is to construct a line start 

permanent magnet synchronous machine (LSPMSM) 

with a new rotor and stator. This allows the designer to 

manufacture a smaller machine able to deliver the same 

power output as an induction machine. The smaller 

construction is attributed to the fact that permanent 

magnet synchronous machines (PMSM) have lower 

operating temperatures because there are no rotor bar 

currents [2]. The lack of rotor bar currents means that the 

rotor losses are eliminated and hence the efficiency of the 

machine is increased. The increased efficiency of the 

PMSM yields a higher power output than an induction 

machine of the same power rating [2]. Although a 

LSPMSM designed with a new rotor and stator will yield 

a smaller machine, it will not be feasible for replacing 

existing induction machines because of the impact on the 

installation. 

 

2. ROTOR DESIGN 

 

The following parameters have to be determined for the 

rotor of the retrofit LSPMSM: 

 Direction of magnetisation 

 Rotor slot dimensions 

 Permanent magnet orientation 

 Permanent magnet dimensions 

 Flux barrier dimensions 

 

A LSPMSM is a hybrid between an induction machine 

and a synchronous machine. The current densities for the 

retrofit design are chosen based on the suggested limits 

for the induction machine and the salient pole 

synchronous machine. The stator of the existing induction 

machine used for the retrofit design is developed for 

radial flux. Thus, a radial flux permanent magnet 

configuration is used. Embedded magnets are used for the 

prototype because the axial length of the machine is 

fixed. Using surface-mounted permanent magnets would 

lengthen the axial length of the rotor. 

 

3. ROTOR SLOT DIMENSIONS 

 

3.1. Slot area 

 

The number of rotor slots is chosen by considering the 

number of poles and the number of stator slots. There are 

many requirements for choosing the rotor slot number, 

such as the rotor slot number must be as small as possible 
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to minimise asynchronous torques. Considering the 

requirements in [3] and that there are 48 slots in the 

stator, the number of rotor slots is chosen as 30. It is also 

important to keep the number of slots as low as possible 

to aid manufacturing. The rotor slot area is calculated by 

determining the stator and rotor currents.  The stator 

current Is can be calculated as follows 
 

 cosVm

P
I

sph
s     (1) 

 

where P is the shaft power, m is the number of phases, η 

is the efficiency, cosφ is the power factor and Vsph is the 

stator phase voltage.  The rotor current Ir is a factor of the 

stator current and is determined by [3] 
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where zQ is the amount of conductors per slot, a is the 

number of parallel paths in the windings which is equal to 

1 for a squirrel cage machine, and Qs and Qr represent the 

number of stator slots and rotor slots respectively. The 

area of the conductive material in the slot must be 

calculated in order to calculate the slot area. This is 

calculated using the current density J. Choosing a higher 

current density yields a smaller cross-sectional area of the 

conductive material and thus a higher resistance. A higher 

rotor resistance provides an increased starting torque 

because torque is proportional to the rotor resistance at 

low values of slip. The area of the rotor’s conductive 

material Acr is given by [3] 
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The area of the rotor slots Aur is then calculated as  
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where kcu,r is the space factor and is dependent on the 

conductive material of the machine. A space factor is a 

ratio of the area of conductive material in a slot and the 

area of the slot itself. Aluminium casted bars are intended 

for the design, making kcu,r = 1. 

 

3.2. Slot shape 

 

The dimensions of the rotor slot need to be determined to 

form the appropriate shape. A circular slot shape was 

selected for this design. Most slot shapes are grouped into 

pear-shaped, trapezoidal or circular. Pear-shaped slots are 

more effective at weakening torque ripples, but the torque 

results between the three types vary marginally on the 

fundamental flux density [4]. The diameter of the slot is 

determined from the area, but the depth of the slot and the 

width of the opening required must also be determined to 

minimise the skin effect on the slots. The skin effect 

decreases a conductor’s current-carrying capacity. It 

occurs in a rotor because at a low rotational speed, the 

rotor current frequency is increased and the current in the 

rotor slots is displaced in a radial direction towards the air 

gap as depicted in Figure 1 [5]. The coil located deepest 

in the slot experiences a stronger leakage field and has 

the highest leakage inductance in comparison to the coils 

locates close to the air gap. The rotor current concentrates 

in the upper coils. The conductive cross-section of the 

slot is decreased and the resistance of the rotor bar 

increases. 

b1

h4

h1

b4

At steady state At non-steady-state

dy

H

J

 
Figure 1: Skin effect on a rotor slot [5] 

 

The correction coefficients for the slot resistance kR and 

the slot inductance kX are determined by [6]  
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where ξ is the reduced conductor factor. To determine the 

best dimensions of the slot to minimise the skin effect, 

the correction coefficients should be 1. The reduced 

conductor factor, ξ, is then calculated and used to 

determine the slot opening for the various scenarios of 

slip. The depth of the slot δskin, or h1, is calculated by [7] 
 

Alr0
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     (7) 

 

where ω  is the frequency in radians, µ0 is the 

permeability of free space, µR is relative permeability of 

the material and σAl is the electrical conductivity of 

aluminium. 

 

4. PERMANENT MAGNET DIMENSIONS 

 

Flux is the product of the flux density and the area of the 

material. The permeability of the core steel is assumed 

infinite compared to the permeability of the permanent 

magnet and the air gap. Deriving from this assumption, 

the permanent magnet’s flux Φmag is equal to the air gap’s 

flux Φg. This assumption neglects the effect of leakage 

flux and fringing and is a first order approximation [9]. 

The following can then be applied 
 

ggmagmag BABA   and   (8) 

mag
g

mag
g B

A

A
B                   (9) 

 

where Amag is the area of the permanent magnetic 

material, Bmag is the flux density of the permanent 

magnet, Ag is the area of the air gap and Bg is the flux 

density of the air gap. In order to size the magnet 

appropriately a material and grade must be chosen for the 
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application. The selection is based on the typical flux 

density the magnet is capable of producing at 60°C which 

is the temperature the motor is designed to reach during 

operation. NdFeB 745TP is selected for the application. 

The operating point (Bmag, Hmag) of the permanent magnet 

must be calculated using the load line created by the 

magnet’s remanence Br and coercivity Hc. The load line is 

shown in Figure 2. 
 

B, Flux Density

H, Magnetising ForceHc Hmag

Bmag

Br 

µm

=1.41T

=-1060 kA/m

 
Figure 2: Load line of NdFeB Vacodym 745TP 

 

The operating point of the material, Bmag and Hmag, is 

taken as the midpoint of the B-H curve in the second 

quadrant as indicated in Figure 2. Bmag is taken as half of 

Br and the equivalent Hmag is then determined. The 

product of Bmag and Hmag yields the maximum energy 

product of the magnet. Using the maximum energy 

product yields the smallest volume of material able to 

produce the desired air gap flux density [9]. Drawing 

from the simplified magnetic circuit, the magneto motive 

force drop across the air gap and the permanent magnet is 

equal, but opposite in polarity as shown in [9] 
 

.
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where Hmag is the field intensity of the permanent magnet 

at maximum energy product, hmag is the height of the 

permanent magnet, Hg is the field intensity of the air gap 

and δ is the thickness of the air gap. (10) can be solved 

for Hg and then for Bg as follows 
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If (11) is multiplied with (12), then the following 

equation is obtained 
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where Volmag is the volume of the permanent magnetic 

material and Volg is the volume of the air gap. The 

required volume of magnetic material per pole Volmag is 

calculated from (14) and using the maximum energy 

product of the material as 

 magmag0
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where Volg is volume of the air gap. The maximum 

volume of the magnetic material is then deduced as 

50.960x10
-6

 m
3
. The equivalent BH product must be 

within the limit of the maximum BH of the material at the 

operating temperature. A rectangular shape is used for the 

permanent magnet and the depth is governed by the axial 

length of the rotor. The magnet thickness must be kept to 

a minimum to minimise the effect of the cogging torque 

and still provide enough flux [10]. As stated previously, 

the permeability of the core steel is assumed infinite. The 

following equation is obtained 
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(11) is then rewritten to obtain the thickness of the 

magnet, hmag [9] 
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The field strength of the air gap, Hg, is determined as 

follows 

or

g

g μμ

B
H =                  (18) 

 

The air gap flux density was chosen as Bg = 0.85T and 

μ0μr = 4πx10-7 H/m which is the permeability of air. 

Substituting (18) into (17) gives 
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                        (19) 

The required area is known as well as the thickness of the 

permanent magnet, hmag = 6.5 mm. The required width of 

the permanent magnet is then calculated as 56 mm. The 

permanent magnets have been sized according to the 

application and corresponding magnetic circuit. The load 

line of the circuit is displayed in Figure 3 to indicate that 

the permanent magnets will operate within the designed 

operating point. The intersection of the load line of the 

magnetic circuit and the load line of the permanent 

magnet occurs at (0.789 T; -450 kA/m) at 60°C. 
 

 
Figure 3: Load line of magnetic circuit intersecting with load 

line of the permanent magnet 
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5. FLUX BARRIER DIMENSIONS 

 

Approximately 25% of the flux generated by an 

embedded permanent magnet is lost at the end points of a 

magnet [11]. Surface-mounted permanent magnets lose 5-

10% of their flux. The literature on embedded permanent 

magnets does not give guidance on the lowest leakage 

flux obtainable, but it was decided to reduce the loss to 

15%. In order to reduce the leakage flux, flux barriers are 

created at the ends of a magnet as depicted on the left of 

Figure 4. Air gaps are used as flux barriers in this design 

to channel more of the flux away from the magnet and 

towards the machine’s air gap. The best solution for this 

application would be to join the flux barriers to the 

machine’s air gap. This reduces the leakage flux to less 

than 10%, but splits the rotor laminations into four 

sections which are difficult to assemble. The design 

depicted on the right of Figure 4 was selected as the final 

design of the flux barriers to reduce the loss to 15%. 

 

 
 

Figure 4: Model with original flux barriers on the left and final 

flux barriers on the right 

 

6. TESTING 

 

The prototype is tested in order to conclude if the 

machine can be used as a replacement for an equivalent 

induction machine. The 7.5 kW induction machine is 

tested first to establish a set of base parameters to be used 

for the comparison. The designed rotor is tested with and 

without the permanent magnets because the losses due to 

friction and windage are measured when the machine has 

no excitation. It is not possible to obtain zero excitation in 

a permanent magnet machine and hence the machine is 

tested without the permanent magnets [12]. 

 

The same tests are conducted on the induction machine 

and the LSPMSM. The tests are: 

1. DC resistance test of the stator windings 

2. Blocked rotor test 

3. No load test 

4. Back-emf (only for the LSPMSM) 

5. Cogging torque test (only for the LSPMSM) 

6. Final torque curve  

 

6.1. Equivalent circuit parameter results 

 

The equivalent circuit parameter results are displayed in 

Table 1. 

 
Table 1: Equivalent circuit parameter test results in Ohms 

Parameter 7.5kW 

Induction 

Machine 

Retrofit 

LSPMSM 

Calculated 

Retrofit 

LSPMSM 

Measured 

R1 2.383 2.383 2.423 

X1 5.748 5.748 5.551 

R2 1.622 2.122 2.281 

X2 7.722 8.01 7.743 

Rfe 5349.904 3163.911 3809.28 

Xm 195.908 247.714 204.241 

 

There is a difference between some calculated and 

measured results. The rotor resistance is calculated by 

adding the resistance of the rotor bar, Rrotor_bar, and the 

resistance of the section of the end ring, Rend_ring, 

connected to the bar. When the rotor slots were designed, 

it was with the intention of casting the rotor bars and this 

decision was used to determine the rotor bar area and the 

rotor resistance. Casting was not possible during the 

manufacturing process and the bars were manufactured 

instead. This reduced the area of the rotor bars to allow 

for slotting of the bars into the lamination stack. The rotor 

bar resistance, Rrotor_bar, is determined as follows 

ur

'

Albar_rotor A

l
ρR =                 (20) 

 

where  l’ is the equivalent length of the machine and ρAl  

is the resistivity of aluminium. It is clear that if the area is 

reduced, the resistance of the rotor bar increases. The 

profile of the rotor bar was decreased by 0.5 mm which 

reduced the area by 5% and increased the resistance by 

7.5%. Similarly, this affects the rotor reactance. 

 

The results obtained from the no load test do not 

correspond with the calculated results. There is also a 

difference in the no load test results between the retrofit 

design with and without the permanent magnets. This 

leads to the conclusion that the permanent magnets have 

an impact on the determination of the core resistance and 

magnetising reactance. Further investigation is required 

to determine how the effect can be accounted for during 

the design phase. 

 

6.2. Back-emf results 

 

The calculated back-emf is displayed in Figure 5. It was 

established during the testing that the calculated back-emf 

of the prototype is too high in comparison with the supply 

voltage which means that the machine will not operate 

correctly as a motor since the high back emf will keep it 

from synchronizing. The back-emf, Em, produced by the 

permanent magnet is related to the permanent magnet 

flux Φmag, the winding factor kw, the number of stator 

turns Ns and the number of magnets Nm, as follows 

magmswm ΦNNkE =              (20) 
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Figure 5: Calculated back-emf of the prototype 

 

The flux generated by the permanent magnets is 

dependent on the flux density, Br. This means that the 

magnet’s flux density is too high for the application, 

though the operating point for the magnetic circuit is 

correct. However, if a permanent magnet with a lower Br 

was selected the required magnetic material volume 

would increase to maintain the same flux. This would 

result in placement constraints. If a permanent magnet 

with Br = 1 T was used, such as NdFeB Vacodym 688 

AP, the required volume would be 102.08 x10
-6

 m
3
. The 

required height to minimise cogging torque would then 

be hmag = 623 mm which is impractical for the 

application. If a height of 10 mm is selected, the required 

width is 60 mm. This provides a better placement of the 

magnets, but increases the leakage flux because the 

magnet end points will be situated closer together than 

the current prototype.  

 

The conclusion is that when a permanent magnet is 

designed for an application, the load line still applies, but 

the back-emf must be calculated at the same time in order 

to select the correct material grade. If the stator windings 

could be reduced, the back-emf would also be reduced 

because the induced emf is directly proportional to the 

number of turns in the stator coils. The original volume of 

permanent magnet material could be used. To reduce the 

back-emf of the prototype, only 105 mm of the 170 mm 

axial length of the permanent magnet material was placed 

into the rotor. This changed the RMS back-emf to Em 

= 303.23 V. The recalculated and the measured back-emf 

curves are displayed in Figure 6. For display purposes, 

only Phase A is shown. The calculated and measured 

values correlate well. 
 

 
Figure 6: Re-calculated and measured back-emf of the prototype 

 

6.3. Cogging torque results 

 

Cogging torque requires the simulation of the machine at 

various positions of the rotor and is typically expressed as 

a Fourier series [13]. Calculating the theoretical cogging 

torque was not an objective of this design, but the 

measurement of the cogging torque is still required to 

determine if it is within an acceptable range. The 

measured cogging torque is displayed in Figure 7. A 

small section is displayed for viewing purposes. 

According to [12] and [13], the measured cogging torque 

is within an acceptable range. The DC offset is a result of 

the friction the machine experiences. The oscillation 

frequency is a function of the stator turns and the number 

of poles as seen in (21) as follows [13] 

( )∑
∞

1=

=

k

pskNpNpcogging θNNsinTNT
ps

             (21) 

 

where Np is the number of poles, TpNsNpk is the Fourier 

coefficient of the torque and θ is the angle of rotation. 

 

 
 

Figure 7: Cogging torque of the prototype 

 

6.4. Final torque results 

 

From [14], the electromechanical torque is derived by 

( )

( ) ( )( ) ( )( )22
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++
=

k
'
rss

'
rsphs

em
Lωs/RRp/ω

s/RVm
T        (22) 

 

where Tem is the electromechanical torque, ms is the 

amount of phases in the stator, s is the slip, p  is the 

amount of pole pairs, Rs is the stator resistance, Rr
’
 is the 

rotor resistance referred to the stator and Lk is the 

machine’s short-circuit inductance. The calculated, 

simulated and measured torque curves are displayed in 

Figure 8. The torque curve of the induction machine is 

also displayed. The torque curve of the LSPMSM 

correlates well with the induction machine and has a 

higher starting torque. The measured torque curve 

indicates the presence of the torque ripple as caused by 

the cogging torque. There is a maximum difference of 

7 Nm between the calculated and measured torque 

curves. The difference between the curves is attributed to 

the discrepancy between the calculated and measured 

results of the rotor resistance. If the measured rotor 

resistance value is used in (22), the calculated torque 

curve then overlaps the measured torque curve. 

 

Although only 105 mm axial length of the permanent 

magnet material was installed, this did not have a 

significant impact on the final torque curve because (22) 

is a function of the machine’s equivalent electric circuit 

parameters. The stator and rotor resistances are not 

affected by the permanent magnets and the leakage 

inductances are dependent on the air gap, slot sizes, end 

windings and skewing [6]. The permanent magnets are 

sized to deliver the desired air gap flux density by the 
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area of the material and flux density. The volume of 

magnetic material was changed, but the thickness of the 

magnet in the radial direction did not change and still 

satisfied (8) and (16).  

 

The efficiency of the prototype was calculated as 92.6% 

and measured as 91.8%. The equivalent induction 

machine used for the comparison has an efficiency of 

90%. It is evident that the prototype is more efficient than 

the induction machine. 

 

 
Figure 8: Torque comparison between design and performance 

test 

 
7. CONCLUSION 

 

Designing a rotor for a LSPMSM requires dividing the 

design into two sections: the induction machine where the 

cage or rotor slots are designed and the PMSM where the 

permanent magnets are designed. The rotors slots were 

designed by using standard induction machine equations 

and taking skin effect into consideration. The calculated 

and measured torque curves indicated that the cage was 

adequately designed to ensure a starting torque that 

would overcome the machine’s inertia. The permanent 

magnets were capable of producing the required flux 

density but that back-emf of the selected material was too 

high for the prototype and hence less magnetic material 

was used in the final testing. It is important to perform 

the back-emf calculations together with the sizing 

calculations to ensure that the correct material is selected. 

 

The LSPMSM compared well with the induction machine 

in terms of torque capability. The LSPMSM also proved 

more efficient that the induction machine, confirming that 

permanent magnets can improve a machine’s efficiency. 
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Abstract: This paper investigates the use of the Taguchi method for the design and optimization
of a line-start (LS) permanent magnet synchronous machine (PMSM). The method is implemented
separately for the steady-state and transient performance optimization. The optimized machine shows
good transient performance as well as the steady-state performance that complies with IE4 efficiency
standards. The main advantage of the Taguchi method is the large reduction in computational efforts
when compared with traditional optimization methods.
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1. INTRODUCTION

Induction motor (IM) drives have been widely used in
a broad industrial drive application, of which a high
percentage of the IM drive systems are line-start motors.
These motors are of relatively poor efficiency, power factor
and power density. The LS PMSM has been regarded
as a promising alternative to traditional line-start IM.
However, the design of an LS PMSM is rather complicated
as it involves the design for both asynchronous and
synchronous operation modes. This paper presents the
design optimization of an LS PMSM by implementing
the Taguchi method for robust design. The performance
optimization considers both steady state and transient
performance.

1.1 Taguchi Method Design Approach

Taguchi method is a modified and standardized form of
design of experiments (DOE), which was proposed by
Dr. Genechi Taguchi in 1957. This method is based on
the DOE method developed by Sir R.A Fisher [1, 2] and
was initially intended to increase quality control during
the design phase for products and processes [3]. The
main difference between the Taguchi method and DOE is
the standardized application approach and methodology,
which is done through the use of unique orthogonal arrays.
The orthogonal arrays pre-define the conditions of each
parameter in the array for each experiment or trail. Taguchi
also introduced the use of the signal-to-noise (S/N) ratios
to analyze the experiment results. Fig. 1 is a illustration of
how the Taguchi method is used.

The orthogonal arrays trial results can be used to view
the quality characteristics (QC) of the project, product or
design depending on the desired result and the outcome of
the QC. The three evaluations are Bigger is Better (QC =
B), Smaller is Better (QC = S) and Nominal is Better (QC
= N). In order to measure variation in a set of sample data
the Mean-Squared Deviation (MSD) is calculated, which
represents the deviation from the target. To calculate the
MSD and then the S/N of a trial, each trial must be exposed

Figure 1: Flowchart of the Taguchi method design approach

to noise factors. By doing this, the robustness of the design
is investigated. The noise factors are uncontrollable but
known factors.

Once all the trials are performed, only then can the results
be analyzed. The trial results are used to construct the
S/N ratio plots of each factor used. From these plots the
optimum conditions are determined. A conformation trial
test is then done to ensure that the criteria is met. The
optimum design as determined by the Taguchi method is
not always the best performing design but rather the best
performing consistent design within the noise exposure.

The Taguchi method has been used in some electrical
machine designs in recent years. It has been used to reduce
cogging torque and torque ripple in permanent magnet
and synchronous reluctance machines. In one instance,
the method was used to optimize a RSM. This was done
by varying the parameters defining the flux barriers in
the rotor to gain the highest possible saliency ration [4].
This design approach not only produces a design with
an improved performance but also gives an insight on
which topology factor influences the optimum conditions
the most.



2. ROTOR DESIGN

For this study, an existing commercial 2.2 kW 4-pole
induction motor stator is used as part of the design. The
Taguchi method will only be applied to the rotor design of
the machine. Table 1 gives the rated specifications of the
proposed machine.

A comparative study [6] reveals that the LS PMSM rotor
with an interior asymmetrical magnet array (shown in
Fig. 2) demonstrates the best overall transient and steady
state performance among different rotor topologies. This
paper focuses on the further design analysis of this
specific rotor topology. The objective is to search for
an optimum design that is of high efficiency and power
factor at steady-state and also a good starting performance.
Considering the inherent conflict between magnetic and
cage torques in an LS PMSM during asynchronous
operation, a fine balance between the cage and PM array
designs should be attained where the following favourable
conditions are met: (i) under transient starting operation,
the cage torque can sufficiently overcome the magnet’s
braking torque and accelerate the load to synchronous
speed; (ii) under synchronous operation, the LS PMSM
exhibits a good steady-state performance that a typical PM
synchronous motor offers. Clearly, the design of an LS
PMSM entails both steady-state and transient designs.

Table 1: Design specifications of the machine
Parameters Value
Rated output power, kW 2.2
Rated voltage (line-to-line), V 525
Rated speed, rpm 1500
Rated torque, Nm 14

Figure 2: Interior asymmetrical PM array rotor topology

2.1 Steady State Design

The steady state design is of importance as it is the primary
operation condition of the machine. Information from the
steady state performance is also required for the rotor cage
design as the cage produced torque needs to overcome the
magnet braking torque and load inertia during transient
operation. For this design, the PM dimensions, material
and grade are fixed as an extra set of magnets was ordered
for a previous project.

During steady state operation, the machine operates as a
PMSM thus, the torque produced by the machine is the
sum of the reluctance and PM torque. Fig. 2 illustrates the
dimensions that are identified as design parameters for the
steady state performance optimization. For all five design
parameters an L16 inner array is required, which allows
for the five parameters to be varied with four different
states. Initially D1, Rib, O1, O2, B1 as in Fig. 2 is
chosen for the inner array. As stated in Section 2, the
use of an outer noise array is needed. To include this
in the design, uncontrollable but known factors can be
used. The PM property variation, PM thickness and shaft
material are chosen as the outer array noise parameters.
These parameters are chosen in order to account for
manufacturing tolerances and the effect of material. For
the outer noise array a L4 array is selected, which allows
for three noise factors with two states. The final steady
state array is indicated by Table 4 in the Appendix. The
simulation process is given by Fig. 3, where Tx represent
the main array, x is the 16 main designs that is individually
exposed to the noise array Ny, y represents the four noise
conditions. In total 64 simulations are required before the
results can be analyzed and the five main array factors can
be adjusted.

The area allocated for the PM slot is carefully selected so
that all possible designs as per the L16 array is possible.
From this the upper and lower limits for the initial design
are defined and summarized in Table 2. The magnet slots

Initial Design

Final design

Confirmation Test

Main Array (Tx)

x:1 to 16

Noise Array (Ny)

y:1 to 4

Analysis 

Adapt

 Parameters

Main Effect Plots

S/N = Tx(Ny)

Figure 3: Taguchi steady state array simulations



have to be constrained to fit in the space available on the
lamination while accounting for the rotor cage slots.

The four levels for each factor (D1, Rib, O1, O2, B1) in the
main array are determined by dividing the lower and upper
limits with equal increments. These states are then used
to produce the first orthogonal array and design the first
iteration of experiments. In theory the Taguchi method
should provide the optimum result after one iteration.
Since only four definite levels are selected for each factor
the results may be non-liner between the different levels.
To overcome this more than one iteration is done and after
each iteration the worst performing level of each factor is
reduced or eliminated with the aid of the main effects plot.
As the maximum efficiency is desired a Bigger-is-better
MSD is used to calculate the S/N results for the main effect
plots. Fig. 4 contains the S/N plots of the first iteration and
the final iteration of factor B1 and Rib. If focus is placed
on the initial design it is clear that there is a big variance
in performance as a result of factor change. By reducing
the range of the levels after each iteration the final design
resulted in a near horizontal plot, this is an indication that
both B1 and Rib have reached its optimum level.

During the investigation it is found that by minimizing
the two areas (A and B) as indicated in Fig 5 the steady
state performance improves. Obviously, to minimize
undesired leakage flux these areas need to be magnetically

Table 2: Upper and lower limits for magnet slots
Variables Lower limit Upper limit

D1 76 83
Rib 0.7 1.4
O1 15.2 23.2
O2 4 10
B1 4 7

Figure 4: S/N ratio plots of two factors

Figure 5: Saturation zones formed by D1 and Rib

Figure 6: Rotor cage bar dimensions

saturated. With the knowledge of this, the two parameters
characterizing these two areas, D1 and Rib, can be suitably
chosen and fixed, which frees two factors in the L16 array.
This opens the opportunity to incorporate two of the rotor
slot factors as in Fig. 6. Since Bs2 and Hs2 influence the
cross-sectional area the most, they are selected to replace
D1 and Rib in the array. It can be observed that adjusting
Hs2 leads to an change in distance between the rotor cage
and the PM duct. Thus the following relation must be
implemented to ensure that the distance is constant.

D1 = 2[(OD/2)− (Hs0+Hs1+Hs2+0.7)] (1)

During steady state optimization it is found that
minimizing Hs2 would result in optimal steady state
performance. However, the excessive minimization of Hs2
would drastically decrease the transient performance of the
machine. This shows a drawback of the Taguchi method
as it can only consider a solitary output parameter during
design and optimization. It is possible to use multiple
criteria optimization, but this would require the knowledge
of the interactions between the different performance
criteria [1–3]. Having realized this, a reconsideration of
the previous steps in the optimization process is necessary.
A trade-off is needed between steady state and transient
performances. An increasing of Hs2 results in a drop in
efficiency. This efficiency decrease is attributed to the
decrease in D1, which in turn reduces the size of the flux
barriers and changes the pole arch coefficient. A change in
pole arch coefficient affects the air-gap flux density [7, 8].

The larger the flux barrier is, the less the leakage flux
becomes. The machine’s efficiency also improves with
larger flux barrier. However, there exists an optimum point
where any further barrier size increase leads to negligible



efficiency benefits. This optimum point has been identified
through several iterations of the L16 array and D1 is so
constrained that the maximum allowable height of the rotor
bar slots is subjected to (2)

Hs01+Hs1+Hs2 < Drotor −D1optimum (2)

2.2 Transient Design

The rotor slot shape for the cage design is shown in
Fig. 6. The slot has five parameters and a L16 array
can be used for the simulations. Since FEM time-step
simulations are computationally expensive, it is decided to
fix one of the factors so an L9 array can be used. This
will reduce the number of simulations by half. The L9
array allows for four, three-level factors, thus Bs1, Bs2,
Hs1 and Hs2 are selected with Hs0 fixed at 0.3 mm. For
the transient optimization no noise array is used. This
again reduces the required number of simulations, but it
also removes the option to use the S/N ratio main effects
plot. To overcome this, three normalized performance
objective is selected to quantify the transient performance.
These objectives are the synchronization time, (τsynch),
settling time (τsettling) and speed overshoot as illustrated
in Fig. 7. By normalizing the three objectives the MSD
can be calculated. The final transit array is indicated by
Table 5 in the Appendix.

3. SIMULATION RESULTS

This section contains the simulation results for both the
steady state and transient operation as determined by
ANSYS’ Maxwell. The steady state performance of the
machine is evaluated using ANSYS Maxwell RMXprt.
Efficiency is the primary performance factor considered
with some focus on the starting torque and back-EMF. In
first iteration of the steady-state design experiments, the
efficiency varies between 82% and 90% and for the final
iteration the steady-state efficiency varies between 92%
and 92.5%. Table 3 contains the steady-state performance
of the final machine.

The transient simulations was done using ANSYS

Figure 7: Illustration of transient parameters of interest

Table 3: LS-PMSM final design: steady-state performance
Parameter Value
Efficiency 92.98 %
Power factor 0.954
Starting torque, Nm 43.55
Rated torque, Nm 14

Figure 8: Initial transient performance

Figure 9: Final transient performance

Maxwell 2D FEM as time-step simulations is required. It
is also possible to incorporate a load equation as part of a
mechanical transient. The load characteristics of a custom
designed fan is used in the simulations. Several iterations
are carried out for the transient design. The results of the
initial and final transient experiments can be seen in Figs. 8
and 9 respectively. The machine that delivers the shortest
settling and acceleration time is used.

Figs. 10 to 12 indicates the transient performance of
the designed machine when driving a fan load. The
machine achieves synchronization within 0.9 seconds with
negligible overshoot. Figs. 11 and 12 indicates the torque
developed during this time.

4. CONCLUSION

This paper presented the design and optimization of
an LS PMSM using the Taguchi method. For the
optimization both steady-state and transient performance



Figure 10: Final design: speed versus time plot

Figure 11: Final design: torque versus speed plot

Figure 12: Final design: torque versus time plot

are individually considered. However, it is necessary to
incorporate design constraints concerning the PM duct and
rotor cage. This is to maintain a balance between the
cage and PM array designs, which is important to realize
acceptable transient and steady-state performances. The
implementation of the Taguchi method to optimize the
steady state performance has been a success. The use
of the parameter interactions and how it can be used in
the optimization of machine performance requires further
investigation as some of the factors in the array moved to
the optimum point within an iteration or two. With regards
to transient optimization the Taguchi method proves to be

time efficient, which is one of the main advantages of the
Taguchi method. The use of noise array also needs further
study.
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APPENDIX

Table 4: Steady state design array
L9 O1 O2 B1 Rib D1 R1 R2 R3 R4 Mean MSD S/N
T1 1 1 1 1 1
T2 1 2 2 2 2
T3 1 3 3 3 3
T4 1 4 4 4 4
T5 2 1 2 3 4
T6 2 2 1 4 3
T7 2 3 4 1 2
T8 2 4 3 2 1
T9 3 1 3 4 2

T10 3 2 4 3 1
T11 3 3 1 2 4
T12 3 4 2 1 3
T13 4 1 4 2 3
T14 4 2 3 1 4
T15 4 3 2 4 1
T16 4 4 1 3 2

PM T T M M
PM t 5 4.9 5 4.9
Shaft M nM nM M

Table 5: Transient design array
L9 Bs1 Bs2 Hs1 Hs2 τsync τset Overshoot Mean MSD S/N
T1 L1 L1 L1 L1
T2 L1 L2 L2 L2
T3 L1 L3 L3 L3
T4 L2 L1 L2 L3
T5 L2 L2 L3 L1
T6 L2 L3 L1 L2
T7 L3 L1 L3 L2
T8 L3 L2 L1 L3
T9 L3 L3 L2 L1

T Typical PM Magnetic Properties
M Minimum PM Magnetic Properties
M Magnetic Shaft
nM non-Magnetic Shaft
PMt PM thickness



THEORETICAL AND FINITE ELEMENT ANALYSIS OF A DOUBLE 
ROTOR RADIAL FLUX PERMANENT MAGNET EDDY CURRENT 
COUPLING 

C.H.O. Lombard and M.J. Kamper 

Department of Electrical and Electronic Engineering, Stellenbosch University, Stellenbosch, South Africa 

Abstract: In this paper prove is given of the accuracy of a theoretical analysis approach in the perfor-
mance calculation of double rotor permanent magnet eddy current coupling machines at low slip values. 
Analysis of permanent magnet eddy current coupling machines usually requires the use of finite element 
analysis for obtaining accurate calculated performance results. In this paper the calculated results of a the-
oretical analysis method are compared with the results obtained from finite element analysis. It is shown 
that the results of the proposed 3D theoretical analysis method at low slip values correlates well with the 
results obtained from complex 3D finite element analysis, given that the magnetic flux density within the 
air gap of the machine is exactly known. The calculated results are confirmed by measurements of a proto-
type permanent eddy current coupling. 

Keywords: Eddy current coupling, permanent magnet, theoretical analysis, finite element analysis. 

 
NOMENCLATURE 

B Magnetic flux density (tesla) 
B� Magnetic flux density in the air gap (tesla) 
e� Induced voltage (Volt) 
h� Radial height of the conductor (mm) 
h� Radial height of the magnets (mm) 
h� Radial height of the yoke (mm) 
i� Induced current (Ampere) 
l Length (m) 

l� Axial length of the long overhang end (mm) 
lse Axial length of the short overhang end (mm) 

l� Radial length of the air gap (mm) 

lpd Axial penetration depth of stator (mm) 

l�� Axial length of the permanent magnet (mm) 
ls Axial length of the stator (mm) 
ly Axial length of the yoke (mm) 
p Number of poles 
r� Radius of centre air gap (mm) 

Theta_M Magnet pitch (degrees or radians) 
Theta_P Pole pitch (degrees or radians) 

v Velocity (m/s) 
α Overhang factor 
θ Electrical angle (degrees or radians) 
θ� Mechanical angle (degrees or radians) 
τ� Angular component of torque (Nm) 
τ Total torque (Nm) 

ω Electrical rotational speed (rad/s) 

1. INTRODUCTION 

The permanent magnet (PM) eddy current coupling 
machine is used in practice as an isolated coupling between 
two separate mechanical systems [1]. With this machine 
torque is transferred from one axis to another without any 
physical contact but by means of slip speed difference. 
There are numerous practical applications that require such 
a machine component, for example in wind generator sys-
tems [2]. The primary object of this study is to compare the 
accuracy of a purely theoretical approach in analysis as op-
posed to using the finite element method (FEM). The theo-
retical approach in electrical machine analysis and design 
optimisation is fast in terms of computation time. It is 
known that FEM is a very accurate and reliable method of 
analysis of machines such as the PM eddy current coupling 
studied in this paper. Finite element analysis (FEA), how-
ever, is expensive in terms of computational time and com-
puter hardware required. The goal of this study is to docu-
ment the accuracy by which the PM eddy current coupling 
can be analysed using a theoretical analysis approach based 
on the Lorentz and Maxwell laws [3]. 

The PM eddy current coupling machine analysed in 
this study was previously analysed using 2D and 3D FEM 
[2]. The same machine is re-analysed with FEM in this 
study, but with the addition of a theoretical 2D and 3D ap-
proach in the analysis. The results from the theoretical 
analysis in 2D are compared with the results from 2D FEA. 
It is furthermore possible to convert the 2D theoretical 
analysis to 3D by means of a theoretical 3D factor derived 
in [4]. The simulation time required for 2D FEA is less than 
3D FEA, but the results are not as accurate as 3D FEA. Due 
to the fact that 2D FEA is based on much the same assump-



tions made in the proposed 2D theoretical analysis, the 3D 
factor should be able to convert inaccurate 2D FEA results 
to accurate 3D FEA. The results from the 3D theoretical 
analysis and the 3D FEA are compared with the measured 
results of an actual PM edy current machine to validate 
both methods of analysis. 

2. EDDY CURRENT COUPLING MACHINE 

A 45° section of the PM eddy current coupling ma-
chine is shown in Figure 1 with the dimensions for the 2D 
analysis specified in Table 1. The actual PM eddy current 
coupling machine is shown in Figure 2. 
 

 
 

Figure 1: Cross section of the PM eddy current coupling. 

 

Figure 2: PM eddy current coupling with hollowed alumin-
ium cylinder stator (left) and double PM rotor (right) [2]. 

Table 1: Cross section dimensions of the PM eddy current 
coupling of Figure 1 in degrees and millimetres. 

Theta_M Theta_P l� h� h� Sh r� l�� p 
13.34° 22.5° 10 4 5 8 76 35 16 

 
It is important to understand the concept of slip or slip 

speed when referring to the eddy current coupling machine. 
The slip speed of the coupling is the relative speed between 
the PM rotor and the conductor cylinder stator. For the 16-
pole PM machine of Figure 2 a 100 % slip is defined at 50 
Hz as a slip speed of 375 r/min. 

 Using 3D analysis the axial dimensions of the machine 
are taken into account in the performance calculation. A 3D 
sectional model of the machine is shown in Figure 3, from 
which it is clear that some of the axial dimensions are cho-
sen for mechanical simplicity. The rotor and the stator both 
require end-shells because they are fixed to separate axes.  

 
 

Figure 3: 3D sectional model of (a) the PM rotor and (b) the 
conductor stator. 

When analysing a 3D model of the machine it is possi-
ble to simplify the model by ignoring the end shells of the 
rotor and the stator, as well as making use of angular perio-
dicity. A model of the machine analysed in 3D is shown in 
Figure 4 for a single pole. In Figure 5 an axial section of the 
machine is shown indicating the axial dimensions needed 
for 3D analysis. The axial dimensions are specified in Table 
2.  

 

Figure 4: 22.5 ° periodic section of the PM eddy current 
coupling machine. 

 

Figure 5: Axial dimensions of the PM eddy current cou-
pling machine. 

Table 2: Axial dimensions of the PM eddy current coupling 
in millimetres. 

l�� l� l�� l� l�� l�� 

87 43.5 35 8.5 86 63 

(a) 

(b) 

l�� 

l� 

l�� 

l�� 

l�� 

l� 



3. DERIVATION OF TORQUE EQUATION  

By making use of Lorentz’s force equation it is possi-
ble to calculate the 2D torque generated by the PM eddy 
current coupling machine. This analysis method requires 
the assumption that the magnetic flux density in the ma-
chine air gap has a sinusoidal shape in the angular direction 
and is constant in the axial direction. Torque in the angular 
direction is equal to the Lorentz force tangent to the cir-
cumference of the stator multiplied by the radial distance 
from the origin (radius) as 

 τ� = !Bli�"r�	,	 (1) 
 
where i� is the induced current in the stator segment. By as-
suming at a low percentage slip (low slip frequency) only a 
resistive load, the segment current can be calculated by 

 $% = 	&%R .  (2) 

 
Faraday’s equation for calculating the EMF in a conductor 
segment moving through a magnetic field is given as 
  
 e� = Blv,  (3) 
 
where v is the velocity of the moving conductor given by 

 v = r� dθ�dt 	= r�
2
p
dθdt .  (4) 

 
From Figure 6 it is possible to express the resistance in (2) 
of a segment of the stator as 

 R = 	ρlA = p2
	ρl��h�r�dθ. (5) 

By substituting (4) into (3) and then into (2), and also (5) 
into (2), a segment torque equation can be expressed from 
(1) and (2) as 

 

Figure 6: Segment of conductor cylinder stator. 

 τ� = 4
p. /

r�0B.l��h�ωρ 1 dθ. (6) 

 
Equation (6) expresses the angular component of the 

torque and needs to be integrated over the entire circumfer-
ence to obtain the total torque generated. It is important to 
note that it is assumed that the magnetic flux density in the 
air gap has a sinusoidal shape and can be expressed 
as	2 = 2� 3$4 56. Integration of (6) results in 

 τ = 	2πp /
r�0B�.l��h�ω

ρ 1. (7) 

Equation (7) can be used to calculate the torque gener-
ated by the PM eddy coupling based on 2D analysis. Note 
that (7) is reliant on having accurate information of the air 
gap magnetic flux density. This can be obtained from a 2D 
magnetic equivalent circuit solution or a static 2D FEM so-
lution. 

4. FINITE ELEMENT METHOD 

It is widely known that FEM is an accurate method of 
analysis, especially in 3D. The FE analysis method is used 
in 2D and 3D to analyse the PM eddy current coupling ma-
chine investigated in this study. The results obtained from 
3D FEA are used as the benchmark for accurate results. 

2D FEA is not as accurate as 3D FEA when calculating 
the torque developed by an eddy current coupling machine 
as shown in [2]. In 2D FEA certain assumptions are made. 
The machine is only analysed as if at the centre of the ma-
chine stack, i.e. at the centre of the active region in the axial 
direction. It is then assumed that the magnetic flux density 
at the centre of the stack stays constant throughout the en-
tire stack length. It also implies that the calculated induced 
current in the stator flows entirely in the axial direction of 
the machine. 2D FEA, thus, neglects all end effects on the 
magnetic flux density and the induced eddy currents in the 
stator conductor. 

Analysis done in 3D can more accurately predict the 
induced eddy currents in the stator conductor. Also the var-
iation of the magnetic flux density along the stack length of 
the machine is accurately taken into account. Although 3D 
FEM analysis is a more accurate analysis method, specifi-
cally for the PM eddy current coupling, it is a complex and 
computational expensive method. If however care is taken 
in optimising the amount of mesh elements used in the 3D 
FE transient calculation, it is possible to shorten the solu-
tion time substantially.  

The induced current in the stator, according to 3D 
FEA, is shown in Figure 7. The magnetic flux density in the 
air gap from 3D FEA is shown in Figure 8 for the axial di-
rection and in Figure 9 for the angular direction. It is clear 
that the assumptions made in 2D FEA regarding the in-

l�� 

r� 

dθ� h� 



duced current and the constant magnetic flux density in the 
axial direction are incorrect. It is shown in Figure 7 that the 
induced eddy currents do not flow all along the axial direc-
tion but also in the tangential direction within the active 
magnetic field of the PMs. 

The angular air gap magnetic flux density is shown in 
Figure 9 has a strong sinusoidal waveform. The fundamen-
tal sinusoidal component of this waveform can be obtained 
from a Fourier series to determine Bg in (7). Note that only 
one static 2D FE solution is required to obtain the wave-
form of Figure 9. The armature reaction effect of the eddy 
currents on the magnetic field in this case is ignored, but 
this is acceptable as the effect is very small due to the large 
air gap. 

The torque output results from the 2D theoretical anal-
ysis (equation 7) as well as from 2D FEA and 3D FEA are 
shown in Figure 10. The results show that the 2D FEA and 
the 2D theoretical analysis correlate well, but that the 
torque results from the 3D FEA are significantly lower. The 
3D FEA is more accurate than 2D FEA because of the in-
correctly assumptions made in 2D FEA. In 2D theoretical 
analysis much of the same assumptions are made as in 2D 
FEA, thus their results should correlate well. At higher slip 
percentages (> 10 %) the correlation becomes less due to 
the assumption in 2D theoretical analysis of only a resistive 
load in (2). 
 

 
 

Figure 7: 3D FEA predicted induced eddy currents in the 
stator conductor. 

 

Figure 8: Magnetic flux density in the air gap in the axial 
direction of the magnet or stack length. 

 

Figure 9: Magnetic flux density in the air gap in the angular 
direction. 

 

Figure 10: Torque versus percentage slip according to 2D 
FEA, 2D theoretical (equation 7) and 3D FEA. 

5. 3D - FACTOR 

In practice the stator of the PM eddy current coupling 
machine has overhangs beyond the magnetically active ar-
ea. The stator conductor of the machine also has an open 
circuit end (OCE) on the one side and a short circuit end 
(SCE) on the other side as shown in Figures 7 and 11 (Fig-
ure 11 illustrates what is meant by an OCE and a SCE of 
the stator studied in this paper). This difference is necessary 
to define, because the stator needs to be mounted on an axis 
on the one end and slide into the double PM rotor on the 
other end. In the case of the prototype the SCE is far from 
the magnetically active area where the eddy currents do not 
flow anymore as shown in Figures 7 and 12(a). In this case 
thus the effect of the SCE becomes negligible and can this 
conductor end also be viewed as an OCE.  

In [4] Russell defines a 3D factor that can theoretically 
be used to convert 2D calculated torque results to 3D torque 
results. This 3D factor considers the effect of having over-
hangs beyond the magnetically active area. The 3D factor is 
dependent on the length and type (SCE or OCE) of the 
overhang. For OCE the overhang coefficient is defined as 
 
 

λ = 	 tanh /pl��2r� 1 tanh /
pαl��
2r� 1 (8) 
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and for SCE as 
 

λ; = 	 tanh <
pl��2r� =

	tanh <pαl��2r� =
	, (9) 

where α is an overhang parameter used to define the over-
hang length as l>?@ABC� = 	αl��. 

For calculation simplicity both ends of the stator are 
analysed as OCEs with equal overhang lengths of 8.5 mm. 
The 3D factor Ks can then be calculated from [4] as 

K� = 	1 −
tanh <pl��2r� =
<pl��2r� = !1 + λ"

		,																											!10" 

allowing the 3D torque to be calculated from (7) as 

 T = τ	K� = 	2πp /
r�0B�.l��h�ω

ρ 1K�	. (11) 

Multiplying the 2D FEM results with the 3D factor of 
(10) should also be able to convert the results to 3D FEM 
results. The successful conversion of 2D FEM to 3D FEM 
with Russell’s 3D factor is shown in Figure 13.  

A comparison between 3D theoretical analysis, 3D 
FEA and measured results from the PM eddy current ma-
chine is shown in Figures 14 and 15 for respectively alu-
minium and copper stators. The first observation is how ac-
curate 3D FEA is, as it correlates almost exactly with the 
measured results. The second observation from Figures 14 
and 15 is how accurate the 3D theoretical analysis predicts 
the torque outputs of the machine for both copper and alu-
minium stators for percentage slips of up to say 10 %. 

The last experiment is done on a cylinder stator con-
ductor with zero overhangs. The stator is machined in such 
a way that the induced current is limited from flowing past 
the magnet edges. This is done by machining a grove along 
the circumference of the stator as shown in Figure 16(d). It 
is however not possible to completely prevent the current 
from flowing past the magnet edges, as this would cause 
mechanical failure. Removing the overhangs would theoret-
ically lower the torque output of the machine, as this limits 
the amount of induced eddy currents in the stator as shown 
in Figure 12(b). The machine with the zero stator overhangs 
is studied using 3D FEA and 3D theoretical analysis. The 
results of this experiment are shown in Figure 17. Here it is 
shown once again that the theoretical analysis correlates 
well with FEA. It is also seen that the measured results are 
slightly higher than the results obtained from 3D FEA. This 
is because of the mechanical construction that allows some 
eddy currents to still flow past the magnet edges. These 
measurements are, thus, not taken on a machine with com-
pletely zero stator overhangs.  

 
 

 
Figure 11: Illustration of stator OCE and SCE 

 

Figure 12: Induced eddy current of (a) normal stator and (b) 
stator with zero overhangs. 

 

Figure 13: 3D factor tested on 2D FEM results. 

 

Figure 14: 3D FEA, 3D theoretical analysis and measured 
results for an aluminium stator conductor. 
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Figure 15: 3D FEA, 3D theoretical analysis and measured 
results for a copper stator. 

 

Figure 16: (a) Normal aluminium stator, (b) normal copper 
stator, (c) equal overhang aluminium stator and (d) zero 

overhang stator. 

 

Figure 17: 3D FEA, 3D theoretical analysis and measured 
results for an aluminium stator with zero overhang. 

6. CONCLUSION 

It is shown in this study that a theoretical approach in 
analysis can be as accurate as the analysis done with FEM 
for the calculation of torque of a PM eddy current coupling 
machine at low slip values. The following conclusions are 
drawn from the analysis and measured results: 

 

 

 

 

- The results of the derived 2D theoretical torque equation 
correlate well with the results obtained from 2D FEA, 
giving that the air gap flux density is known. The air gap 
flux density can be calculated by using a magnetic 
equivalent circuit method or from one static FEA solu-
tion. 

- At higher slip speeds the percentage error between the 2D 
theoretical approach and FEA becomes larger. This is due 
to the theoretical torque equation that neglects the increas-
ing reactance-impedance of the stator conductor with slip 
frequency. It is shown in this paper that very accurate re-
sults are obtained with the proposed theoretical analysis 
method for percentage slip values of up to say 10 %. This 
slip percentage is much higher than is required for per-
formance calculations of most applications. 

- To obtain the calculated torque value for a 3D PM eddy 
current coupling model requires the use of a 3D factor. A 
3D factor converts the results from 2D to 3D by multiply-
ing the 2D results with a 3D factor. It is found that the use 
of the 3D factor derived by Russell [4] gives extremely 
accurate 3D results. This is found for stators with zero 
and equal overhangs. It must be mentioned that [1] also 
found this for single rotor axial-flux PM eddy couplings. 
This finding significantly reduces computation time in the 
design optimisation of such a machine as 3D transient 
FEA is not necessary.  
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LIGHTNING RETURN STROKE MODELLING WITH REFERENCE
TO LIGHTNING ELECTROMAGNETIC FIELDS
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Abstract: The theory regarding lightning strokes, and return stroke models is presented along with the
functions needed to model the return stroke. Three engineering models are presented: TLM, MTLE,
MTLL. Three current impulse functions (required by the return stroke model) are also presented in
detail: Double Exponential, Heidler and Terespolsky. The emphasis of the theory and models is
focused towards future use in evaluating radiated lightning electromagnetic (EM) fields. Although
no EM models or simulations are presented here, the use of the return stroke models is discussed with
reference to a simplified electric field model. A comparison found that the Terespolsky function is better
suited for modelling the return stroke for future use in EM models.

Key words: Return Stroke, Channel Base Current, Current Impulse Model, Induced Electromagnetic
Fields

1. INTRODUCTION

In lightning protection the primary focus is often on direct
lightning strikes attaching to ground objects. This is the
most intuitive form of damage caused from lightning, and
often results in serious property damage or loss of life [1].
However indirect (nearby) lightning is also responsible
for property damage and needs to be designed for in
lightning protection. There are a number of deleterious
effects caused by indirect lightning, however the effect of
lightning electromagnetic (EM) radiation is the primary
focus presented here. During a lightning strike a large
current flows in the leader channel. This moving current
results in moving EM waves that propagate from the
channel. When these EM waves move past electrical
networks such as distribution lines, or telecommunications
lines (or any conducting object) a current is induced
in the network. Often these induced currents are large
enough to result in damage to the network, or the electrical
equipment attached to the network nodes [2].

A particular interest is the effect of a Lightning
Electromagnetic Pulse (LEMP) inducing an overvoltage
on a power distribution network. These overvoltages result
in network damage, as well as interrupted energy delivery.
In comparison. indirect strikes occur more frequently than
direct strikes and are therefore more important [1] when
considering the lightning protection of distribution lines
(not transmission lines). In order to evaluate the induced
overvoltages it is necessary to first evaluate the EM field
that interacts with the line. In order to do this it is first
necessary to develop a model that describes the current
that flows in the lightning channel. This is referred to as
the lightning Return Stroke model, and is attributed to
causing the most damage to distribution networks [1–4].
Once a return stroke model has been developed it is then
possible to use the model in conjunction with Maxwell’s
equations to evaluate the EM field in space and time [5].

Theory regarding return strokes is presented, and
then the different modelling techniques are discussed.
One of the aims is to simplify this topic for engineering
applications. The different channel base current (current
impulse) models are discussed, and simulated. The
electromagnetic radiation theory of a lightning strike
is briefly presented (without calculations) to show how
the return stroke models will need to be evaluated in
calculating electromagnetic fields. The results of these
models, and decisions made are then discussed.

2. RETURN STROKE THEORY

There are four types of lightning as defined by Rakov [6],
however only downward negative lightning will be
discussed as it accounts for 90% of cloud to ground
lightning globally. A lightning strike or lightning flash is
composed of multiple lightning strokes. A lightning stroke
is composed of a downward leader, followed by an upward
return stroke [6]. For downward negative lightning, a
stepped downward leader begins to travel downwards from
the cloud to ground (due to a charge difference between
the two locations). When the stepped leader gets close to
ground (within a couple hundred meters) the electric field
strength increases enough to cause upward leaders to form.
When the upward leader connects with the downward
stepped leader, the ground point that initiated the upward
leader is ”struck” by lightning.

As a stepped leader moves towards earth it leaves a
conducting channel, as well as depositing negative charge.
When the stepped leader connects to ground, the ground
charge sees a conducting path to the cloud. Ground charge
then moves into the channel to neutralise the negative
charge. This flow of charge is called the return stroke, and
it flows from ground to cloud. Under this situation both
the leader and return stroke effectively transport negative
charge to ground [6]. First strokes are often followed by
subsequent strokes in negative downward lightning. A



subsequent stroke begins with the progression of a ”dart”
leader from cloud to ground (not necessarily along the
initial stepped leader channel), and then followed by a
return stroke from ground to cloud. It is also important to
note that a return stroke may contain a low ”continuing
current” that follows a return stroke [6], however this
will not be dealt with in the models. Subsequent return
strokes will typically have less peak current than the first
return stroke, therefore only the first return stroke will be
modelled.

3. RETURN STROKE MODELS

Section 2. has discussed the theory of a return stroke from
a physics viewpoint. Essentially a return stroke is a current
that travels from the ground to a cloud. There are a number
of factors that need to be considered when constructing a
return stroke model:

• Path travelled by the return stroke.

• Channel height.

• Current impulse along channel.

• Current attenuation along the channel.

• Velocity of impulse moving upward in the channel.

Some of these model components are simple to define,
however others can only be assumed. It is important
to understand that a model is a mathematical construct
which can be used to describe observed phenomena.
These models are then used to understand variations of a
phenomena under study [1]. This may seem obvious, but
is important in understanding the meaning of the return
stroke models being presented.

Measurements of return strokes have primarily been
done through:

Optical/Photographic Measurements: Light intensity
of a stroke indicating current density.

Channel Base Current Measurements: Current is mea-
sured at the base of a lightning channel which is
initiated either by a tall conducting structure/tower,
or rocket triggered lightning [1].

EM Field Measurements: The EM fields of a lightning
stroke are measured, in addition to the stroke location
[7].

It is important to note that none of these measurements
can accurately describe the current throughout the
leader channel, throughout time. Therefore all of these
measurements are used to create models that are able to
validate the measurements made, and infer the current
distribution in the channel.

There are three main groups of return stroke models:
Electrothermodynamic models, RLC Transmission
line models and Semi-Physical and Engineering
models [1]. However for the purpose of this paper only the
Semi-Physical and Engineering models will be discussed.
Both the Semi-Physical and Engineering approaches
have adapted concepts from the RLC transmission
line models. This group of models is better described
in two different subcategories: Current propagation
models (predominantly engineering models) and Current
generation models (predominantly semi-physical models).
As stated in Section 1., the main focus of this report is on
engineering applications, and therefore only the Current
Propagation models will be discussed in detail, however
more information on the alternative models can be found
in [1, 6].

3.1 Current Propagation (CP) models

In this approach the return stroke is modelled as a
transmission line driven by a current source connected
to the ground plane. In engineering models the current
on the channel is described in space and time, and
this is used to calculate remote EM fields. Figure 1
shows a visual representation of the model with a return
stroke current impulse moving upwards from ground to
cloud. The current impulse I(h, t) is able to describe the
current at any position (height,h) on the channel, at any
time (t). This figure also shows that the stepped leader
channel is modelled as a perpendicular uniform path on
top of a perfectly conducting ground plane. These model
components are not real representations of a lightning
stroke. A stepped leader path down to earth is actually
defined by multiple short paths that branch randomly
in different directions (as seen in any typical lightning
picture). The conducting path may vary due to the
charge distribution, and the ground plane is never a perfect
conductor due to ground loss and terrain layout.

Figure 1: CP Return stroke model

Figure 1 also shows that the return stroke impulse travels
up the channel at constant speed v = 0.5∗ c where c is the
speed of light. In reality the velocity of the return stroke
speed decreases with height, however for the purpose of
simplifying the model the speed is considered constant
between 0.8−2.8∗108m/s [1, 6].



Equations 1 to 3 show the three main mathematical
equations used to model the current distribution along
the return stroke channel. The left hand side of these
equations shows that the current distribution is height and
time dependant, however the rights hand side shows the
channel base current (h = 0). As the name would suggest,
the channel base current is typically specified as the current
measured at the base as a function of time (I(t)). In order
to compensate for the displacement of the return stroke
current pulse along the return channel the time variable is
shifted: to = tn− h

v where to is the original time component,
and tn is the new time component simply referred to as
t in the model. It is also important to note that channel
base current only exists for t ≥ h

v , which is mathematically
included in the equations by using a unit step function
U(to).

TLM: I(h, t) = I(0, t − h
v
) · (U(t − h

v
)) (1)

MTLE: I(h, t) = exp(− h
λc

) ·(I(0, t− h
v
)) ·(U(t− h

v
)) (2)

MTLL: I(h, t) = (1− h
H
) · (I(0, t− h

v
)) · (U(t− h

v
)) (3)

Equation 1 is the Transmission Line Model from Uman
and McLain [1]. This model has an accuracy of about
20%, however it fails to account for the attenuation of the
current along the channel. It has been observed that the
current amplitude decreases as the return stroke current
approaches the cloud (due to the charge in the corona
sheath that forms around the leader channel [8]). In other
words the problem with the TLM is that it does not account
for charge neutralisation along the channel. To account
for this the TLM was modified by decreasing the current
amplitude while still maintaining the waveshape. Equation
2 is the Modified Transmission Line Exponential model
proposed by Nucci et al [8]. As the name would suggest,
the amplitude of the current decreases exponentially
with height, where λc = 2000m. An alternative is to use
Equation 3, which is the Modified Transmission Line
Linear model, as proposed by Rakov et al [9]. With this
model the current decreases linearly with height.

Both the modified models show an improvement with
measured results as compared to the TLM. The main
difference between the modified models is that the MTLL
model is more accurate with measurements made near
(50m) to lightning strikes.

4. CHANNEL BASE CURRENT MODELS

There are a number of different models used to represent
the current of a lightning return stroke base current
(Current Impulse Model). These models have been derived
from measurements made at ground level, and attempt
to account for the current wave shape, front rise time
and peak current values (the characteristics of the wave).
For this study the current impulse will be a 10/350 us

waveshape with a peak current of 200 kA. These values
were chosen from the IEC Std 62305-1 [10]. The choice of
a 200 kA peak current was made for the worst case scenario
(high level protection), however it is important to note that
50% of first return strokes have a value of 30 kA [6]. The
choice of the waveshape was made due to the long duration
of the 10/350 us impulse, however there is no reason why
another wave shape couldn’t be chosen. This paper will
discuss three current impulse models: Double Exponential,
Heidler and Terespolsky.

4.1 Double Exponential Function

Equation 4 shows the mathematical equation for the double
exponential function [11]. The parameters for the function
were taken from [12] in order to achieve the required
waveshape.

I(t) = IpA · (e−αt − e−βt) (4)

Where
A = Scaling Factor = 1.025
Ip = Peak Current = 200 kA
α = Time Constant = 2.05∗103 s−1

β = Time Constant = 5.64∗105 s−1

This function has been used in a number of lightning
related research projects, however it does not accurately
represent a physically realisable return stroke current
waveform. As seen in Figure 2, the rise time of this
function is instantaneous, which is not physically possible
[6]. As the stepped leader approaches the ground during
a lightning stroke, ground leaders start to form (causing a
slow increase in current), and once the leader connects to
upward leader, the current increases rapidly. In addition
to this, due to the incorrect shape of the waveform there
are incorrect representations of the radiated frequency
components of the stroke. Even though the model does not
accurately represent a lightning stroke, the mathematical
properties of this function make it useful in preliminary
modelling.

4.2 Heidler Function

The Heidler function (Equation 5) is another popular
function used to model the return stroke current waveform.
The parameters for the function were taken from [10] in
order to achieve the required waveshape.

I(t) =
Ip

k
·

( t
τ1
)n

1+( t
τ1
)n · e−

t
τ2 (5)



Where
k = Scaling Factor = 0.93
Ip = Peak Current = 200 kA
n = Steepness Factor = 10
τ1 = Time Constant = 19∗10−6 s
τ2 = Time Constant = 485∗10−6 s

This function is a closer approximation to the physical
processes of a lightning stroke. As seen in Figure 2, shape
of the waveshape as it rises is a better fit for the lightning
stroke, and therefore overcomes the problems of the double
exponential function. The problems associated with this
function will be described in Section 5..

4.3 Terespolsky Function

Equation 6 shows the Terespolsky function. This function
is an approximation to the Heidler function, and has less
than 1.5% error [13] when adjusted to the IEC Std 62305-1
[10].

I(t) =
Ip

k
·

(
1− e−ω0t

(
n

∑
i=0

ωi
0t i

i!

))
· e−

t
τ2 (6)

Where
k = Scaling Factor = 0.93
Ip = Peak Current = 200 kA
n = Steepness Factor = 33

ω0 = Rise Time Constant = 1768211
τ2 = Time Constant = 485∗10−6 s

The advantage in using the Terespolsky function is that it is
simpler to manipulate mathematically [13], and therefore
simplifies lightning protection models. As seen in Figure
2 and 3 the Terespolsky function closely resembles the
Heidler function, and although not yet accredited as
an IEC standard, the Terespolsky function is a good
approximation. This means that model results from this
function should be comparable to those required by IEC
Std 62305-1.

5. LIGHTNING ELECTROMAGNETIC PULSE
EQUATION

Equation 7 shows a special case of the vertical electric field
measured at a point on the ground plane a distance r from
the return stroke channel (Figure 2.). The full electric and
magnetic field equations can be found in [5, 7].

Ez(r, t) =
1

2πε0

[∫ H

0

2h2 − r2

R5

(∫ t

0
I(τ− R

c
− h

v
)dτ

)
dh

+
∫ H

0

2h2 − r2

cR4

(
I(t − R

c
− h

v
)

)
dh

−
∫ H

0

r2

c2R3

(
∂I(t − R

c −
h
v )

∂t

)
dh
]
~z

(7)
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Where
H = Channel Height
R = sqrt(r2 +h2)
h = Height of a point along the channel
r = Distance from channel base to point

ε0 = Permittivity of free space 4π∗107

The purpose of including this equation here is not to
simulate the electric field, but rather to emphasise the
choice between the channel base current model chosen
when modelling the EM fields. As seen in Equation 7, the
return stroke current, I(t), will need to be integrated twice,
as well as differentiated. This is easily done when the
double exponential function is chosen, however it is not
an accurate model. It is however useful in understanding
how a pulse propagates.



The next choice is to use the Heidler function, however
after inspecting Equation 5 it should become clear that
integrating this function is not a simple task. Different
numerical techniques need to be used in order to achieve
a result. This is where the Terespolsky function is most
useful. Integrating and differentiating this function
is far simpler, and easy to implement in a computer
simulation [13].

6. CONCLUSION

The theory regarding lightning strikes and lightning
return strokes has been presented, and the concepts
necessary for understanding physical processes have been
discussed. The different methodologies for modelling
the return stroke current along the leader channel have
been presented for engineering applications, and three
mathematical models have been provided for future
simulations. The return stroke channel base currents have
also been described. The Double Exponential, Heidler and
Terespolsky lightning impulse functions were presented
along with practical constants that were used to model
a 10/350 us waveshape with a peak current of 200 kA
(worst case lightning stroke). An equation used to model
the radiated lightning electric field was presented, and the
benefits of using each of the respective current impulse
models (in conjunction with the return stroke models) were
presented. In this respect it was found that using the
Terespolsky function to model the return stroke current
would be the best option. This is because the Terespolsky
function is simpler to manipulate mathematically than the
Heidler function. In order to evaluate the EM fields
radiated from a lightning stroke it is necessary to integrate
the lightning current model. The theory presented in
this paper should act as a guide in progressing to models
involving EM radiation.
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Abstract: The purpose of this paper is to provide an easy-to-use QuickfieldTM model to use to solve 

the computations for the transient rating of buried cables. Solving the heat transfer problem requires 

an iterative procedure, which is both time consuming and tedious. Even using a computer requires 

enormous data handling capacity. Once the model for the cable system has been set up it takes less 

than 4 minutes to solve the equations satisfactorily. The current ratings can be changed; the soil ther-

mal conductivity can be changed, all with little or no effort. A daily load graph can be programmed 

with a few clicks of a button and the equation can be solved for the new values. 
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1. INTRODUCTION 

 

The most important tasks in cable current rating calcula-

tions are determination of the tolerable load current for a 

given conductor temperature. In order to perform these 

tasks the heat generated within the cable and the rate of 

dissipation away from the conductor, for a given conduc-

tor material and given load must be calculated. 

 

The ability of the surrounding medium to dissipate heat 

plays a very important role in these computations and 

varies widely because of factors such as soil composition, 

moisture content, ambient temperature and wind condi-

tions. The heat is transferred through the cable and its 

surroundings in several ways.  For underground installa-

tions the heat is transferred by conduction from conductor 

to insulation, screens and other metallic parts. 

 

It is possible to quantify the heat transfer process in terms 

of the appropriate heat transfer equation: 
2 2

int2 2

1
W

x y t

  




  
  

  
…………………… (1.1) 

Where: 

 θ = unknown temperature 

δ =
1

c
  thermal diffusivity of the medium (m2/s) 

c = volumetric specific heat of the material (J/m3) 
ρ = thermal resistivity of the material (K.m/W) 
Wint = heat generation rate in cable (W/m) 
 
Current rating calculations for power cables require a 
solution of the heat transfer equations which define a 
functional relationship between the conductor current 
and the temperature within the cable and its sur-
roundings. The challenge in solving these equations 

analytically often stems from the difficulty of compu-
ting the temperature distribution in the soil surround-
ing the cable. An analytical solution can be obtained 
when a cable is represented as a line source placed in 
an infinite homogenous surrounding medium. Since 
this is not a practical assumption for cable installa-
tions another assumption is often used; namely, that 
the earth surface is an isotherm. With the isothermal 
boundary, the steady-state heat conduction equations 
can be solved assuming that the cable is located in a 
uniform semi-finite medium. Methods of solving the 
heat conduction equations for steady state conditions 
are described in [1] and for transient (cyclic) condi-
tions in [2] for most practical applications. When the-
se methods cannot be applied as for many non-
standard installation conditions the heat conduction 
equations can be solved using numerical approaches 
[3]. One such approach, particularly suitable for the 
analysis of underground cables, is the finite element 
method presented in this paper. QuickfieldTM is the 
program used in this paper.  
 

2. DEVELOPMENT OF THE FORMULAE 

 

The boundary conditions associated with equation 1.1 can 

be expressed in two different forms. If the temperature is 

known along a portion of the boundary then  

B(s)    ………………………………….. (1.2) 

where B is the boundary temperature that may be a 

function of the surface length s. If heat is gained or lost at 

the boundary due to convection  

Bh( ) ……………………………………….. (1.3) 

or a heat flux q, then  

Bq h( ) 0
n


   


………………………... (1.4)  
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Where; n = the direction of the normal to the boundary 

surface,  

h = a convection coefficient, and  

θ = an unknown boundary temperature.  

In cable rating computation, the temperature of the con-

ductor is usually given and the maximum current flowing 

in the conductor is sought. Thus, when the conductor heat 

loss is the only energy source in the cable,  

Wint = I
2
R………………………………………….(1.5) 

and equation (1.1) is used to solve for I with the specified 

boundary conditions. For the purpose of introducing the 

method and explaining how it is used in cable rating 

computations the simplest and most common shape for 

two dimensional elements, the triangle, will be used. 
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                                        m                                                                    
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Figure 1: Area co-ordinates. 

 

For this element, the temperature θ at any point inside 

can be uniquely specified as: 

 

i j mA B C       ………………………… (1.6) 

Where ωi, ωj ωm = coordinates as shown in Figure 1. 
These area coordinates define uniquely the position of 
any point P inside the triangle ijm. To determine the 
constant A, the temperature at node i is written as  

i 1.A 0.B 0.C     as per equation (1.6). This 

gives A = θi. Similarly, for nodes j and m the following 
is obtained: B = θj, and C = θm. Therefore: 
 

i i j j m m

i

e e

i j m j

m

[ ]. N .

       

 
 

       
  

……………….(1.7)  

Assuming that the time derivatives are prescribed func-

tions of the space co-ordinates at any particular instant in 

time, the time derivative for the temperature within each 

element is 

ji m
i j m

i

j e

i j m

m
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t
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……….(1.8) 

Since N
e
 is a function of the co-ordinate system and not 

time. The relationship between area co-ordinates and Car-

tesian co-ordinates is: 

i j m

i j m

x x x x

y y y y

1 1 1 1

    
   

    
       

………………………. (1.9) 

 

The inverse relationship yields the coefficients of vector 

N
e
: 

 

i j m m j j m m j

j m i i m m i i m

i j j i i j j im

(y y ) (x x ) (x y x y ) x

1
(y y ) (x x ) (x y x y ) y

2A
(y y ) (x x ) (x y x y ) 1

   

    

  

     
      
      
          

  

…………………………………………………..….(1.10) 

 

Where; A = the area of the triangle. It can be observed 

from equations (1.7) and (1.10) that the temperature is a 

linear function in x and y. This means that the gradient in 

either x or y directions are constant. A constant gradient 

within any element means that many small elements have 

to be used to approximate a rapid change in the value of 

θ. 
 
To obtain the node temperature, a property is used, 
known in the variational calculus, that states that the 
minimization of the functional over the area S bound-
ed by the closed curve C, where the superscript t de-
notes the transposition and 
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Requires, that the differential equation (1.1), with the 
boundary conditions (1.2) and (1.3) be satisfied. 
Therefore the temperature distribution that makes χ a 
minimum also satisfies the governing differential 
equations and therefore is a solution to the problem 
being studied. Equation (1.11) is a starting point for 
determining the temperature at each node. It is mini-
mised by using a set of element functions, each de-
fined over a single element and written in terms of the 
nodal values. The nodal values θn are the unknown 
values in the formulation. These values are obtained 
by taking the derivatives of χ with respect to θn and 
equating them to zero. Recalling that functions θ are 
defined over each individual element, the integrals in 
(1.11) must be separated into integrals over the indi-
vidual elements and the derivatives computed for 

each element; that is 
E

e

e 1

   …………………. (1.13) 

Where  
χe = the functional defined for element e and  
E = the total number of elements. 
Consider a single element first. As any element con-
tributes to only three of the differentials associated 
with its nodes, these contributions can be listed as; 
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………………………………… (1.14) 

The derivatives in equation (1.14) cannot be evaluat-
ed until the integrals in equation (1.11) have been 
written in terms of the nodal values Θe. This is done by 
first computing the derivatives of θ with respect to x 
and y. only two of the area co-ordinates are independ-
ent. Assuming that these are ωi and ωj it can be shown 
that: 
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Where the Jacobian, J, is obtained by differentiating 

equation (1.10). Further, from equation (1.7) and the fact 

that  

i j m 1     ; the following is obtained: 

i

j

i

e

j

m

1 0 1
V

0 1 1









 
                     

 

……………(1.16) 

 

Thus for a single element we have: 

 
eJ V    ………………………………… (1.17) 

 

Substituting (1.17) into (1.11) with S and C correspond-

ing to a single element, and differentiate with respect to 

Θ
e
, after some routine but tedious computations, equation 

(1.14) can be written as: 

 
e

e e e e e

n

( ) h q k
t

 
   

 
………………... (1.18)  

 

By denoting dij, djm and dmi the distance between the 

nodes ij, jm and mi the element conductivity matrix is 

equal to: 
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If there is no convective boundary along any segment of 

the element, the relevant term in (1.15) is omitted. The 

element capacity matrix is given by: 
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 ……………………………(1.20) 

 

And the element heat generator vector is equal to: 
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…………………………………………………….(1.21) 

 

Here again, the last three terms apply only if the appro-

priate boundary exists along the element edge. Factor 

Wint. x A represents the total heat in W/m generated in the 

element. Performing computations given by equations 

(1.18) – (1.21) for each element, finally a set of linear 

algebraic equations for the whole region is obtained: 

 
e

E

e 1 n

H Q K 0
t

   
     

   
 …. (1.22) 

 

Where: H = heat conductivity matrix 

 Q = heat capacity matrix 

 Θ and 
t




 are the vectors containing the nodal 

temperatures and their derivatives. 

 K= vector expressing the distribution of heat 

sources and heat sinks over the region under considera-

tion. In the steady-state analysis (1.22) simplifies to: 

 

H K 0  …………………………………… (1.23) 

 

The set of ordinary differential equations (1.22) which 

define the discretised problem can be solved using one of 

many recursion schemes. It is proposed to use Lees’ 

three- level, time-stepping scheme in which the discre-

tised equation is replaced by a recurrent relationship: 
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……………………………………………………..(1.24) 

Where the superscript n refers to the time level and Δτ is 

the time step. The procedure is unconditionally stable and 

has the advantage of producing the solution at time level 

n+1 without the need for any iteration as the coefficient 

matrices are evaluated at level n. the initial conditions 

have to be specified and the first time step iteration is 

performed by a modified version of (1.24) requiring only 

one previous time step solution. 

 

 

3. QUICKFIELD
TM

 

 

This is the program used extensively at Vaal University 

of Technology (VUT) where a niche area exists for cable 

research. In [4] it was shown that simulations performed 

with Quickfield
TM

 compare favourably with calculated 

results obtained in [5]. 

The challenge in solving equation (1.1) analytically stems 

mostly from the difficulty of computing the temperature 

distribution in the soil surrounding the cable. In the ana-

lytical methods used in [1], the case of group of cables is 

dealt with on the basis of the restricted application of 

superposition. This assumes that the presence of another 

cable, even if not loaded, doesn’t disturb the heat flux 

from the first cable, nor the generation of heat within it. 

This allows separate computations to be performed on 

each cable with the final temperature-rise being the alge-

braic sum of the temperature rises due to the cable itself 

and the rise caused by other cables. Such a procedure is 

not theoretically correct and, for better precision, the 

temperature-rise caused by simultaneous operation of all 

cables should be considered. Direct solution of the heat 

conduction equation employing numerical methods offers 

such a possibility. 

 

Numerical methods allow not only better representation 

of the mutual heating effects, but also permit more accu-

rate modelling of the regions boundaries (e.g., a convec-

tive boundary at the earth surface, constant heat flux, 

circular boundaries for heat or water pipes in the vicinity 

of the cables, or an isothermal boundary at the water level 

at the bottom of the trench) 

. 

 

4. MODELLING THE CABLE 

 

The chosen cable must be drawn to scale in the program 

and once this is done the constituent materials values 

must be added. The next step is to set the conditions for 
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each boundary in the model. The conductors must then be 

assigned as the heat source with the appropriate values; 

The heat source can also be assigned as a variable load  

of the cable and can be programmed as a step or impulse, 

exponential or sinusoidal forms to define the load curve. 

 

The steady-state condition must first be solved to be able 

to have a starting point for the step function to be applied. 

This is then used to determine the time a certain overload 

can be applied before the maximum temperature of 90º C 

is reached. Figure1 shows the temperature distribution at 

the start of the step load function with a conductor tem-

perature of 74.3
º
 C. 

 
Temperature

T (K)

 
 

Figure 1: Quickfield
TM

 solution and temperature 

Legend 

 

The current used to determine the steady state tempera-

ture was 584 A. This steady state conditions are now 

linked to the starting conditions for the transient simula-

tion.   

5.  LINKING THE MODELS 

 

The steady state and transient problems must share the 

same geometric model and the results (data) from the 

steady-state problem must be imported to the transient 

problem as it will be used as the base to start from. 

 

In this transient problem a step of twice the actual load 

current were used. This was done to determine the time 

that the cable can operate at this higher load without ex-

ceeding the maximum temperature rise. The equation 

(heat source step load) used in the transient problem 

were:  

Q = 206e3*impulse(t, 0,86400) ……………(1.25)
   

Where;  

Q = the heat generated by the current and 

  t = time with starting at zero to 86400 seconds. 

 

 
 

Figure 2: Quickfield
TM

 graph of final temperature. 

 

6. CONCLUSIONS 

 

There are five important factors that the electrical engi-

neer should take from this short discussion. Firstly, soil 

and backfill thermal properties must be known for a safe 

and successful buried cable installation. It is not good 

practice to assume a value of 0.9 mC/W.  Secondly, den-

sity and water content play important roles in determining 

the thermal resistivity of the soil. Specify the density of 

the backfill material, and assure through proper design 

and management that the water content don’t fall below 

the critical level. Thirdly, natural soil which supports 

plant growth will always have much higher resistivities 

than engineered materials because of their lower density 

and variable, but sometimes low, water content. Fourthly, 

engineered backfill materials are available which can 

assure adequate thermal performance under all condi-

tions. Finally, there are several site specific issues such as 

depth of burial, vegetation and soil water management 

and avoidance of excessive drying and soil cracking that 

could lead to air gaps, all of which need to be taken into 

account when designing and implementing underground 

cables. 

Figure 2 shows the temperature rise of the conductors 

when the load was applied for 24 hours (86400 seconds). 

From this figure the time taken to reach 90º C can be read 

of and that will be the time taken for the cable to carry 

double the current that resulted in a steady state tempera-

ture of 73.4
º
C. In this specific case the time taken to reach 

90º C was ± 30000 seconds which is 8.333 hours.  

From working with this program one cannot but marvel at 

the speed of the operation. It literally does thousands of 

calculations per second. The accuracy is exceptionally 

good and corresponds very well with any calculations 

done in [3] and [5].  
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Abstract: It is essential to detect corona discharge as a symptom of insulation breakdown in high 

voltage (HV) applications. However accuracy of such measurement is often degraded due to the 

existence of solar background noise in the signal. Fraunhofer lines in the solar spectrum are areas of 

the solar spectrum where the solar radiation is lower in intensity due to certain wavelengths of light 

been absorbed by gases. This paper will explore the potential of evaluating corona at these Fraunhofer 

lines and through signal processing optimise the signal to noise ratio. In addition the report will also 

provide a conclusion as to whether the Fraunhofer lines can be used as a potential detection method 

and recommendations for future research in corona detection. 

 

Keywords: Fraunhofer lines, corona, solar spectrum, corona detection methods, SNR, signal 

processing, filters 

 

 

1. INTRODUCTION 

 

A corona discharge is a glowing partial discharge from 

conductors and insulators due to excitation of the air 

molecules, when the local electrical field exceeds a 

critical value. The excitation of the air molecules leads to 

the emission of ultraviolet (UV) radiation. Consequently 

a problem or defect on a component creating a local high 

electric field will produce corona activity. The early 

detection of corona is fundamental in preventing 

transmission line failures.  

 

The corona discharge emits radiation in the 240 nm – 440 

nm spectral range, mostly in the UV range and is 

therefore invisible to the human eye, though relatively 

weak emissions at around 400 nm might be observed at 

night under conditions of absolute darkness. Corona 

emission in the 280 nm – 405 nm spectral range cannot 

be detected during daytime due to the extremely 

disturbing solar radiation background [1].  

 

UV cameras to detect corona in daytime are increasingly 

being used for periodic inspections. These cameras can 

provide information on the exact location of corona.  

Detection of corona using UV cameras currently is in the 

240 nm – 280 nm solar blind UV range [2]. In this solar 

blind region, due to the ozone layer in the stratosphere, 

solar radiation is completely blocked and the background 

solar radiation at the earth's surface is zero. This absence 

of background solar radiation can be utilized to detect 

corona at extremely weak levels of UV emittance.  

 

2. PROBLEM STATEMENT 

 

Figure 1 shows the amount of absorption at different 

wavelengths by the atmosphere. It is presented in terms 

of the half-absorption altitude, which is the altitude 

(measured from the earth's surface) where half of the 

radiation at a given wavelength incident on the upper 

atmosphere has been absorbed.  

 

 
Figure 1: Absorption of solar radiation by the earth’s atmosphere [3] 

 

In the UV and X-ray portion of the electromagnetic 

spectrum almost no solar radiation reaches the earth’s 

surface. This is known as the solar blind region. 

Detection of corona in daylight is feasible by utilizing the 

solar blind region and a solar blind filter (the blue line in 

Figure 2). 

 

 
Figure 2: Visible solar spectrum [4] 
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Detection limited to this band has the advantage of a 

much better signal-to-background-noise ratio. 

The CoroCam and DayCor are examples of video 

cameras for viewing corona emittance in the solar blind 

region [2]. 

 

2.1 Possible solution to the corona detection problem 

 

Solar radiation is a fundamental factor to consider when 

detecting corona. It is therefore important to understand 

the solar spectrum. Figure 3 is a standard spectrum of 

solar radiation. 

 

 
 

Figure 3: Solar spectrum [5] 

 

Analysing the solar spectrum shows that the solar 

spectrum is interrupted by a large number of narrow dark 

lines as shown in Figure 4.  

 

 
 

Figure 4: Spectrum showing absorption lines [6] 

 

These lines are known as Fraunhofer lines. These lines 

represent the wavelengths of light that have been 

removed by gases present in the outer layers of the sun 

[7]. The effect of this is that there are a few regions of 

solar radiation darkness at well-defined locations in the 

electromagnetic spectrum. 

 

The major Fraunhofer lines are:  

 

Table 1: Major Fraunhofer lines 

Wavelength(nm) Line due to 

759.4 Telluric oxygen 

686.7 Telluric oxygen 

656.3 hydrogen, H 

589.6 sodium 

589.0 sodium 

587.6 helium 

527.0 iron and calcium 

518.4 magnesium 

486.1 hydrogen, H 

430.8 iron (and calcium) 

396.8 calcium 

393.4 Calcium 

 

The highlighted portion in Table 1 is the wavelength of 

the Fraunhofer line selected for further processing. 

One of the primary problems associated with observing 

corona UV radiation during daytime is that the 

wavelength corresponds directly to that of background 

solar radiation and therefore is masked from normal view 

[13]. 

 

 
 

Figure 5: Corona spectrum [14] 
 

From Figure 5 the strong emission bands lie between 300 

and 400 nm. Fraunhofer lines are also present in this 

wavelength band. 

Table 2 lists the overlap between the corona peaks and 

Fraunhofer lines. 



Table 2: Overlap of corona and solar spectra at the 

Fraunhofer lines 

Fraunhofer line 

(nm) 

Line width 

(nm) 

Corona peak 

(nm) 

357.0134 0.1380 357.583 

358.1209 0.2144 358.472 

393.3682 2.0253 393.148 

396.8492 1.5467 396.805 

 

 

In theory if it were possible to match the corona peaks 

with the Fraunhofer lines then conceivably it would be 

possible to measure corona discharges in the presence 

of the solar radiation? 

 

 

3. METHODOLOGY 

 

Experimental tests were conducted to test hypotheses 

derived from theory and to explore certain concepts. In 

addition experiments were conducted to obtain absolute 

data on corona since this was not available in existing 

literature.  

 

All the experiments were conducted in the CSIR Electro-

optics (EO) lab with a 30 kV high voltage (HV) power 

supply and a rod-ball corona source. The primary 

variables were voltage, environmental parameters and the 

geometry of the corona source which contributed to the 

absolute intensity of the corona spectrum. The 

measurements were done using a Specline Avantes 

spectroradiometer and MATLAB software was used for 

the analysis of the results. The analysis method was to 

determine the signal to noise ratio (SNR) and thereafter 

optimize it through signal processing methods. The 

wavelength range 338.672nm – 405nm was chosen to 

achieve high resolution and to ensure that a corona peak 

and a Fraunhofer line overlapped. 

 

After performing the experiments to investigate the filter 

efficacy in segregating the corona signal from the solar 

background, it was concluded that the purchased optical 

filter was not capable of detecting the corona peak at 

393.148nm. Consequently it was decided that possibly 

the optical filter specifications were not ideal .Hence a 

new approach of simulating an optical narrow band-pass 

filter in MATLAB was executed to improve the SNR. 

 

The bandwidth of the filter and the central wavelength 

(CWL) were adjusted and moved along the wavelength 

range 338.672nm – 405nm evaluating the SNR at each 

wavelength and CWL. The maximum SNR was thereafter 

displayed together with the wavelength and bandwidth of 

the filter. This new approach was intended to generate an 

ideal filter with an ideal CWL and bandwidth. 

 

 

 

Table 3: Filter results 

Tests FWHM

(nm) 

CWL 

(nm) 

SNR 

Filtered signal 

using MATLAB 

simulated filter 

0.05 357.455 2.1224 

Filtered signal 

using purchased 

optical filter 

0.3 357.455 0.0031 

Filtered signal 

using purchased 

optical filter at 

selected 

Fraunhofer line 

0.3 397.370 0.0026 

 

NB: FWHM: Full Width Half maximum 

 

From the results obtained it is evident the filter design is 

fundamental in improving the signal to noise ratio. 

Filtered results showed an improvement of the signal to 

noise ratio when compared with unfiltered results. In 

addition the newly designed narrow band-pass filter 

generated a much higher SNR when compared with the 

old filter (see Appendix Figure 6 for newly designed filter 

in MATLAB). 

 

Thereafter cross correlation was investigated and this 

proved to be an extremely encouraging and promising 

area for corona detection.  

 

Correlation can also be considered as a type of numeric 

band pass filter and thus can be used as a technique for 

extracting a signal from noise.  

 

The results of cross correlation are shown in Table 4. 

 

Table 4: Correlation results 

c  sun1 False 

c sun2 False 

c  (sun1+noise) False 

c  (sun2+noise) False 

c  (sun1+corona) True 

c  (sun2+corona) True 

c  (sun1+noise+corona) True 

c  (sun2+noise+corona) True 

 

 

NB:  

 c is the corona spectrum 

 sun1 is when the solar spectrum was recorded 

under intense sunlight. 

 sun2 is when the spectrum was recorded under 

cloudy conditions.  

 

It was noted that when the corona template was correlated 

with different solar spectra recorded at different times of 



the day with different intensities, the same correlation 

coefficient resulted. Thereafter the corona spectra 

template was correlated with the solar + corona spectra. 

This resulted in different coefficients which was 

indicative that corona was present. To create a more 

realistic approach noise was included with the corona + 

solar spectra and correlated with the corona template and 

different correlation coefficients were generated.  

 

In essence the results of cross correlation indicated that 

corona was present when the corona template was 

correlated with the solar+corona spectrum.  

 

 

4. CONCLUSIONS AND RECOMMENDATIONS 

FOR FUTURE WORK 

 

This paper has investigated Fraunhofer lines in the solar 

spectrum as a method to detect corona. The hypothesis 

was that there is an overlap between certain Fraunhofer 

lines and corona emission peaks which could conceivably 

be exploited as a way of detecting corona during daylight.  

 

The Fraunhofer line at a wavelength of 393.13682nm and 

the corona peak at 393.148nm were chosen for the 

experiments. An optical band-pass filter with a central 

wavelength of 393.37nm with a bandwidth of 0.3nm was 

used for filtering of the signal. After performing the 

experiments and evaluating the results it was determined 

that the SNR had not improved sufficiently with the filter 

purchased and so a new band-pass filter was designed. 

The filter specifications that generated a higher SNR had 

a bandwidth of 0.05nm and a CWL of 357.4552nm which 

coincided with the wavelength of a different Fraunhofer 

line. 

 

The results of cross correlation indicated that corona was 

present when the corona template was correlated with the 

solar+corona spectrum. 

 

4.1 Recommendations for future work 

 

1. Cross correlation has potential and is an area where 

more research and future work should be done. 

2. An optical filter with the specifications generated in 

the MATLAB model should be purchased (if possible) 

and the previous experiment repeated.  

 

 

5. REFERENCES 

 

[1]  L. Loeb, Fundamental Processes of electrical 

discharge in gases, London: John Wiley & Sons, 

1939.  

[2]  W. L. Vosloo, R. Stolper and P. Baker, “Daylight 

Corona Discharge Observation and Recording 

system,” Proceedings of 10th International 

Symposium on HV Engineering, vol. 6, pp. 161-

164, 1997.  

[3]  B. A. a. E. P. Averill, General Chemistry: 

Principles, Patterns, and Applications, v. 1.0 (2 

Volume Set), 2007.  

[4]  S. P. Maruvada, Corona in transmission systems: 

Theory, design and performance, South Africa: 

Crown Publications, 2011.  

[5]  R. Bird, R. Hulstrom and L. Lewis, “Terrestrial 

solar spectral data sets,” Solar Energy, Vols. Vol 

30,, p. p 563., 1983.  

[6]  B. A. Averill and P. Eldredge, General Chemistry: 

Principles, Patterns, and Applications, 2007.  

[7]  W. H. Walloston, “A method of examining 

refractive and dispersive powers by prismatic 

reflection,” Philosophical Transactions of the 

Royal Society, no. 92, pp. 365-380, 1802.  

[8]  L. Loeb, Electrical Coronas: Their Basic Physical 

Mechanisms, California: University of California 

Press, 1965.  

[9]  M. Goldman and R. S. Sigmond, “Corona and 

Insulation,” IEEE Transactions on Electrical 

Insulation, vol. E, no. 2, pp. 1-17, 1982.  

[10]  S. P. Maruvada, Corona Performance of High-

Voltage Transmission Lines, Baldock, 

Hertfordshire, England: Research Studies Press 

LTD, 2000.  

[11]  M. Bouchacourt, A. Bengston, A. Johann, E. 

Steers, V.-D. Hodoroaba and V. Hoffmann, 

“Glow discharge optical emission spectrometry: 

moving towards reliable thin film analysis,” 

Analytical Atomic Spectrometry, no. 6, 2003.  

[12]  F. Peek, Dielectric Phenomena in High Voltage 

Engineering, New York: McGraw-Hill Book Inc., 

1915.  

[13]  T. Czech, A. T. Sobczyk and A. Jaworek, “Optical 

emission spectroscopy of point plane corona and 

back - corona discharges in air,” The European 

Physical Journal D, vol. D, no. 65, pp. 459-474, 

2011.  

[14]  S. Chen, “Light spectra on AC Corona,” in 

International Symposium on Electrical Insulating 

Materials, Japan, 1998.  

[15]  S. Y. a. C. Shixiu, “Light Spectra on DC Corona,” 

in International Symposium on Electrical 

Insulating Materials in conjunction with 1998 

Asian International Dielectrics and Electrical 

Insulation and the 30th Symposium on Electrical 

Insulating Materials, Toyohashi,Japan, 1998.  

[16]  S. Singh, Electric Power Generation: 

Transmission and Distribution, PHI, 2003.  

 

 

 

 

 

 

 

 

 



6. APPENDIX 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Intensity 

(µw/cm
2
nm) 

 
 Wavelength(nm) 

 
Figure 6: Matlab screen of new filter design 
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Abstract: Partial discharge (PD) tests on power cables are now conducted at Very Low Frequencies 

(VLFs) as it is technically and economically convenient, yet power cables operate and fail at power 

frequency. A comparative study is conducted in accordance with IEC 60270. Surface PD parameters 

in air at VLF (0.02 Hz and 0.1 Hz) and at power frequency (50 Hz) sinusoidal test voltages are 

presented. PD measurements were performed in a fairly constant temperature and humidity 

environment. Six polyethylene disk samples were prepared with a diameter of 132 mm and 4.25 mm 

thickness for each test frequency. The sample thickness was chosen to correspond to the insulation 

thickness of 6.35/11 kV XLPE insulated power cables. PD inception voltage and PD magnitude 

increased with frequency whilst PD extinction voltage showed no peculiar trend. Repetition rate 

increased with frequency and statistical operators such as kurtosis and skew of mean pulse height and 

pulse count of PD phase resolved patterns (PDPRPs) decreased with frequency. The findings are 

explained using the known theory of surface PD mechanism. Knowledge obtained from this work is 

used to qualitatively model the behaviour of surface PD parameters with frequency. Possible practical 

implications of the findings are also outlined.  

Keywords: Surface PDs, very low frequency, power frequency, repetition rate, phase resolved 

patterns, kurtosis, skew  

 

 

1. INTRODUCTION 

 

Power cable diagnostic tests such as partial discharge 

(PD) techniques are conducted to investigate the state of 

dielectric material throughout its life [1]. Partial 

discharges occur due to enhanced localised stress at 

imperfections inside or on insulation surface [2]. In the 

past power cable diagnostic tests were performed using 

DC and after the introduction of synthetic insulation 

including polyethylene, XLPE and extruded rubber, DC 

tests proved to be destructive [3]. Testing at DC causes 

premature failure because the charge that is retained after 

the tests causes deleterious over voltages in the power 

cable on switching back to normal operation power 

frequency voltage [4,5]  

Power cables are highly capacitive and therefore the size 

and power required for testing at power frequency 

become technically and economically a challenge. The 

apparent power rating of such diagnostic test equipment 

is a function of frequency given by Equation 1. 

122 102  VCfVIS    (1) 

 

Where:  

 

S apparent power in voltamperes  

V maximum test phase-to-ground voltage in volts 

 I current in amperes 

f frequency in hertz 

C total capacitance of the cable in pF 

 

Viable alternative techniques of testing power cables 

include the damped AC [6] and very low frequency 

(VLF) test voltage techniques [5]. VLF sinusoidal test 

voltages result in small apparent power ratings and 

consequently less costly diagnostic test equipment. For 

example the amount of power required when testing at 

0.1 Hz and 0.02 Hz is 500 and 2 500 times less than that 

at 50 Hz respectively. The question and challenge 

associated with testing at VLF is whether or not surface 

PD parameters obtained at VLFs are comparable and can 

be inferred to the power frequency implications. The 

purpose of this document is to present results of a 

comparative study on surface PD parameters at VLF and 

50 Hz test voltages.  

2. BACKGROUND 

 

Defects in insulation systems adversely affect insulation 

performance, reliability and consequently reduce life span 

of electrical equipment. Cavities in solid insulation are 

the most occurring defects and are known to be more 

harmful as stated in [7]. Surface discharge and corona are 

also common in solid insulation systems and especially 

on power cable terminations.  

Surface PDs are localised discharge originating from a 

triple junction due to electric field enhancement [8]. 

Triple junction is the interface of an electrode and 

dielectric material in air. Electric field enhancement is 

aggravated by the differences in permittivity of air and 

dielectric [4]. At the triple junction with continually field 
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enhancement insulation degradation leading to insulation 

failure and then breakdown may result. Electrical tress in 

insulation systems are other forms of PDs [4]. In power 

cable installations, surface discharges are common 

problems on cable terminations and need to be correctly 

identified through techniques such as VLF PD diagnosis.  

An experimental study was conducted to investigate 

surface discharge characteristics at VLF test voltage in 

comparison with power frequency test voltage as 

presented in the rest of the paper. 

 
3. INVESTIGATION METHODOLGY  

 

The steps taken to conduct the study at the different test 

frequencies include simulation, sample preparation, 

experimental set-up, measurement and analysis. 

3.1 Simulation  

 

To predict the inception voltage, experimental sample 

model was simulated using FEMM 4.2 software package. 

Figure 3 shows the simulation results. The test sample is 

polyethylene (εr = 2.3) sheets between two brass 

electrodes. The bottom electrode is coated in epoxy (εr = 

4) to prevent surface discharges occurring at the interface 

of the bottom electrode and polyethylene sheets. Angle of 

contact and geometry of the electrode plays a critical role 

as it affects the electric field distribution [4]. It was 

assumed that the angle of contact between the top 

electrode and polyethylene surface is 90°.  

An inception voltage of 6.7 kV was obtained from the 

simulations. This was determined by gradually increasing 

the electrode voltage until air at the triple junction 

reached a breakdown stress of 3 kV/mm. 

 
 

Figure 1: Simulation results to predict the inception 

voltage 

 

3.2 Sample preparation 

 

Six samples were prepared for each test frequency. Each 

sample was made of polyethylene sheets 4.2 mm thick 

(thickness of 6.3/11 kV XLPE insulated power cables), 

with a diameter of 132 mm. The diameter was selected to 

ensure that there was sufficient surface area for 

discharges to occur. Figure 2 shows the test sample 

indicating regions where surface discharge would occur. 

Test samples were cleaned with alcohol to minimize 

surface contamination and polished with Novus Scratch 

remover to ensure the surface did not contain defects, as 

this could result in a lowered flashover voltage [4]-[5].  

 
Figure 2: Test sample setup  

 
3.3 The experimental setup 

 

 Figure 3 shows the experimental setup used for power 

frequency and VLF PD measurements in accordance with 

IEC 60270 PD detection method and guidelines in IEEE 

Std.400 and IEEE Std.400.2 for field testing and 

evaluation of insulation of shielded power cables for 50 

Hz and VLF less than 1 Hz. 

The 50 Hz test setup is fed from the mains 220 V/50 Hz 

supply through a 220 V/50 kV step up transformer whose 

output was controlled using a Variac. A 1 MΩ resistor of 

distilled water resistor was used to limit the fault current 

in case of breakdown. A voltage divider to step down the 

voltage to measurable values was used. A High Voltage 

Analyse (HVA60™) was used to supply 0.02 Hz and 0.1 

Hz sinusoidal test voltages of up to 60 kV. An isolation 

transformer was used to isolate mains noise from the VLF 

test circuit.  

 
 

Figure 3: Experimental setup 

 

Both test setups use a coupling capacitor which acts as a 



charge current source in the PD current flow and for 

filtering out the test voltage frequency from the PD 

detection box. Detection box creates a PD voltage signal 

as PD current flows. The PD voltage is processed and 

displayed on the ICM Compact™ PD device.  

3.4 PD measurements 

 

Temperature and humidity were recorded prior to taking 

measurements. It was assumed that pressure was constant 

because the experiment was conducted at the same 

altitude. Measurements were conducted in a shielded high 

voltage laboratory environment. Prior to measurements, 

calibration was conducted by injecting a known charge 

magnitude and observing its response on the ICM 

compact device. The background noise was measured and 

showed a maximum of 0.83 pC. Inception voltage of each 

sample was determined by gradually increasing the 

supply voltage until repeatable surface discharges were 

observed.  

PD phase resolved patterns (PDPRP) were recorded at 

120 % of the inception voltage for 10 minutes. The data 

was obtained using the export function of the ICM 

compact software in text format for further analysis.  

Cigre partial discharge recognition patterns (signatures) 

[10] were used to confirm that the discharges obtained 

were surface discharges which distinctively occur on the 

rise and fall edges of the sinusoidal waveform.  

4. RESULTS  

 

4.1 Inception voltage  

 

PDIV is the applied voltage at which repetitive PDs are 

first observed in the test object, when the applied voltage 

is gradually increased from a lower value at which PDs 

are not observed [11]. PDIV increased with the supply 

frequency. The increase was however non-linear and also 

varied with temperature and humidity. Figure 4 shows the 

inception voltage at 21.7°C and 31.9 % RH and Figure 5 

show the inception voltages at 22.8 °C and 59.1 % RH.  
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Figure 4: Inception voltage at 21.7°C and 31.9 % RH 
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Figure 5: Inception voltage at 22.8 °C and 59.1 % RH. 

 

Cavallini and Montanarri [12], and Hauschild [13] 

observed similar trends of increase in PDIV with the 

supply voltage frequency for spherical cavities in 

polyethylene, surface and corona discharges.  

A crude estimate factor at which VLF and 50 Hz PDIVs 

are related can be determined, as an average of the ratios 

of the averages of PDIVs 50 Hz to 0.1 Hz. For example at  

0.1 Hz and 50 Hz the calculated averages of PDIVs were 

7.1 kV and 6.9 kV, 8.1 kV and 7.7 kV respectively. The 

average of the ratios of 8.1 kV and 7.1 kV, 7.7 kV and 

6.9 kV is calculated to be 1.1. Thus PDIV at 50 Hz can be 

1.1 times that at 0.1 Hz.  

However, for cavities in epoxy as reported in [14] 

following work done by Pepper and Kalkner, PDIV at  

50 Hz is about ~0.8 times that at 0.1 Hz. 

4.2 PD magnitude  

 

The actual partial discharge magnitude on the surface 

cannot be quantified; however the detection instrument 

detects the apparent charge within the dielectric [8]. 

Maximum PD magnitude increased with supply 

frequency with positive PD magnitudes relatively bigger 

than those of the negative PD magnitudes as shown in 

Figure 8.  

 

Figure 6: Maximum discharge magnitudes 

 



Miller and Black in [15] also reported the increase of 

surface PDIV and PD magnitude with frequency in 

cavities and for surface discharges.  

 

5. PHASE RESOLVED PATTERNS (PDPRP) 

 

PDPRPs show the position of the discharges with respect 

to the angle on the sinusoidal voltage waveform. Figure 

7, Figure 8 and Figure 9 shows the results of PDPRPs at 

0.02 Hz, 0.1 Hz and 50 Hz. PDPRPs become more 

densely populated with increase in the supply frequency.  

 

The average pulse count per cycle (repetition rate) [11] at 

0.02 Hz is 4, at 0.1 Hz it is 10 and at 50 Hz it is 80. Skew, 

which measures symmetry with respect to the normal 

distribution [16] and kurtosis which measures the 

distribution sharpness were calculated and found to 

decrease with frequency. However, no literature was 

found which investigated effects of frequency on these 

statistical parameters. 

 
 

Figure 7: PDPRPs at 0.02 Hz 

 

 
 

Figure 8: PDPRPs at 0.1 Hz  

 

 
 

Figure 9: PDPRPs at 50 Hz  

6. EXTINCTION VOLTAGE  

 

Extinction voltage is the applied voltage at which 

repetitive PDs cease to occur, when the voltage applied to 

the object is gradually decreased from a higher value at 

which PD pulse quantities are observed [17]. The results 

did not show any peculiar general trend of the PDEV 

with frequency.  

Behaviour of PDEVs with frequency in the range of 100 

kHz and 3 MHz was studied in [17] for needle to plane 

configuration and no markedly trend was ascertained. 

PDEV was reported to be a reproducible quantity. This 

can be argued that the effect of frequency on PDEV is not 

fully known.  

7. ANALYSIS OF RESULTS  

 

The observed results are analysed and explained using 

known theory of surface PD mechanism. A discharge 

occurs when there is a free electron and the voltage is 

substantially high (inception electric stress) such that 

there is adequate field stress to propel a free electron to 

initiate ionisation avalanches. The probability of the 

presence of a free electron is directly proportional to time. 

Figure 10 shows the time delay in reaching theoretical 

inception voltage at VLF and 50 Hz test voltage 

frequencies. The time delay (∆t1) at 50 Hz is much 

shorter than that at VLF (∆t2), it is therefore more likely 

that a free electron is present by the time inception stress 

is reached at VLF than at 50 Hz. The overvoltage, 

defined as the difference in the actual and theoretical 

inception voltages [18], denoted as ∆V1 and ∆V2 in 

Figure 10 is directly proportional to the time delay in 

reaching the inception voltage. 

This proportionality results in a lower actual inception 

voltage and magnitude at VLF than at 50 Hz test voltage 

frequency. The repetition rate increases with frequency 

because the charging time constant of the surface 

capacitance is smaller at power frequency than that at 

VLF [5]. 

 
Figure 10: Time difference to reach inception voltage 

 

The positive half cycle magnitudes are greater than those 

at the negative half cycle for all test frequencies as shown 

in Figure 7. This is attributed to the difference in mobility 

of the positive ions and electrons, which results in charge 

retention difference at VLF and 50 Hz. Positive ions have 

a lower mobility of 2.5 cm
2
/Vsec in comparison to 



electrons with 10
2
-10

3
 cm

2
/Vsec [7]. At VLF the positive 

ions have ample time to disperse and move towards the 

cathode before the test voltage is in the negative half 

cycle, therefore the cathode fall phenomenon is less 

pronounced and negative half cycle magnitudes are 

lower. However the differences in magnitudes of the 

positive and negative half cycles at 50 Hz are due to 

cathode fall because there is pronounced surface charge 

retention (memory effect) [7]. An equation that relates 

surface discharge magnitude to background stress, main 

stress voltage, capacitance and the dimensions of the test 

sample is shown in Equation 2. 

The nature of the test voltage affects the discharge 

mechanism [9,14]. According to Bartnikas and Novak 

[18] the extent of discharge augmentation is dependent on 

the overvoltage which in turn determines the residual 

voltage (voltage after a discharge). A higher overvoltage 

will result in ~15 % residual voltage, whereas a lower 

over-voltage retains ~98 % [18]. At lower frequencies the 

electric field is determined more by surface conductivity 

whereas at higher frequencies the capacitive component 

is more dominant; however the dielectric permittivity 

does not change at the test frequencies [5, 19]. 

 
qUU

d

A
q      (2) 

Where:  

 

   q  apparent charge 

  A  cross sectional area of surface discharge 

   d  insulation thickness 

     surface permittivity 

U overvoltage 

 qU residual voltage 

Temperature and humidity alter the surface and gas 

conditions. A higher humidity results in increased surface 

conductivity and air molecules have more energy at 

higher temperature. The environmental implication is that 

an increase in humidity suppresses discharges and more 

discharges occur at higher temperature. Furthermore the 

discharge mechanism is affected by the differences in the 

work function of the insulation and that of the electrode 

[12, 18]. 

8. POSSIBLE PRACTICAL IMPLICATIONS OF THE 

FINDINGS  

 

PDIV: PDIV is attained easily at VLF. Thus during tests 

a cable can be failed at VLF yet the same cable will pass 

when tested at the normal service power frequency. 

PD magnitude: At VLF resultant PD magnitudes of 

defects are small and could be below noise level and yet 

at 50 Hz the same defects produce larger PD magnitudes.  

PDPRPs: Statistical and neural network analysis of 

PDPRPs to automatically identify types of defects is used 

as presented in [16]. The automated techniques use 

statistical and mathematical methods such as skew and 

kurtosis to analyse the distribution of the patterns. The 

difference in skew and kurtosis of the PDPRPs observed 

at the different test frequency imply finger print variation 

with frequency. 

The findings from this study also substantiate the fact that 

environmental conditions affect PDs, which can be argue 

that when conducting PD tests these effects should be 

considered as they have shown to be influential. 

Repetition rate increases with frequency, this implies the 

VLF tests may require more time to accurately describe 

the PD pattern is highlighted in [12]. 

 

9. CONCLUSION  

 

Surface PD parameters were measured using IEC 60270 

method at VLF and 50 Hz test voltages. PDIV increased 

with frequency, and at 50 Hz PDIV is estimated to be 

about 1.1 times that at 0.1 Hz. PD magnitude and 

repetition rate increased with frequency whilst PDEV 

showed non-peculiar trends. Skew and kurtosis for both 

positive and negative cycles decreased with frequency. 

The surface PDs parameters at 0.02 Hz and 0.1 Hz from 

this study are not comparable to those at 50 Hz. Possible 

practical implications of the findings are drawn from 

which it can be argued that PD tests at VLFs provide a 

conservative approach and safer operation margins for the 

tested equipment but at the expense of other factors like 

costs in the event of failed equipment. 
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Abstract: In this paper a comparative study of cavity defect partial discharge parameters is performed 

at very low frequency (VLF) and power frequency test voltages. The parameters investigated are the 

Partial Discharge Inception Voltage (PDIV), Partial Discharge Extinction Voltage (PDEV), Partial 

Discharge Phase Resolved Patterns (PDPRP) and Partial Discharge charge magnitude. The study is 

conducted on polyethylene insulation discs and on nine 11 kV XLPE cables at 0.02 Hz, 0.1 Hz and 50 

Hz test frequencies. A cavity of 1 mm diameter and 2 mm depth was introduced in all test samples. It 

was found that all the four PD parameters are affected by the test frequency and they all increase as 

the frequency increases. A mathematical model for PDIV was developed together with a pixel 

analysing software for analysing PDPRPs and PD charge magnitude. Pedersen’s PD magnitude model 

proved to work only for 50 Hz and not VLF. 
 

Key words: PDIV, PDEV, PDPRP, PD charge magnitude, Power frequency, VLF. 
 

 

1. INTRODUCTION 

 

Most defects in power cable insulation and especially 

accessories such as terminations and joints are diagnosed 

using partial discharge (PD) techniques. Air filled 

cavities in the insulation are among the common defects 

found in cable accessories due to ageing or installation 

flaws. PD activities occur in the gas trapped voids within 

the insulation and in insulation interfaces which with 

time, further erodes the cavity walls due to 

physiochemical processes and eventually completely 

bridge the cable insulation causing short circuits [1,2]. 

 

Diagnostic tests are performed on solid insulation cables 

to verify their manufacturing quality and determine 

whether they are suitable for installation and operation in 

the power grid according to the published cable standards 

SANS62067 and SANS60287. Most diagnostic tests are 

performed after transportation and installation. One of the 

diagnostic tests performed on cables on site is the Very 

Low Frequency (VLF) test. VLF tests are performed at 

frequencies within the range of 0.01 Hz and 0.1 Hz [3]. 

These frequencies are significantly lower than 50 Hz, 

hence VLF tests might not reflect the true conditions of 

the cable since the cable operates and fails at 50 Hz. This 

paper presents results of a comparative study of cavity 

defects PD characteristics at VLF and at power 

frequency. 

2. BACKGROUND 

 

VLF tests are performed on power cables because of the 

high capacitance of the cable given its installed length 

which increases the current required to energize it at the 

required voltage according to equation (1) below. 
 

𝐼 = 2𝜋𝑓𝐶𝑉                        (1) 
 

From equation (1), for a given cable capacitance (C), in 

order to reduce the current (I) required to energize the 

cable, either the frequency (f) or the voltage (V) of the 

supply source need to be reduced. Since the voltage is a 

set parameter in cable testing, the frequency is the 

parameter that is reduced to as low a value as possible 

which in this case is 0.01 Hz and 0.1 Hz. Reducing the 

frequency to this level allows for long lengths of cables to 

be tested on-site with relatively small testing equipment 

which reduces the cost and effort of cable testing. The 

problem with VLF testing is that partial discharge 

behaviour might be different than at the operating 

frequency hence this study aims at determining the 

relationship between the PD parameters at different test 

frequencies. 

The PD parameters that are investigated in this paper are 

the Partial Discharge Inception Voltage (PDIV), Partial 

Discharge Extinction Voltage (PDEV), Partial Discharge 

Apparent Charge Magnitude and Partial Discharge Phase 

Resolved Patterns (PDPRP).  

2.1. Partial Discharge Inception Voltage 

 

Studies conducted by Miller and Black [4], show that the 

inception voltage remains constant as the frequency is 

varied from 0.1 Hz to 50 Hz and the PDIV parameter is 

also not affected by the source frequency [4]. Forssen and 

Edin [5], also found out that the inception voltage at VLF 

is relatively constant and only increases when increasing 

the frequency to 100 Hz due to the statistical time lag and 

the fast rate of change of the applied voltage [5]. The 

influence of frequency on this PDIV parameter is 

investigated in this paper to check on the existing 

knowledge. 

2.2. Partial Discharge Extinction Voltage 

After the PD activity initiates and the PDIV is recorded, 

the voltage at which the PD activity stops occurring as 

the applied voltage is reduced is termed the PDEV. The 
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PDEV just like the PDIV, depends on the electric field 

strength in the trapped insulation cavity and hence 

depends on factors such as cavity size, gas type and 

pressure in the insulation cavity [6]. Once the electric 

field is no longer strong enough for the PD activity to 

take place the extinction voltage is reached. With the 

cavity size, gas type and gas pressure in the cavity kept 

constant and hence constant electric field according to 

Paschen [6], the effect of the applied source frequency on 

the PDEV parameter can be investigated. 

2.3. Partial Discharge Apparent Charge Magnitude 

 

A study conducted by Cavallini and Montanari showed 

that PD apparent charge magnitude measured at high test 

frequencies will be less than that measured at low test 

frequencies [7]. Another study conducted by Miller and 

Black [4] showed that the PD apparent charge magnitude 

only depend on the cavity size at constant temperature 

and humidity and the change in frequency does not affect 

the PD charge magnitude [4]. There are therefore 

inconsistencies in the literature on the influence of the 

test voltage frequency on PD magnitude. 

2.4. Partial Discharge Phase Resolved Patterns 

Forssen and Edin [5] found out that PDPRPs get more 

irregular as the frequency increases and the discharges 

per cycle decrease as the frequency increases due to the 

increase in the cycles per second resulting in the inability 

to reach the required statistical time lag in the rising edge 

of the applied voltage waveform [5]. It was also found 

that PDPRPs shift both in time and phase at higher 

frequencies proving that they depend on the frequency of 

the applied test voltage [5]. This effect of the applied test 

frequency on the PDPRP parameter is also investigated 

further in this report. 

 

3. INVESTIGATION METHODOLOGY 

 

The investigation of the four PD parameters discussed 

previously is carried out in solid polyethylene insulation 

sheets and also in actual 11 kV XLPE power cables. The 

source test frequencies used to perform this study are 

0.02 Hz, 0.1 Hz and 50 Hz. All the factors that influence 

PD parameters such as the cavity dimensions and the gas 

type in the cavity are kept constant with an assumption 

that the pressure of the gas in the cavity also remains 

constant at 1 bar. The influence of the applied test voltage 

frequency on PD parameters is then investigated. 
 

3.1. Experimental setup 
 

The experimental test circuit was constructed according 

to the IEC 60270 PD test setup shown in Figure 1. Two 

voltage sources were required, one to supply voltage at 

power frequency and the other to supply at VLF at 

different times during testing. 
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Figure 1: IEC 60270 PD test setup with all required apparatus. 
 

For safety reasons a current limiting resistor was 

connected in series with the whole setup to limit the 

amount of current that would flow during an occurrence 

of a fault in the setup.  

3.2. The test samples 

Since the cavity wall conductivity changes and becomes 

more conductive as PD activity occurs, to get consistent 

results each test sample was only used once [4].  

 

Each test sample comprised of a 4 mm stack of 

polyethylene discs. A disc shaped cavity of 1 mm 

diameter and 2 mm depth was punched in some 

polyethylene discs that would be sandwiched at either 

position A, B or C as shown in Figure 1. For the coaxial 

electrode setup, samples of 11 kV XLPE cables were 

used. Each sample was about 50 cm long and terminated 

on both ends to avoid discharges and flashover. A cavity 

would then be deliberately created by drilling a hole, 1 

mm diameter x 2mm deep into the insulation from the 

interface with the outer semiconducting layer. 

 

Figure 2 shows the void placement position for the 

parallel plate configuration. 

 
 

 

 

 

 

       

                                                            
 

 
Figure 2: Parallel plate setup with different void position. 

For defect A, a minimum of three samples per frequency 

were created and the same for defect B and C, this 

resulted in a minimum of 27 samples required in total. 

The setup was immersed in oil to avoid any surface 

discharges during testing.                    
 

The void dimensions were selected for easier construction 

using polyethylene sheets, and also easier drilling into the 
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cable insulation. The inception voltage would be above 

the rated voltage of a single phase 6.9/11 kV MV power 

cable and the charge magnitude would be above the noise 

level [8].  
 

3.3. Test Methodology 
 

The test procedure comprised of a sequence of activities 

as follows; 

 The voltage is increased slowly while checking for 

any PD activity, if PDs occur the voltage is recorded 

as an PDIV.  

 The voltage is raised to 10 kVrms ( ≈ 1.55 𝑈0) for a 

minimum of 40 cycles to obtain a PDPRP. The PD 

charge magnitude is also taken at this point.   

 After the PDPRP is obtained the voltage is decreased 

slowly until the PD activity stops and that voltage is 

recorded as the PDEV. 

 The voltage is taken to 0 V and the test setup made 

safe and then the test sample replaced with another 

sample. 

4. RESULTS 

 

The expected results from the theoretical models as well 

as the actual obtained results from the investigation are 

presented for all four PD parameters that were 

investigated in the following subsections. 

 

4.1. Partial discharge inception voltage 

 

A gas filled cavity within an insulation results in an 

electric field enhancement within the cavity and once the 

electric field exceeds the breakdown strength of air, 

electronic ionisation avalanches are initiated in the cavity 

that leads to cavity breakdown [9, 10]. A free electron has 

to be available within the cavity to initiate the ionisation 

avalanche once the inception electric field has been 

reached [10]. The availability of a free electron 

introduces a statistical time lag parameter which can 

cause a delay in the inception of PDs. PDIV also depends 

on the size of the cavity, the gas trapped in the cavity and 

its pressure according to the Paschen curve [6]. 

 

Expected inception voltage results: Assuming the gas 

trapped in the cavity within the insulation is air at 20˚C at 

a pressure of 1 bar (101×10
3
Pa) the Paschen curve can be 

used to determine the inception voltage of a 1 mm 

diameter cavity using equation (2) of the parallel 

electrode set up [9]. The inception voltage was then 

determined as 11 kV for a 1 mm void.  

 

𝑉𝑖𝑛𝑐 =  
𝜀2

𝜀1

𝑑1𝐸2 +  𝑑2𝐸2                         (2) 

 

Where:  𝑉𝑖𝑛𝑐 = PD inception voltage 

               𝜀2   = permittivity of the gas trapped in the void 

               𝜀1   = permittivity of insulation, (2.3). 

               𝑑1  = thickness of the insulation 

               𝑑2  = thickness of the void 

  𝐸2 = Electric field in the void 

For the coaxial electrode setup, Equation 3 is used and 

this gave an inception voltage (𝑉𝑖𝑛𝑐) of 6.75 kV for XLPE 

cables used in this work [ ]. 

𝑉𝑖(𝑟𝑚𝑠) = 24.2𝑝 (𝑟𝑙𝑛 (
𝑅0

𝑅𝑖
)) . (

2𝜀𝑟+1

3𝜀𝑟
) . (

8.6

√(𝑎+𝑏)𝑝
+ 1) .

1

√2
   (3) 

  Where: 𝑟   = is the radial position of the cavity 

 𝑅0 𝑎𝑛𝑑 𝑅𝑖 = are the outer and inner radius of 

the cable insulation 

               𝜀𝑟   = relative permittivity of XLPE 

  𝑎   = radius of cavity 

  𝑏   = depth of cavity 

  𝐵  = constant, 8.6. 

   𝑝  = pressure in cavity (101×10
3
Pa) 

Experimental inception voltage results: The PDIV results 

obtained are presented in Figure 4 wherein it is evident 

that the PDIV increases as the frequency of the applied 

voltage increases. For the cable sample however, the 

PDIV at 0.1 Hz and at power frequency are in the same 

order of magnitude. The increasing trend of the PDIV 

with an increase in the applied test frequency can be 

generalised using Equation 4 for all cavity positions of 

the test samples. It is a straight line when plotted on a 

logarithmic scale. 

 

𝑉𝑖𝑛𝑐 = 0.5 × ln(𝑓) + 7.51                 (4) 

 
Figure 4: PDIV for all void positions and test frequencies 

 

4.2.  Partial discharge extinction voltage 

 

The experimental results obtained for the PDEV 

parameter at different applied test frequencies for a 

middle cavity are presented in Table 1. It can be seen that 

the PDEV increases as the frequency increases but not as 

prominent as the PDIV. 
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Table 1: Average PDEV results for middle cavity 

Frequency 0.02 Hz 0.1 Hz 50 Hz 

Avg. PDEV 4.61 kV 7.63 kV 7.8 kV 
 

4.3.  Partial Discharge phase resolved patterns 

The PDPRP is a pattern that is formed when the 

measured PD apparent charge magnitude is plotted 

against the phase of the applied test voltage resulting in a 

charge magnitude distribution as a function of phase. The 

PDPRP are also affected by all the factors that affect the 

PDIV since PD activity has to take place before the 

apparent charge magnitude can be plotted against the 

phase of the applied voltage. The PDPRP also depend on 

the length of time that the test object has been exposed to 

the test voltage as it is influenced by the ageing of the 

cavity in the insulation as PD activities occur and also 

due to the residual electric field and space charges in the 

cavity [10]. 

Expected PDPRP results: It was discovered that the 

phase position as well as the PD charge magnitude 

depend on the material type forming the boundaries of the 

cavity [10]. Bartnikas and Novak also reported that PD 

activities in insulation cavities are cathode emission-

sustained discharges [12]. This means that the PDPRP on 

every half cycle of the applied voltage can be used to 

determine the cavity position within the insulation 

depending on which voltage half cycle contain more 

discharges at a higher magnitude. Hence for a cavity 

located where the insulation functions as the cathode (top 

cavity), in the positive half cycle, it is expected that more 

PD activities will take place on the positive half cycle at a 

higher magnitude than on the negative half cycle of the 

applied voltage. For a cavity located in the middle of the 

insulation, the PD activity is expected to be equal on each 

voltage half cycle and for a cavity near the bounded by 

the grounded electrode (bottom cavity) the negative half 

cycle is expected to have more PD activity at a higher 

magnitude than the positive half cycle. 

Experimental PDPRP results: Figure 5, 6 and 7 are 

typical PDPRP results obtained on test samples with a 

cavity located on the top (bounded by HV electrode and 

insulation) at varying frequencies. 

 
 

Figure 5: PDPRP for top cavity at 50 Hz test frequency. 
 

 
 

Figure 6: PDPRP for top cavity at 0.1 Hz test frequency. 

 
 

 
 

Figure 7: PDPRP for top cavity at 0.02 Hz test frequency. 

As evident in the figures, cavities bounded by the HV 

electrode on one side and insulation on the other give PD 

signals such that the positive half cycle of the applied 

voltage has more PD activities at higher PD charge 

magnitude than the negative half cycle. This is as 

expected according Bartnikas and Novak [12]. The other 

observation is that as the frequency decreases, the PD 

activity shift from the zero crossing to near the peak of 

the applied voltage. It can therefore be concluded that 

PDPRP also depend on the applied frequency. 

4.4. Partial Discharge apparent charge magnitude 

The PD apparent charge magnitude is the magnitude 

measured through the detection impedance and displayed 

on the PD instrument in pico Coulombs (pC) when a PD 

activity occurs in the test object [10, 11]. For a PD 

apparent charge magnitude to be measured a PD activity 

must take place in the test object, hence it depends on the 

same factors that affect PDIV. 

Expected PD apparent charge magnitude: The PD 

apparent charge magnitude expected was calculated using 

Pedersen’s quantitative model given by equation (5) [9]. 

The PD apparent charge magnitude that was determined 

at an inception voltage of 11.35 kV was 65 pC. 

 

𝑞 = 𝐾𝑉𝜀(𝐸𝑖 − 𝐸𝑙)∆𝜆                 (5) 

 

Where: V = cavity volume. 

             𝜀 = insulation permittivity. 

            𝐸𝑖 = cavity minimum breakdown field. 

            𝐸𝑙  = field in the cavity after a PD activity. 

            ∆𝜆 = 1/(insulation thickness). 

             𝐾 = factor that is a function of cavity dimensions. 

Experimental results for PD charge magnitude: After 

using the pixel analysing software that was implemented 



to determine the PD charge magnitude from the PDPRP 

picture, the average charge magnitude for all void types 

at all test frequencies are plotted in Figure 8 and 9. 

Figure 8: Average charge magnitude for Top Void and Bottom 

void samples for all frequencies. 
 

 
Figure 9: Average charge magnitude for Middle void and Cable 

void samples for all frequencies. 
 

From Figure 8 it can be observed that the average charge 

magnitude for top void is greater than that of the bottom 

void at all frequencies and that the charge magnitude 

decreases with frequency. Figure 9 also shows that the 

charge magnitude in a cable with a void also decreases 

with frequency. This indicates that the PD charge 

magnitude depends on the test frequency. It is however 

notable that as with PDIV, the apparent charge magnitude 

for defects in the power cable samples are effectively the 

same at 0.1 Hz and 50 Hz. At 0.2 Hz however the 

magnitudes are much lower for all cases. 

5. ANALYSIS AND DISCUSSION OF THE 

RESULTS 

 

The PDIV increases with the increase in the source 

frequency as observed in the presented results and 

represented with the trend as given in Equation (4) also 

shows that PDIV is a function of frequency. The 

theoretical model which uses parallel plates and the 

Paschen curve is only applicable for modelling PDIV at 

50 Hz and it does not apply to 0.02 Hz and 0.1 Hz 

together with Pedersen’s quantitative model. Hence it is 

recommended that these two models be revised to include 

a frequency factor. The findings by Forssen and Edin [5] 

prove to be more accurate than that of Miller and Black 

[4]. The reason for the increase in PDIV as frequency 

increases is due to the fact that the rising slope of a 50 Hz 

waveform is greater than that of 0.1 Hz and 0.02 Hz 

waveform, hence with an assumed constant statistical 

time lag, the discharge gap overvoltage at the moment of 

PD initiation in a 50 Hz waveform is greater than that of 

0.1 Hz and 0.02 Hz resulting in a higher PDIV [12]. The 

other reason could be that at higher frequencies the fast 

rate of change of the applied voltage results in cycles 

with no PD activity hence increasing the PDIV [5]. 

The PDEV also increases with an increase in frequency 

since the PDIV also increases with frequency. The reason 

is that to sustain PD activity at higher frequencies 

requires higher voltage than at VLF hence resulting in 

higher PDEV at higher frequencies. 

The PDPRP show a shift from the zero crossing toward 

the peak of the applied voltage phase as the frequency 

increases, this shows that the PDPRP depend on the 

applied test frequency as also reported by Forssen and 

Edin [5]. The shift in time and phase as the frequency 

increases is from the peak to the zero crossing of the 

voltage waveform.  The reason why PD pulses occur on 

the rising and falling edges, and even around the zero 

crossings of the sinusoidal supply voltage, is because of 

the influence of the residual charge in the discharge area. 

At lower frequencies, the time interval between discharge 

pulses is much longer than at 50 Hz. The amount of 

residual charge is therefore less and the phase positions of 

the PD pulses consequently shift towards the crests as 

observed. 

The PD apparent charge magnitude increases with an 

increase in frequency as can be observed in Figure 8 and 

9. The discharge magnitude at 50 Hz is greater than that 

at 0.1 Hz and 0.02 Hz. This is due to the increased 

inception voltage at higher frequency than at VLF. This 

shows that the findings by Cavallini and Montanari [7] is 

inaccurate. Pedersen’s quantitative model for apparent 

charge magnitude also needs to be remodelled to take the 

frequency factor into account. 

6. PRACTICAL IMPLICATIONS OF THE RESULTS 

 

The PDIV of a cable have to be greater than its 

operational phase voltage together with its PDEV for a 

cable to be considered healthy and fit for use. VLF testing 

gives a lower PDIV which in some cases is lower than the 

operational phase voltage of the cable which will suggest 

that the cable is poor and aged and hence will fail if put 

into use while when the cable operate at 50 Hz the PDIV 

and PDEV is within the acceptable range to prove the 

cable is still healthy. It is recommended that more tests 

like the resonance test be conducted together with VLF 

tests before making a conclusion on the condition of the 

cable. 

The PDPRP results obtained at VLF resembles more of 

corona discharges than PD activities since they occur on 

the peak of the applied waveform. This could mislead the 

analysis of the type of defect in the cable during 

diagnosis which could be a different defect when tested 

or operating at 50 Hz. Hence for defect type diagnosis, 
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the VLF testing has to be supplemented with another test 

to confirm the type of defect present in the cable system.  

7. CONCLUSION 

 

The investigation of PD parameters at VLF and power 

frequency was successfully conducted. It was found that 

PDIV generally increases with frequency and this 

relationship was model using a mathematical equation 

with a frequency factor. It also implies that Pederson’s 

model apply only to results of 50 Hz and not VLF. The 

PDEV also depends on the change in frequency since it is 

relative to the PDIV. The PDPRPs shift in phase when 

the frequency increases indicating frequency dependence 

as well. PD apparent charge magnitude decreases as the 

frequency decreases due to the high PDIV at higher 

frequencies than at VLF. These findings prove that the 

four PD parameters are affected by the testing frequency 

hence VLF testing should be supplemented by an 

alternative test before diagnosing a power cable on-site.  
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Abstract: Unexplained flashovers associated with modern HVDC systems with reported 

occurrences of around ten per annum on one specific system remains a challenging problem 

to solve. Understanding the cause of anomalous flashovers will greatly assist in specifying 

design criteria supporting the improved performance of HVDC systems. A motivation 

particularly relevant to planned HVDC network expansion in South Africa. The following 

aspects are treated from an environmental perspective in an attempt to formulate a new 

hypothesis to explain anomalous flashovers in HVDC systems: the presence and 

contribution from an “Electrode Effect”; change in “Effective Permittivity”; the 

development of a “Maxwell Capacitor” and the formation of a “Double Layer”. Details are 

presented for each aspect in terms of its possible role and possible contribution to electric 

field enhancement acting as precursor to the breakdown of air. 
 

Key words: anomalous flashover, HVDC, hypothesis, electrode effect, effective permittivity, double 

layer, Maxwell capacitor. 

 

 

 

1. INTRODUCTION 

 

The root cause of anomalous (unexplained) flashovers 

associated with modern HVDC systems remains a 

challenging problem to solve [1, 2, 3]. Since inception of 

Bipole I at full voltage, Manitoba Hydro has experienced 

numerous anomalous flashovers of the Nelson River 

HVDC transmission system. The cause of these 

flashovers is not understood and typical causes, such as, 

lightning and pollution have been ruled out [1, 2]. The 

problem translates into approximately ten unexplained 

events per year [2] with these events scattered over the 

northern 320 km section of the line [2]. Earlier attempts 

to identify the cause of the anomalous flashovers 

addressed the following [1]: 

 

 Insulator pollution: Equivalent Salt Density Deposit 

(ESDD) tests yielded only light pollution levels; 

Large quantities of spruce pollen, found in the 

northern region, showed little impact as a possible 

contaminant. 

 Birds (both streamers and nesting) did not correlate 

with any of the fault locations. 

 Monthly and daily thunderstorm activity closely 

followed the pattern of anomalous flashovers but 

available evidence and engineering opinion favoured 

a mechanism involving common conditions rather 

than direct lightning strikes to the line. 

 Space charge generated by relatively high electric 

fields near the guy wires of the towers was also 

considered. 

 Detailed analysis of the locations where flashover 

occurred showed that all but three flashovers occurred 

far away from the towers and most occurred at 

relatively low points on the conductor catenary. 

 Veld fires were also considered. 

 Electric field enhancement by plants was considered 

as a possible contributor. 

 The contribution by thunderclouds / storms to the 

change in electric field in the vicinity of the line was 

considered. 

 Swarms of insects were also considered. 

 

None of the above provided clear and conclusive answers 

that could explain the anomalous flashovers [1, 2]. 

 

In South Africa, the Cahora Bassa – Apollo HVDC lines, 

two monopolar lines designed to operate at ±533kV and 

forming the 1 440 km long system link between South 

Africa and Mozambique, is currently the only HVDC 

system in South Africa [4]. Future network expansion 

may involve an extended HVDC network that will allow 

for the transport and injection of 2 500 MW power 

packages at selected sites in South Africa. A possible 

network to evacuate power from the north of the country 

is illustrated in Figure 1 [5]. The effective (fault free) 

operation of this network will be important to the reliable 

transmission of electric power in the country. The 

motivation to study anomalous flashovers and to better 

understand their cause/s and mechanism/s is therefore 

driven from a perspective of reliable energy transmission. 



              
 
Figure 1: Possible future HVDC network in South Africa. 

 

In this paper, a summary of observations from anomalous 

flashovers are presented. Specific consideration is then 

parted to conditions that may be set up, as a result of an 

existing or changing environment of the HVDC line or 

components of the HVDC system, that may act as 

electrical precursors to the insulation breakdown process. 

From these, a new hypothesis is developed in support of 

an explanation of the cause of anomalous flashovers and 

for further study.  

 

2. APPROACH 

 

The ultimate objective in studying anomalous flashovers 

is to better understand the phenomena and the 

mechanisms involved to allow for the setting of design 

criteria that can be used by the HVDC line designer to 

design a system reliable in the transfer of electric power. 

In working towards this objective, the approach followed 

was one that: 

 

 Allowed a literature search from targeted literature 

associated with specific aspects noted or mentioned in 

reportings of observations associated with the 

anomalous flash-overs.  The literature referenced in 

this paper is not exhaustive but is sufficient to support 

the technical arguments presented in this paper. More 

comprehensive literature surveys will form part of 

further studies. The literature targeted also came from 

study areas other than electrical engineering, such as, 

atmospheric physics, for example. These were 

explored for relevant knowledge already gained in 

those study areas (See list of References at the end of 

this paper).  

 

 Differs from the conventional approach that addresses 

poor performance of a power line. The conventional 

approach may address, for example, pollution as a 

possible contributor to poor insulator performance. In 

this case, specific considerations were parted to 

aspects not usually addressed in evaluations of power 

line performance, such as, the four aspects discussed 

below. 

 

 Did not address electric performance from a 

perspective of dry or wet conditions but rather to look 

at a condition in-between wet and dry, namely, a 

condition of high humidity, for example. 

 

Specific aspects considered and covered in this paper 

include: 

 

 Presence and contribution from an “Electrode Effect”; 

 Change in “Effective Permittivity”; 

 Development of a “Maxwell Capacitor”; 

 Contribution from and formation of a “Double 

Layer”. 

 

These are covered in more detail in the sections to follow 

and are contrasted in terms of their possible contribution 

to electric field enhancement as precursor to insulation 

breakdown.  

 

3. OBSERVATIONS FROM ANOMALOUS 

PHENOMENA 

 

3.1   Cahora Bassa - Apollo System 

 

Cahorra Bassa - Apollo Line: Unexplained and increased 

corona activity on the HVDC line is covered in this 

section. During radio interference measurements 

conducted in the vicinity of the line (2012), particularly 

following a night of heavy rain, corona activity was 

strong in presence on the conductors of both Pole 1 and 

Pole 2. This was in effect contrary to the known and 

expected phenomenon of reduced corona activity during 

wet conditions on HVDC lines that results from the 

presence of space charge and that suppresses the corona 

activity during wet conditions [4, 6, 7].  

 

The following postulate was formulated in an attempt to 

explain the observed phenomenon mentioned above [4]: 

The rain does not completely wash and clean the pole 

conductor from contaminants (small pieces of vegetation, 

insects, residue from wild fires and pollen) 

electrostatically attracted to the conductor but rather 

causes their rehydration. The rehydration of the surface 

contaminants, on the surface of the conductor, causes an 

increase in their conductivity and in turn increases the 

roughness of the conductor (lowers the roughness factor). 

With an increase in the conductor roughness, the corona 

inception level of the conductor is reduced [4]. 

 

The postulate was reflected against the following: 

“Humidity may affect the level of corona activity.  

Leading to higher levels during high humidity” [7, p262]. 

The authors of the EPRI report [7] believed that this may 

be due to debris on the conductor that becomes 

rehydrated by the high humidity resulting in increased 

corona activity. Further, “Humidity may affect some of 

the ionisation parameters, such as , electron attachment 

but there is no clear evidence that relative humidity, in 

the absence of condensation on the conductor surface, 



has any measurable influence on the corona onset 

gradient” [6, p 70]. This is a point of further study [4].  

 

The observations made during the measurement period 

strongly suggest that in dry conditions, the pole 

conductor performs below, but very close to the corona 

inception level. Under wet conditions (rain or high 

humidity) the electric field gradient on the pole conductor 

is then easily shifted to above inception because of an 

increase in conductor roughness, as explained above [4]. 

Gradient calculations and the corona observations made 

during the measurements (2011 and 2012 - little to no 

corona on the pole conductors of both poles during dry 

conditions and excessive corona during wet conditions on 

both poles), suggest that dry conditions is more 

representative of a roughness factor of 0,7 and wet 

conditions representative of a roughness factor of 0,6 or 

lower for the pole conductors and corona performance 

along the line in general [4]. 

 

Cahorra Bassa - Apollo Repeater Station Spark Gap: 

Unexplained flashover of the spark gap at the power line 

carrier repeater station of the HVDC line is covered in 

this section: The security guard at the repeater station 

reported frequent and loud bangs originating from the 

spark gap. These were taken as evidence of flashovers of 

the 2,5 m gap. Misty and fog conditions were likely to 

have been present during the flashovers, as verbally 

reported. 

 

Figure 2 (a) illustrates the 2,5 m spark gap on the pole 

conductor at the Pietersburg Repeater Station fitted to 

protect the power line carrier (PLC) equipment.  

 

      
       (a)                 (b)                                (c) 

 

Figure 2: Spark gap on the pole conductor with corona 

present: (a) Spark gap with coupling capacitor and line 

trap; (b) Pole 1 (+503 kV); (c) Pole 2 (-370 kV) [4].  

 
Figures 2 (b) and (c) show the presence of corona on the 

hardware of the spark gaps as captured during earlier 

measurements [4]. Distinct corona modes could be 

distinguished from the audible noise created by the 

corona. These mode changes are likely to be dictated by 

the presence of space charge [4]. 

 
 Observed Arching on the Cahorra Bassa - Apollo Line: 

Unexplained arching was observed on the conductors and 

moved down the line, as verbally reported to the author 

by an observer residing close to the line. The arcing was 

only observed during the presence of fog covering the 

line. 

 

3.2   Manitoba Hydro HVDC Scheme 

 

Line Details: Figure 3 illustrates the pole configuration of 

the 2 x bipoles with details of the Manitoba Hydro 

HVDC line presented in Table 1 [1]. 

 

 
                  Bipole 1                                Bipole 2 

  

Figure 3: Pole configuration of the 2 x bipoles of 

Manitoba Hydro [1].  

 

Table 1: Details of the Manitoba Hydro HVDC line [1]: 

 

Scheme 2 x bipole lines 

Connecting Points Nelson River to Dorsey Station 

(Winnipeg) 

Distance  890 km 

Right of Way Share common ROW 

Line Spacing 65 m (South); 76 m (North) 

(Northern section carrier higher 

towers and longer spans). 

Tower Type Guyed, single mast, suspension 

type tower 

Conductor 

Attachment 

31 m to 37 m 

Span Length 427 m to 488 m 

Pole Spacing 13,4 m (based on corona losses) 

Conductor 2 x ASCR 4,06 cm diameter, 72/7 

strand, 934 mm
2
  

Sub-Cond Spacing 45,7 mm 

Max Conductor 

Temp 

Emergency loading of 3600 A at 

40
o
C 

Shield Wire Single 

Shielding Angle  35
o
 

Shield Wire Height 9,94 m above pole conductors 

Tower Head 

Clearance 

3,5 m with 13,4 m pole spacing 

(not limiting even for max 

switching surge overvoltage in 

excess of 1,7 pu) 

Wet CFO 1 240 kV (3 sigma withstand [5% 

standard deviation]) = 1 050 kV  

Suspension 

Insulator Strings: 

21 units (17,15 cm x 32 cm) 50,8 

cm creepage distance 

Total String Length 3,6 m 

Total Creepage 

Length 

10,7 m 

Specific Creep 2,13 cm/kV at 500 kV DC (tested 

with cement contamination in fog 

chamber) 

 



Line Operation: The line is operated in a cross-over mode 

with each tower carrying one 450 kV and one 500 kV 

pole. Negative poles occupy the outer positions. During 

the summer of 1988, poles on the west line were reversed 

with Pole 3 operating at - 250 kV. Only 1 anomalous 

flashover occurred with this configuration. 

 

Soil and Rock: The northern 350 km section comprises of 

Precambrian Shield (characterised by granitic bedrock, 

glacio-lucastrine, thin glacial drift type soils, numerous 

lakes, extensive muskeg and peat deposits) forming part 

of the Discontinuous Permafrost Zone. The southern 540 

km section comprises of predominantly flat terrain, thin 

glacial drift soils overlaying dolomitic limestone bedrock   

 

Weather: Observations indicate that local weather 

conditions in the northern region can change rapidly and 

unpredictably during summer. Weather played a role in 

anomalous flashovers as they only occurred in summer, 

usually mid-afternoon on warm, sunny and calm days. 

The humidity when anomalous flashovers occur was 

typically low, but the anomalous flashovers often 

occurred after rain. The rain would provide a source of 

humidity through evaporation from the ground or 

swamps rising up towards the pole conductors [30]. 

 

Characteristics of Anomalous Flashovers on the Line: 

More details related to the characteristics of the 

unexplained flashovers on the HVDC line is covered in 

this section. 

 

Table 2: Characteristics of the Anomalous Flashovers [1]: 

 

First appeared In 1970’s; Both lines operated 

± 450 kV;   

Bipole II at ± 500 kV  In 1986  

Favoured - Negative Poles;  

- Seasonally, May to Sept;  

- Daily, noon to 16h00;  

- High ambient temperatures; 

1986 and 1987 - 26 anomalous flashovers 

- Northern section of line 

- Several high resistance faults 

(not recorded as anomalous) 

 

Observed Arching on the Line: Line inspectors reported 

what they described as “rolling fire” moving from one 

structure (from the source side) to another structure 

(towards the load) on both Pole 1 (-ve) and pole 4 (+ve) 

spanning about two spans [1]. The arcing appeared to 

“zig - zag” between the sub-conductors and was 

accompanied by a “roaring” sound. The arcing also 

appeared to discharge approximately every second about 

4 units up the insulator string on one of the structures. 

 

There appears to be some agreement between reports on 

arcing on the conductors if compared to that noted from 

the Cahorra Bassa - Apollo case. Any connection 

between the arching and the anomalous flashovers are 

unknown at this stage [1]. 

Figure 4 shows a frame of a video recording of a 

flashover captured on the Manitoba Hydro HVDC line in 

1999 [2]. 

 

 
 

Figure 4: HVDC flashover captured on video [2]. 

 

4.  FIELD ENHANCEMENT THROUGH 

SPECIFIC ENVIRONMENTAL PHENOMOMENA 

 

4.1   Breakdown Process 

 

Before embarking on specific environmental phenomena 

that may contribute to the enhancement of the electric 

field on hardware or the conductors, it is thought good to 

briefly review the classical mechanism of breakdown of 

large gapped air insulation comprising of streamer 

inception, streamer propagation, streamer-leader 

transition and leader propagation as covered in [8].  

 

Streamer Inception: Following the appearance of an 

initial electron in a critical high electric field volume, an 

electron avalanche starts to develop. With a sufficient 

number of electrons (Nc) generated due to impact 

ionisation, a self-propagating streamer head develops. 

The (streamer) inception criterion is given by [8] 

 

                                          (1) 

 

where ˛αeff is the electric field dependent effective 

ionisation coefficient that includes ionization, electron 

attachment and detachment. The electric field E = | E | 

and the integration path integral-γ starting at the point of 

maximum field, follows the field line as long as αeff.(E) > 

0 and ends where the critical field value, EBD given by αeff 

(EBD) = 0 is reached (See Figure 5) [8]. 

 

Typical values are: EBD ≈ 2,5 kV/mm [8]. The inception 

voltage USI is based on the Laplacian background field, 

implicitly determined by the inception criterion. High 

voltage equipment usually contain additional solid 

insulation and the highest field values may occur away 

from electrodes, leading to “electrodeless inception” [8]. 

The underlying physics in this case differs from inception 

that occurs at an electrode. In particular, initiation is 



assumed to be related to electron detachment, which 

occurs in normal bulk air at about 3,5 – 4 kV/mm [8]. 

Detachment from shallow surface traps at solid dielectric 

surfaces may happen at lower fields. The inception 

criterion to be applied in this case is not fully clear yet [8] 

(and may be applicable to the metal-oxide layer 

addressed later in this paper). 

 

Streamer Propagation: The propagating streamer can be 

understood as a self-sustaining ionisation wave, which is 

driven partially by recombination-induced light-emission 

that leads to photo-electrons initiating avalanches and 

partially by the space-charge induced high electric field 

in front of the streamer head. In turn, these lead to the 

growth of the avalanches [8].  

 

The streamer can reach the counter electrode only if the 

applied voltage is large enough to maintain the 

propagation process. An estimate of the distance dS until 

a streamer stops is given by an equal area rule based on 

the hypothesis of constant field (ES ≈ 0,5 kV/mm for air) 

in the streamer channel, a reasonable assumption for 

electrode gaps from 5 cm to about 2 m [8]. 

 

Streamer-Leader Transition and Leader Propagation: 

Streamer-leader transition (Q in Figure 5) occurs when 

the current in the stem of the streamer bunch is 

sufficiently high to heat up this channel to more than 

5000 K (~ 4700 
o
C) necessary for a thermal plasma with 

increased channel conductivity [8]. 

 

Leader transition is strongly influenced by capacitive 

coupling with the surrounding metal structures and 

dielectric bodies. A mature leader channel can carry a 

current of about 1 A at an electric field of about 0,1 

kV/mm [8]. 

 
Figure 5: Summary of the breakdown process (Taken 

from [8]). 

 

A summary of the breakdown process is illustrated in 

Figure 5 [8] that illustrates Uw (thick curve) in normal air 

as a function of the electrode distance for an 

inhomogeneous field configuration (for example, sphere-

plate electrodes (inset a)). Gas breakdown field = EBD; 

Streamer inception voltage = USI (≈ voltage level at P); 

Streamer head voltage = US,0; Streamer propagation field 

= ES (slope indicated by dashed-dotted line); Leader 

inception voltage = ULI (≈ voltage level at Q); Leader 

head potential = UL,0; Leader internal field = EL (slope 

indicated by dasheddouble-dotted line). For weakly non-

uniform fields, USI limits the withstand voltage (cross-

over at P). The range relevant for streamer line modelling 

lies between P and Q. (Inset b is a sketch of a streamer 

bunch with many branches and connecting a tip electrode 

with a plate electrode [8]). 

 

4.2   Electrode Effect 

 

Ion Formation: The earth’s atmosphere is slightly 

conducting due to the presence of small ions created by 

ionising radiation, such as, airborne and terrestrial 

radioactivity and cosmic rays [9]. Terrestrial radioactivity 

acting as main contributor to ionisation near the earth‘s 

surface. Cosmic radiation only accounts for about 10 % 

of the ionisation near the earth’s surface.  

 

Once created, an ion will attract water molecules to form 

a small cluster ion ~ 1 nm in size. Though many remain 

as small ions, some either recombine with a small ion of 

opposite polarity or attach to an aerosol altering its charge 

[9]. 

 

Primary free electrons, including positive and negative 

elementary ions are generated in the air at ground level. 

Various ion-molecular reactions then rapidly takes place 

(within about 10
-5

 s) resulting in the formation of stable 

ions (O
-
, O2

-
, O2

+
, NO

+
, CO3

-
, NO2

-
, NO3

-
, NH4

+
 and 

H3O
+
) near the earth’s surface [11]. 

 

The mobility of negative ions, on average, is 1,3 to 4 

times higher than the mobility of positive ions. The 

difference in mobility can be attributed to the asymmetry 

of the arrangement of ions with charge of different 

polarity with respect to an oxygen atom in a water 

molecule. Consequently, negative ions are characterised 

by lower energy, that is, by the smaller number of 

attached water molecules compared to positive ions. 

Negative ions can be assigned to the class of small to 

intermediate ions with mobilities of 0,05-5 cm
2
V

-1
s

-1 
[11]. 

 

Electrode Formation: Due to the differences in mobilities 

of ions with charges different in sign, under certain 

conditions, the atmospheric electric field may induce a non-

compensated space charge near the surface of the earth 

during weak turbulent diffusion, when a cloud of 

radioactive gas spreads within a thin layer near the ground 

where the ions are produced [11].  

 

Under the influence of the earth’s natural electric field, the 

spatial distribution of charge near the earth’s surface is 

presented: positive ions will drift towards the earth’s 

surface where they will recombine. Their mobility is, 

however, low and as such, a spatial layer of positive ions 

form at the earth’s surface. Negative ions will move 

vertically upwards (electrons are not considered since their 

concentration at the earth’s surface is small) [11]. 

 



The “electrode layer” with a local electric field EL will 

develop near the ground. This local field, EL compensates 

(cancels) the basic natural field E. The field in the area 

above this layer will be amplified due to the presence of 

the non-compensated (superposed) negative charge (See 

Figure 6) [11, 12]. 

 

Turbulent and regular air flow can spread this spatial 

charge over the atmosphere, inducing an anomalous 

electrode layer over large areas. Apparently such a 

situation can occur only within short time intervals 

because the airflow destroys the electrode layer through 

ion mixing [11].  

 

 
Figure 6: Near ground space charge formation - the 

“electrode effect” (Dt is the coefficient of turbulent 

diffusion) [11]. 

 

Using a new technique, as described by Kulkami [13],  it 

was shown that in the electrode layer, the space charge 

density varies exponentially in the vertical. Further, a 

new experimental method based on the surface 

measurements was discussed to determine all the 

characteristic scales and an average electrical and 

meteorological state of an electrode layer. The results 

obtained are in good agreement with previous studies 

[13]. These may be important to further studies related to 

anomalous flashovers. 

 

Mareev, et al, (1996) [14], conducted outdoor 

experiments, using a metallic grid above the ground 

surface for electrode effect studies. The experiments 

yielded well-defined vertical profiles of the space-charge 

density and profiles showed strong evidence for the 

existence of an electrode effect. This experiment [14] can 

serve as a very useful and well-controlled model for the 

study of atmospheric electric processes in the 

atmospheric surface layer that may be associated with 

anomalous flashovers. 

 

Mareev, et al, (1996) [14] further showed that the build-

up or break-down of an electrode-effect layer occurred in 

a time of the order of 10 seconds under the experimental 

conditions of the time. The artificially generated 

electrode effect was dependent on the electric field 

strength generated, wind speed, turbulent mixing and ion 

mobilities [14]. Wind speed and ion mobility seemed to 

be the dominant factors that define the space-charge 

density profiles [14]. 

 

Bent, et al, (1966) [15] conducted space charge density 

measurements in fine and fair weather at 1 m, 2 m and 19 

m above ground in addition to potential gradient 

measurements at the ground. Wind speed and 

temperatures at the various levels were also recorded. 

These measurements are considered important as they are 

associated with typical heights where information about 

space charge levels may be of interest below pole 

conductors of the HVDC line. 

 

 At 19 m the space charge density was usually 

considerably greater than that at 1 m and of the same sign 

as the potential gradient. Sometimes there were sudden 

changes of sign during the recording of space charge at 

wind speeds below 1 m/s [15]. These phenomena can be 

explained in terms of the electrode effect if regarded as 

general modification of atmospheric electric elements due 

to the presence of an earthed body that may be the earth’s 

surface itself, acting as an electrode [15].  

 

The results from [15] further show that whereas direct 

measurements of space charge density near the bottom of 

a mast are satisfactory, near the top they may be 

unreliable in conditions of light wind or high potential 

gradient. 

 

Bent, et al, (1966) [15] also noted that downwind of 

overhead electric AC power lines (66 kV and 132 kV) 

there is usually an excess of negative space charge during 

mist, sometimes persisting after the mist has cleared. 

Repetitive patterns in the courses of wind speed, 

temperature and humidity suggested that convection cells 

were moving past in the wind; the space charge records 

also showed these patterns [15]. 

 

How does Radon Contribute to the Electrode Effect? 
222

Rn is a naturally occurring radioactive noble gas that is 

part of the 
238

U decay chain and is the daughter of 
226

Ra. 

Similarly, 
219

Rn and 
220

Rn are in the 
235

U and 
232

Th decay 

chains and immediate daughters of 
223

Ra and 
224

Ra [10].  

As radium decays, radon is formed and is released into 

small air or water-containing pores between soil and rock 

particles. If this occurs within radon’s diffusion length of 

the soil surface, the radon may be released to ambient air, 

with soil contributing the greater amount [10]. 

 

Radon is also released from the near surface water of 

oceans, tailings from mines (particularly uranium, 

phosphate, silver, and tin mines), coal residues and the 

combustion of fossil fuels (coal, oil, and natural gas) [10]. 

 

Alpha recoil is the process by which radon, when it is 

formed by radium emitting an alpha particle and occurs in 

the opposite direction from the path of particle ejection. 

Alpha recoil is important because this process dislodges 

radon from the edge of the soil mineral matrix and allows 

it to enter pore space between the soil grains [10].  

 

After radon is released into the pore spaces, its ultimate 

release to ambient air is a function of the soil porosity, 

soil moisture content, and meteorological factors, such as 



precipitation, atmospheric pressure, and the temperature 

versus altitude profile (including vertical temperature 

gradients and effects of wind) [10]. (These are all factors 

that appear to play a part in the anomalous flashovers). 

 

Granitic rock is also associated with high radon levels 

[10]. Radon levels in ambient air vary with the type of 

soil and underlying bedrock of the area. The average 

outdoor radon concentration in the United States is about 

0,4 pCi/L (14,8 Bq/m
3
) [10]. 

 

The transport of radon from subsurface soil to air is a 

complex process that is dependent upon characteristics of 

the soil and meteorological conditions, such as snow [10].  

The rate of emanation (exhalation) is typically slower in 

very dry soils since alpha recoil may also result in 

moving the recoiled atoms into an adjacent wall of 

another soil particle rather than an open pore space [10]. 

On the other hand, if there is a small amount of water in 

the pore space, the kinetic energy of the recoiling atom 

can be dissipated and radon atoms can be slowed 

sufficiently before becoming embedded into an adjacent 

soil particle [10]. 

 

Soil moisture has an important but varying effect on 

radon release to the air. While lower levels of soil 

moisture greatly increase emanation by preventing recoil 

atoms from embedding into adjacent walls of soil 

particles as described above, saturated soil conditions in 

which the pores are filled with water tend to slow the rate 

of diffusion to the surface since the diffusion coefficient 

of radon is about 3 orders of magnitude lower in water as 

compared to air [10]. 

 

The influence of moisture and temperature on the radon 

exhalation rate in concrete, alum shale, and alum shale 

bearing soil was studied in laboratory experiments [10]. 

The results indicated that for each material, increasing the 

rate of moisture up to a certain point increased the radon 

exhalation rate from the material due to enhanced 

emanation.  

 

For the alum shale, the maximum exhalation rate 

occurred at 10–15% moisture content and for the soil 

samples, the maximum exhalation rate occurred at 20–

30% moisture content [10]. As the moisture content 

increased beyond these levels, a dramatic decrease in the 

exhalation rate was observed [10].  

 

The above is relevant to the study of anomalous 

flashovers when noting the observations related to 

weather in the case of the Manitoba Hydro flashovers 

addressed earlier in this paper.   

 

Vertical temperature gradients in the atmosphere can 

create slight vacuum conditions that “pull” radon from 

the soil, or temperature inversions that inhibit this 

movement. Therefore, meteorological events may both 

enhance and inhibit transport of radon from the soil into 

other media [10]. 

Diurnal and seasonal changes affect the behavior of radon 

at the interface between soil and ambient air by impacting 

temperature and atmospheric mixing [10].  

 

Once radon reaches a height of approximately 1 meter 

above the soil surface, its dispersion is predominantly 

determined by atmospheric stability [10]. This stability is 

a function of vertical temperature gradient, direction and 

force of the wind, and turbulence. Temperature inversions 

in the early morning act to produce a stable atmosphere 

which keeps radon in the soil or near the ground or water 

surface [10]. 

 

Solar radiation breaks up the inversion, leading to upward 

dispersion of radon which reverses with radiant cooling 

in late afternoon. In general, radon levels in air typically 

decrease exponentially with altitude. In one particular 

study, outdoor radon concentrations at 1 meter above the 

ground were found to increase during the night, peak in 

the very early morning, and decrease during the day [10]. 

 

In the United States, radon concentrations typically reach 

their maximum in the summer to early winter, whereas 

from late winter to spring, concentrations are usually at a 

minimum as a result of meteorological changes and soil 

moisture conditions [10].  

 

Figure 7 shows a radon potential map of Canada with 

higher levels (Zone 1) towards the northern parts of 

Manitoba [16].  Figure 8 shows a world map with mean 

atmospheric radon levels [17]. 

 

It is postulated by the author that through terrestrial 

ionisation, an electrode effect may be presented 

underneath or in close proximity to the HVDC line which 

in turn, through an “elevated earth plane” (Electrode 

Effect) may enhance the electric field gradient on the pole 

conductors, particularly nearer to the mid-span position, 

that acts as a precursor to the electric breakdown of the 

air insulation at this point. 

 

 
 

Figure 7: Radon potential map of Canada [16]. 

 



 
 

Figure 8: Mean Atmospheric Radon world map [17]. 

 

4.3   Effective Permittivity 

 

Before addressing the concept of effective permittivity, it 

is perhaps necessary to consider fog as potential 

environmental mediator of effective permittivity. 

 

What is Fog [18]: It is noted that the only difference 

between mist and fog is visibility [18]. The phenomenon 

is called fog if the visibility is about one kilometre or less 

otherwise it is known as mist [18]. Considering Figure 9, 

it is easy to imagine a power line passing through the 

mist / fog.  

 

 
 

Figure 9: Mist lying in the folds of hilly terrain [18]. 

 

Can Electric Fields Affect Fog? From the work of Frost, 

et al, (1981) [19] it was noted that there is a general 

consensus that electric fields greater than 20 kV/m are 

required to influence significantly the stability of a 

natural fog. This is a typical electrostatic field level 

encountered in the vicinity of HVDC lines [20]. 

 

Frost, et al, (1981) [19], further indicated that an electric 

charge was imparted to the fog droplets, causing them to 

precipitate to the ground under the action of space 

charged induced electric fields or through enhanced 

coalescence and precipitation under gravitational forces 

[19]. 

 

Highly mobile electrons quickly move toward the 

grounded electrode and into a region of smaller electric 

field where they can no longer generate additional 

electrons. If electronegative molecules, such as 02, C02, 

or H20 are present, then the electrons attach themselves to 

these molecules forming stable ions (as noted earlier). 

Because of their considerably smaller mobility, the ions 

drift only slowly toward the grounded electrode (the 

earth) and a stable space charge is formed in the region 

between the corona glow, which is close to the pole 

conductor and the surrounding electrode (the earth) [19] 

(See Figure 10). 

 
Figure 10: Physics of corona discharge [19]. 

 

If particles, such as water droplets, fog or mist, pass 

through the space charge, it is possible for these droplets 

to collect charges from the ions [19]. The process of 

charging a water droplet is complicated but it is common 

practice to simplify the analysis of the general process 

and distinguish between two main processes [19], 

namely: field charging and diffusion charging. Field 

charging accurately describes the charging of particles 

having a radius greater than 0,5 pm while diffusion 

charging is an approximate description of the charging of 

particles having a radius less than 0,2 µm [19]. The 

charging of intermediate-sized particles must be 

described by the combination of both types of charging 

(See Frost, et al, (1981) [19] for more details). 

 

Can Fog Affect Electric Fields? Chalmers, (1952) [21] 

indicated that negative electric fields measured in mist / 

fog must be in some way associated with the mist / fog. It 

was found that the negative fields re-appear before fog or 

mist returns, for example negative fields of up to 500 

V/m, were found during a fine evening after a morning 

with fog and intense negative fields and a fine afternoon 

with no negative field at all [21].  

 

Chalmers also found that quite large effects extend to at 

least 3 km from the power lines down-wind; on one 

occasion with a south westerly wind when the field was -

800 V/m at one location, it was found not long afterwards 

to be between -200 V/m and -300 V/m at locations over 3 

km from the power lines [21]. 

 

From the work of Chalmers, 1952 [21], there is some 

evidence, though not quite conclusive, that the negative 

fields tend to keep to lower ground, in particular, the 

negative fields tend to follow valleys in the direction of 

the wind [21]. 

 

It is interesting to note the remark by Chalmers [21] that  

it seemed as if, in fine weather, the effects, which are 

then small, come more readily from nearby 66 kV lines 

than from a nearby 132 kV line [21]. 

 



Effective Permittivity: The dielectric constant of a 

material is the ratio of the permittivity of the material to 

the permittivity of free space and is an expression of the 

extent to which the material concentrates electric flux. 

 

As the dielectric constant increases, the electric flux 

density increases, if all other factors remain unchanged, 

that enables objects of a given size, such as a set of metal 

plates, to hold their electric charge for long periods of 

time, and/or to hold large quantities of charge. In general, 

substances with high dielectric constants break down 

more easily when subjected to intense electric fields, than 

do materials with low dielectric constants. For example, 

dry air has a low dielectric constant but it makes an 

excellent dielectric material and acts as self-restoring 

insulation as in the case of power lines.  

 

Kristensson, et al, (1997) [22] describes the concept of 

effective, or macroscopic permittivity. Effective 

permittivity implies that a mixture (or an aerosol, such as, 

fog) responds to electromagnetic excitation as if it was 

homogeneous. 

 

It may, however, be proper to remind that the dielectric 

constant (a term often used synonymously with 

permittivity) of a material very seldom is constant with 

respect to temperature, frequency, or any material 

property [22]. This view to the homogenisation of 

heterogeneous media is obviously not exact because by 

using electromagnetic waves of higher and higher 

frequency one can always “see” more accurately into the 

medium and probe its structural details. Therefore a 

quantity such as effective permittivity is only meaningful 

in the long-wavelength limit. This limit corresponds to 

low frequencies and indeed, the mixing rules are very 

often derived using static or quasi-static arguments. The 

size of the inclusions in the mixture and the spatial 

correlation length of the permittivity function need to be 

small with respect to the wavelength” [22]. Thus, the 

concept of effective permittivity is applicable in the 

context of HVDC systems. 

 

 
 

Figure 11: Schematic illustration of fog as an aerosol 

[22]. 

 

With fog as an aerosol represented schematically as 

illustrated in Figure 11, it is necessary to determine the 

effective permittivity of this aerosol. Perhaps the most 

common mixing rule is the Maxwell Garnett formula 

which is the Rayleigh rule written explicitly for the 

effective permittivity [22, 23]: 

                       (2) 

where f = nV is a dimensionless quantity, the volume 

fraction of the inclusions in the mixture. Here n is the 

number density of dipole moments p in the mixture with 

unit m
-3

. The volume of the sphere is V and εb and εi are 

respectively the permittivities of the background medium 

and the inclusion phase. Air and water in this case [22, 

23]. 

 

Can Field Enhancement Occur? The fair weather electric 

field strength is on average about 120 V/m in clear 

atmosphere near ground level and it decreases quickly 

with altitude [24]. However, the presence of aerosols, fog 

or haze lowers atmospheric conductivity and strengthens 

the electric field locally [24]. Attachment processes in the 

atmosphere create large ions at the expense of small ions. 

Large ions have lower electrical mobility and thus 

decrease the electrical conductivity of the atmosphere 

[24]. Since the global ionospheric potential, which drives 

the fair weather atmospheric current, is relatively 

constant with diurnal variation caused by changes in 

global thunderstorm activity, a decrease in conductivity 

within the aerosol layer results in increased potential 

difference across it in accordance with Ohm’s law and 

hence in increased field strength [24]. 

 

Aerosols can also alter the atmospheric electric field 

directly if the aerosol is charged. Dust particles colliding 

between themselves and with the underlying surface 

become charged due to triboelectric effects [24]. This 

charge alone can produce a strong field within the dust 

cloud. It can be shown using Gauss’s law that the field 

near the bottom of a thin, uniformly charged layer at low 

altitude will be approximately E = ∆z.ρc / ε0, where ∆z is 

the layer thickness, ρc is spatial charge density and ε0 the 

permittivity of free space [24].  

 

Measurements of the spatial charge density within dust 

clouds vary widely in magnitude; taking two examples, 

3×10
−10

 C/m
3
 and 3×10

−8
 C/m

3 
 yield field strength values 

of 3 kV/m and 300 kV/m, respectively, for a hypothetical 

100 m layer [24]. Furthermore, the fields may be 

enhanced due to charge separation taking place as a result 

of size-dependent settling rates: it appears that larger dust 

particles tend to be charged positively, and since they 

settle out faster, a dipole can form irrespectively of the 

mechanism, observations show that normal atmospheric 

electric fields can become substantially increased in 

magnitude and reversed, depending on the horizontal 

position with respect to the cloud [24]. Field strengths as 

high as −20 kV/m have been observed at ground level 

during dust storms, in some cases tens of km from the 

source [24]. Similar values have been reported below 

volcanic plumes, and fields within the plumes can 

sometimes be high enough to initiate lightning [24]. 



4.4   Maxwell Capacitor 

 

A Maxwell capacitor is a hypothetical configuration that 

describes the electrical phenomena at the interface 

between two different dielectrics (See Figure 12) [25]. 

               
Figure 12: Maxwell capacitor that describes the electrical 

phenomena at the interface between two (or more) 

different dielectrics [25]. 

 

The Maxwell capacitor can be used to calculate and show 

the effect of the growth of surface charge at the interface 

between the two dielectrics. In addition, the Maxwell 

capacitor can be used to determine the change in 

dielectric behaviour from capacitive to resistive and to 

outline the conditions under which the dielectrics become 

overstressed and may result in breakdown. More details 

can be obtained from [25]. 

 

The author postulates that permittivity change introduced 

by a layer of fog may contribute to the development of a 

Maxwell capacitor between the pole conductor and the 

ground, with the fog (with effective permittivity higher 

compared to that of air) acting as one dielectric medium 

and the air acting as the second dielectric medium. The 

collation of space charge at the boundary between the two 

dielectrics drives the enhancement of the electric field 

gradient on the pole conductor up to a stage where the 

breakdown mechanism is initiated. 

   

4.5   Double Layer 

 

Water Vapour - Metal Oxide Interaction: Even when not 

in contact with bulk aqueous solutions, a metal oxide 

surface in air under ambient conditions is often covered 

by several to many monolayers of water, depending upon 

the relative humidity of ambient air. For example, 

gravimetric studies of water on α-Al2O3 have shown that  

~ 2 monolayers (8,2 Å) of water cover the surface at a 

relative humidity of 50%, whereas  ~ 8 monolayers (32 

Å) are present at 80% relative humidity at 300 K (27 
o
C)  

(See Figure 13) [26]. 

 

Figure 13 shows elements of the Gouy-Chapman-Stern 

model, including specifically adsorbed anions and non-

specifically adsorbed solvated cations. The metal oxide, 

or zero-plane, is defined by the location of surface sites 

which may be protonated or de-protonated. The inner 

Helmholz plane, or β-plane, is defined by the centers of 

specifically adsorbed anions and cations. The outer 

Helmholz plane, or d-plane, corresponds to the beginning 

of the diffuse layer of counter ions. Estimates of the 

dielectric constant, ε, of water are indicated for the first 

and second water layers nearest the interface and for bulk 

water [26]. 

 
Figure 13: Schematic model of the electric double layer 

(EDL) at the metal oxide-aqueous solution interface [26]. 

 

Streamer Initiation at the Metal-Oxide-Water Interface: 

Julliard, et al, (2000) [27] have shown that surface 

phenomena at electrodes play a major role in streamer 

inception. In this case the electrodes were covered with 

an oxide layer that affects the electrochemical structure of 

the metal-liquid interface. As the transport of charge 

carriers, from the electrodes to the fluid has to pass 

through the oxide layers, the electrical properties of the 

oxide-layers control the injected current in the initial 

phase of streamer inception [27]. Streamer inception 

modifies the structure of the surface layers and leads to a 

chemical reconstruction at the interface and in the liquid 

bulk [27]. 

 

In the case of aluminium (also brass, copper and steel 

electrodes), the passivation film developing at the metal 

surface consists of thick (15 - 50 Ǻ; Note: 1 Ǻ = 0,1 nm) 

coherent layers of inhomogeneous structure. The 

electrical properties of the oxide-layers are effectively 

representative of insulators with electron trap states with 

the electrode / fluid interface yielding semiconductor 

behaviour [27]. 

 

Julliard, et al, (2000) [27] presented a model for the 

behaviour of the metal-oxide-liquid interface based on 

percolation theory supported by experimental 

investigation of the surface structure of the electrode. 

Figure 14 shows the energy band model for the metal-

oxide-fluid interface with and without an applied voltage. 

 

By inserting the oxide-covered metal electrode into a 

liquid (or formation of a liquid layer on the aluminium 

conductor) causes formation of a double layer at the 

interface. In insulating liquid, the metal-side will carry 

space charge of positive polarity with ions of negative 

polarity attracted to the liquid side [27]. Thus, a double 
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layer structure is established with an inner Helmholtz 

plane at the oxide-metal interface and an outer Helmholtz 

plane at some distance away from the edge of the oxide-

layer [27].  

 

 
Figure 14: Energy band model for the metal-oxide-fluid 

interface with (bottom) and without (top) an applied 

voltage (From [27]). 

 

The double layer structure affects the local order of the 

fluid in the vicinity of the electrode. Ions from the bulk 

liquid will be attracted and will establish a local order 

which extends into the liquid bulk. The local space 

charge induces clusters of liquid molecules in front of the 

electrode with the effect that the electrical properties 

change [27]. The local order of this double layer structure 

thus enhances the associated electron transport 

mechanisms as new electronic states are created through 

the interaction of liquid molecules with adsorbed ions in 

the double layer [27].  
 

Electron Conduction through Oxide films: Electron 

tunnelling is typically associated with barriers less than 

30 Ǻ thick [27]. However, if there is a trapped charge 

state with an ideal energy level within the oxide layer, it 

could serve as a stepping stone for electron tunnelling 

advancing a trapped state to a free state in the liquid. 

Conduction resulting from this process will be weak [27].  

 

In order to conduct current through the bands, the charge 

carrier must have sufficient energy to reach the 

conduction or valence band in order to cross the oxide 

layer without getting trapped. The oxide layer acts as an 

insulating film if the conduction band is significantly 

separated from the Fermi-Energy of the metal. Without 

any applied voltage to the conductor, the oxide layer 

behaves as an insulator with anticipated behaviour of a 

back-to back-diode. This back-to-back diode blocks 

current flow from the conductor to the liquid [27]. 

 

With a voltage applied to the conductor and across the 

interface, electrons are likely to be injected into the oxide 

layer where they will be trapped due to the lower energies 

of trapped states. The trapped electrons will form a space 

charge that in turn will modify the electron structure of 

the oxide layer and with subsequent lowering of the trap 

depth [27]. 

 

With increasing voltage, trap controlled hopping may 

become possible and current flow (at rough edges or 

nicks) on the conductor is expected and will be localised 

at regions with high electric field gradient. In terms of 

percolation theory, the oxide layer itself is a prohibited 

region with the exception of localised areas where the 

field strength is excessively high [27]. Also with 

increasing voltage, more and more trap states will 

degenerate because of the lowering of the trap depth and 

the current flow mechanism shifts from trap controlled 

hopping to band conduction. At the same time, the metal-

liquid interface shifts from an insulation state towards a 

conduction state [27]. 

 

A large number of charge carriers will be injected into the 

fluid. With the fluid behaving as an electrical insulator, 

the injected charge forms a space charge that lowers the 

electric field at the rough edges (nicks) on the conductor 

[27]. Should the space charge in the liquid exceed a 

critical value, the reverse process sets in with the metal-

oxide-liquid interface finally reverting to an insulation 

state with back-to-back diode behaviour [27]. 

 

With high voltage applied and should the injected space 

charge be transported away from the conductor fairly 

quickly, then high current flow result with a non-

reversible process setting in. In this case, the oxide layer 

will be damaged and part of the metal may be eroded. 

Following breakdown, the oxide layer establishes again 

as a result of reactive products, for example, free oxygen, 

Hydroxyl and Carbon-Radicals in the vicinity of the 

conductor [27]. 

 

Breakdown of Water: Water has been found to withstand 

electric fields up to 1 MV/cm for durations up to 

hundreds of nanoseconds but because of the longer 

residence time of ions on the conductor it is postulated by 

Schamiloglu, et al, (2004) that breakdown may be 

initiated [28].  

 

Schamiloglu, et al, (2004) [28] argue that strong field 

enhancement at the liquid-metal interface, caused by 

changes in liquid polarizability, is an important universal 

mechanism that could be a source of electronic 

breakdown at high applied voltages. The presence of 

large electric fields at the liquid-metal interface should 

produce a realignment of the strongly polar water 

molecules due to electrostatic interactions [28]. Energy 



minimization would then lead to the formation of an 

ordered molecular lattice over a few molecular 

monolayers of the interface. As is well known, dipolar 

ordering reduces the effective polarization [28]. This 

reduction should, therefore, work to further strengthen the 

electric field based on considerations of local continuity 

for the electric displacement vector and a potential 

positive feedback mechanism can thus be initiated near 

the electrodes under high-voltage stress [28]. 

 

Schamiloglu, et al, (2004) [28] further notes that phase 

transitions into a “solid water layer” close to electrodes 

have been reported at high electric fields and that  

collective experimental observations seem to suggest the 

following plausible scenario: 

 

 Very high electric fields are capable of producing 

phase transitions and density variations in water. 

Since the fields are expected to be largest at 

electrodes and in the vicinity of the electrical double 

layer, tangible effects would be initiated and become 

observable at the contacts [28]. 

 The density and permittivity variations could lead to 

local opaque regions (due to refractive index 

variations), as have been reported in water breakdown 

experiments [28]. 

 The induced changes in dipole moments could 

produce strong ponderomotive forces [28]. In order to 

balance the ponderomotive forces, atomic 

displacements would then lead to internal stress and 

electrostrictive density variations. Pressure build-up is 

a natural consequence and could become manifested 

as a shock wave. Such shock waves have indeed been 

observed in high-voltage, water-filled systems [28]. 

 

In their contribution, (Schamiloglu, et al, (2004) analysed 

the electrical double layer at the electrode-water interface 

in high-voltage devices close to the breakdown point.  

They allowed for the inclusion of field-dependent 

permittivity and provided a self-consistent spatial 

distribution of the dipole structure, orientation, ionic 

concentrations and potentials. Dipole realignment effects, 

ion-ion correlation, finite-size effects, and other 

enhancements to the traditional Gouy-Chapman theory 

were all comprehensively included [28]. 

 

Their results showed that strong increases in the surface 

electric fields with concomitant lowering of the dielectric 

constant could lead to dramatic enhancements in Schottky 

injection at the contacts. This process could be a source 

for initiating electronic controlled breakdown and provide 

for carrier multiplication through impact ionization close 

to the metal surfaces [28]. Further analysis showed that 

high field regions with a sharp variation in permittivity 

can potentially be critical spots for instability initiation 

[28]. 

 

Movement of the Arc: Arroyo, et al, (1999) [29] have 

shown comparisons between theoretical results covering 

a wide range of particle sizes that demonstrated that the 

Stern layer conductance always increases the magnitude 

of the low-frequency dielectric constant of suspensions, 

but its effect is less important the smaller the particle size 

and the larger the zeta potential for fixed ionic conditions 

in dispersion media [29].  

 

Arroyo, et al, (1999) [29] further reported for  

electrokinetic phenomena, some discrepancies between 

theory and experiment can be explained by the existence 

of Stern layer surface conductance, that is, by using 

models in which the inner layer ions can undergo 

tangential transport under the action of external fields. 

This is more likely applicable for suspensions with large 

particles and / or high ionic strength [29].  

 

The author is of the opinion that the effect described 

above by Arroyo, et al, (1999) plus the contribution of 

the electric field, tangential to the pole conductor (caused 

by the volt drop along the conductor), may be responsible 

for and may explain the movement of the arc along the 

line (the electric field is pointing in the direction of the 

conductor from the source to the load). 

 

It is postulated by the author that the development of an 

electric double layer at the metal-oxide interface of the 

conductor under high humidity may enhance the electric 

field on the conductor surface, presenting a low pseudo-

conductor-roughness-factor, acting as precursor to the 

electric breakdown of the air. 

 

4.6   Space Charge - Power Line as Source 

 

The contribution of AC power lines as anthropogenic 

sources of and to the development of space charge has 

been noted earlier in this paper. The effect of the space 

charge on the potential gradient downwind from the  

power lines with increasing wind speed, relative humidity 

and rainfall have been noted and warrant further 

investigation. The contribution of space charge from 

HVDC lines to anomalous flashovers is a topic of future 

study. 

 

5.  CONCLUDING REMARKS 

 

Optimisation of air-insulation associated with power lines 

stems from maximisation of the dielectric withstand with 

respect to unwanted gas discharges. To prevent such 

discharges, both the electric field distribution and the 

critical failure mechanism must be known. In this paper, 

potential conditions that may influence the electric field 

distribution on and in the vicinity of the pole conductor 

that may initiate the failure mechanism and that may 

explain anomalous flashovers were covered.  

 

Specific considerations were parted to the following 

aspects: the presence of an “Electrode Effect”, change in 

“Effective Permittivity” and the development of a 

“Maxwell Capacitor” below the pole conductors as well 

as the formation of a “Double Layer” on the pole 



conductor. From these a new hypothesis is presented for 

future study. In particular, it is hypothesised that: 

 

(1) Through terrestrial ionisation, an electrode effect may 

be presented underneath or in close proximity to an 

HVDC line that in turn, through an “elevated earth plane” 

(Electrode Effect), may enhance the electric field gradient 

on the pole conductors, particularly nearer to the mid-

span position and that will act as a precursor to the 

electric breakdown of the air insulation at this location. 

 

(2) Permittivity change introduced by a layer of fog may 

contribute to the development of a Maxwell capacitor 

between the pole conductor and the ground, with the fog 

(with effective permittivity higher than that of air) acting 

as one dielectric medium and the air acting as the second 

dielectric medium. The collation of space charge at the 

boundary between the two dielectrics drives the 

enhancement of the electric field gradient on the pole 

conductor up to a stage where the breakdown mechanism 

is initiated. 

 

(3) The development of an electric double layer at the 

metal-oxide interface of the conductor, under conditions 

of high humidity, can enhance the electric field on the 

pole conductor surface, presenting a low pseudo-

conductor-roughness-factor, that acts as precursor to the 

electric breakdown of the air. 

 

(4) The electric field, tangential to the pole conductor 

(caused by the volt drop along the conductor), is 

responsible for and may explain the movement of the arc 

along the line where the electric field is pointing in the 

direction of the conductor from the source to the load. 

 

Proper understanding how these aspects may contribute 

to possible flashovers will allow the establishment of 

design criteria for effective line operation. It is proposed 

that these hypotheses be studied further to ultimately 

arrive at specific design criteria that can be employed in 

the optimum performance of HVDC systems. 
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Abstract: The last century has demonstrated that every facet of human development is woven around 

a sound and stable energy supply regime. Optimum operation of the power system depends largely on 

the operator’s ability to provide reliable, stable and uninterrupted services to customers. Power system 

stability has been recognised as an important problem for secure operation. This paper presents a 

detailed analysis of the transient stability of a large HVAC power system. Expert system concepts were 

used to develop an appropriate research methodology and procedure for analysing transient stability of 

a multi-machine HVAC power system. Transient stability analysis of the generators in the power 

system was carried out by analysing the behaviour of the important variables of interest, which are used 

to determine the stability level of a generator in a large HVAC system. The stability level of the weakest 

generator in the network was analysed by determining the critical fault clearing time (CFCT) for the 

most severe fault in the network. It was found that the maximum time at which the most severe fault in 

the system should be cleared for generator NE_G8 to remain stable was 0.38 seconds. The objective of 

this investigation is to determine the impact of HVDC links on system stability, by comparing the 

critical fault clearing times of two system operational scenarios, namely: a network without HVDC 

links, and a network with HVDC links imbedded.       

 

Keywords: Power system stability, Expert systems concepts, HVAC, HVDC.  

 

 

1. INTRODUCTION 

 

Successful operation of the power system depends largely 

on the operator’s ability to provide reliable and 

uninterrupted services to customers. Ideally, the reliability 

of the power system implies that the loads must be 

supplied at constant voltage and frequency at all times. The 

first requirement of reliable service is to keep the 

synchronous generators running in parallel and within 

adequate capacity to meet the load demand with minimum 

interruptions over an extended period of time. If at any 

time a generator loses synchronism with the rest of the 

system, significant voltage and current fluctuations may 

occur, therefore lowering the standard of electrical service 

and affecting the power system reliability [1]. Power 

system stability has been recognised as an important 

problem for secure power system operation. Security of a 

power system refers to the degrees of risk in its ability to 

survive imminent disturbances (contingencies) without 

interruption of customer service [2]. Reliability is the 

overall objective in power system design and operation. To 

be reliable, the system must be secure most of the time. To 

be secure, the system must be stable but must also be 

secure against other contingencies that would not be 

classified as stability problems e.g., the fall of a 

transmission tower due to ice loading or sabotage. It is 

therefore important to ensure that the electric power 

system is stable at all times in order to allow for maximum 

power flow and the generation of voltage at system 

frequency and at the same phase angle for all the machines 

[3]. Transient stability analysis and assessment of the 

power systems involves a study of non-linear differential 

equations. The solution obtained of the non-linear swing 

equation allows for the power systems engineer to 

determine the stability or instability of the power system 

[1]. Various methods and research procedures have been 

developed and used to determine the stability of a power 

system. The two main methods used for power system 

transient stability assessment are the traditional time-

domain numerical integration method and the direct or 

energy function methods. 

 

In this paper, the time-domain approach and expert system 

procedure has been used to analyse the transient stability 

of a large High Voltage Alternating Current (HVAC) 

system. The analysis is carried out on a 30 machine, 22-

bus test system. The analysis is carried out to determine 

the critical fault clearing time for the most severe fault in 

the system. After determining the critical fault clearing 

time, further analysis is done to determine the effects High 

Voltage Direct Current (HVDC) links may have on 

transient stability of the network. The effects of HVDC 

links is analysed by doing a comparative analysis on the 

critical fault clearing times for a network without new 

HVDC and when new HVDC links are imbedded in the 

system.  

 

2. LITERATURE REVIEW 

 

2.1 Power system transient stability 

 

The stability of an electric network can be classified into 

three main categories, namely: Steady state, small-

disturbance (dynamic) and large disturbance (transient) 
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stability. Transient stability refers to the response of 

synchronous machines to large disturbances [4]. Large-

disturbance and small-disturbance stability of a power 

system may further be classified as: rotor angle stability, 

frequency stability or voltage stability. The synchronous 

machine rotor angle stability is of interest in this study. 

 

2.1.1 The inertia constant and swing equation 

 

The angular momentum and inertia constant play an 

important role in determining the transient stability of a 

synchronous machine. The per-unit inertia constant H in 

MJ/MVA is defined as the kinetic energy stored in the 

rotating parts of the machine at synchronous speed per-unit 

MVA rating of the machine [5]. Under steady state 

conditions the corresponding input power (Pi) of the input 

torque provided by the prime mover at the generator shaft 

is equal to the output electromagnetic power (Pe), with the 

armature resistance neglected, therefore there is no net 

acceleration torque. If a departure from steady state occurs, 

such as a change in load or a major fault, the power in is 

no longer equal to the power out. Thus an acceleration 

power Pa comes into play. If Pa is the corresponding 

acceleration power, then  
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where: H the inertia constant; f the nominal 

frequency;  rotor angle with reference to synchronous 

reference ; ip the input mechanical power; eP the 

output electromagnetic power 

 

To investigate the stability of the machine or the stability 

of a particular power system after a disturbance, it is 

necessary to solve the dynamic equation describing the 

angle δ immediately following an imbalance or 

disturbance to the system [6]. A plot of δ (t) is known as 

the swing curve, a study of which often shows if the 

machine will remain in synchronism after a disturbance 

[5]. Time-domain numerical integration methods are used 

to solve the swing equation.  

 

2.1.2 Power-angle characteristics and equal area criteria 

 

During steady state, the per-phase power delivered by a 

salient-pole rotor synchronous machine as a function of the 

power angle δ is equal to the input internal mechanical 

power and is given by:  
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where: DP the output power ; eP the internal power 

developed; gE the internal voltage of the generator; 

tV the terminal voltage on load 

dX direct axis reactance; qX quadrature axis 

reactance, and   the electrical power angle, which is 

the angle by which gE  leads tV   

Equation (2) is said to be a representation of the power-

angle characteristics of a synchronous machine and it 

shows that the internal power developed by a synchronous 

machine is proportional to sin . From equation (2) it can 

be seen that the resulting power developed by a salient pole 

rotor synchronous machine is a sum of two power 

components. This is the power due to field excitation (the 

first term) and the power due to saliency (the second term). 

When
qd XX  , the machine has no saliency and the 

second term reduces to zero.  

 

2.1.3 System stability improvement using HVDC 

 

Studies have been carried out on the performance 

enhancement of large AC grids using HVDC technology 

by previous researchers. Various power system models 

where used to carry out their investigations. For example, 

in [7] a study was done on the influence of Line 

Commutated Converter (LCC)-HVDC and Voltage 

Source Converter (VSC)-HVDC links on transient voltage 

stability of a Hybrid Multi-in feed HVDC power system 

(HMI-HVDC). The authors proposed a new voltage 

reference adjusting method that is used for transient 

voltage stability improvement. This method uses an 

improved reactive power control model at the grid side of 

the VSC. The VSC is then used as a source of reactive 

power compensation in order to keep the bus voltage at 

rated value after transient conditions. In [8], an 

investigation was carried out to demonstrate the 

stabilization of large power systems using VSC-HVDC 

links. Based on global power system measurements, a 

model predictive control (MPC) scheme manipulates the 

power injections of the HVDC links to damp oscillations 

in the ac system. The MPC grid controller explicitly 

accounts for constraints and the expected future behaviour 

of the system. Wide Area Measurement Systems (WAMS) 

are used to add a supervisory control layer to the system. 

This supervisory layer enables static optimization of the 

power system’s load flow but it can also be used to 

enhance system stability during transients. It was found 

that in order to maintain stability, the ac power injections 

at the VSC-HVDC link’s terminals have to be carefully 

manipulated.  

Further research was carried out in [9], in which they 

proposed a control mechanism to augment the power 

system’s rotor angle stability whereby P and PI controllers 

are used to alter power flow settings in the HVDC link by 

rapidly ramping down DC power injected into the AC 

system during transient disturbance to reduce the 

generation/load imbalance of the ac system on both sides 

of the converter. It was found that in some situations, it 

may be necessary to ramp up the dc power to assist system 

stability by taking advantage of the short-term over load 

capability of the HVDC system. Using a generic case study 

of a simplified model of South Africa’s power system, [10] 



presents an investigation into the upgrading of the existing 

HVAC power transmission circuits for higher power 

transfers using HVDC technologies. The proposed method 

uses one phase of the AC conventional line as the positive 

pole, another phase as the negative pole and the remaining 

third phase to be periodically swapped between positive 

and negative poles; yielding almost 2.5 times the power 

transfer capability of the conventional HVAC line. From 

this research it was found that for HVAC lines where the 

thermal capacity is close to surge impedance loading, no 

additional benefits would arise. Similarly for those lines 

that have higher capabilities for surge impedance loading 

but of small bundle configuration, the employment of 

Flexible AC Systems (FACTS) technology would be more 

cost effective. For those circuits having greater conductor 

bundle configurations, then the gap between thermal 

capacity and surge impedance loading is the largest and in 

these cases, the upgrade to HVAC to HVDC would have 

the most benefits.  

 

2.1.4 Expert system concepts for stability analysis 

 

The first step in power system stability studies is to make 

a mathematical model of the system during the transient. 

The elements to be included in the model are those 

effecting the acceleration or deceleration of the machine 

rotors. The complexity of the model usually depends on 

the type of transient and the power system being 

investigated. Generally, the components of the power 

system that influence the mechanical and electrical torques 

of the machine should be included in the model [1]. These 

components are:  

 

 The network before, during and after the transient 

disturbance. 

 The loads and their characteristics. 

 The parameters of the synchronous machines. 

 The excitation system of the synchronous 

machine. 

 The mechanical turbine and speed governor. 

 Other supplementary controls, such as tie-line 

controls, deemed necessary in the mathematical 

description of the system under investigation. 

 Other important components of the power plant 

that influence the mechanical torque of the 

machine.  

 

The work described in [11] was to develop expert system 

concepts for use with power system stability studies, and 

provide proof of the concepts in a computer prototype 

program. Expert systems are systems that requires a 

knowledge base, an inference engine, and a user friendly 

interface. The knowledge base contains the expertise to be 

applied to a particular problem. Akimoto [11] found that 

transient stability studies is suitable for the application of 

concept of expert systems for the following reasons. 

Expertise is required in several areas of transient stability 

such as: 

 Selection of appropriate test cases and data sets to 

adequately test the performance of the system.  

 Validation of the models and data to be used for 

the analysis 

 Determination of system stability, will the system 

return to an equilibrium operating point? 

 Determination of limits for pre-disturbance 

power transfer level  

 Identification of the cause of particular system 

behaviour 

 

According to [11], an analysis of the power systems 

transient stability problem solving process shows that it is 

an iterative design procedure, some portions of this 

procedure resemble a closed loop feedback control system. 

The main activities of power systems stability analysis and 

assessments are:  

 

 Study organization, 

 Time simulation, 

 Output analysis,  

 Problem cause identification, 

 Specification of new test cases, and 

 Remedial measures 

 

3. NETWORK MODEL 

 

The test network was modelled using the DIgSILENT 

PowerFactory software. The network consists of 30 

machines and 31 bus bars, and it is made up of four main 

areas (zones), namely; area North-West, North East, 

South-West and South-East. Figure 4.1 depicts the over 

view of the power system under study. It can be seen that 

the four areas are interconnected by a number of AC 

transmission lines (tie lines), and there is a two-pole 

HVDC link which supplies power to an external area. The 

HVDC link is modelled with static generator elements. 

Areas South-West, North-West and North-East are closely 

interconnected by short lines, whereas area South-East is 

loosely connected to the rest of the power system with a 

very long tie transmission line. The area power interchange 

is controlled by means of a power controller which is 

named, Power Exchange Controller South-East.    

 

 

3.1 Research procedure  

 

The main steps of the procedure are as follows:  

 

 Determine the variables of interest. 

 Carry out system steady state analysis by analysing 

the network pre-fault conditions in order to determine 

the strongest and weakest machines in the network 

 Determine the most severe system fault 

 Develop a critical case list 

 Carry out time-domain simulations for transient state 

analysis of the network 

 Determine critical fault clearing times 

 Determine the machine stability level 



                             
Figure 3.1: Multi-machine test network 

 

 
Figure 4.1: Machine rotor Angles with reference to the reference machine angle in degrees 

 

4. SIMULATION RESULTS 

 

4.1 Steady state results 
 

In order to get a true sense of system transient stability, all 

the machine Automatic Voltage regulators (AVRs) and 

Power System stabilizers (PSS) where taken out of service. 

Generator NW_G6 was found to have the highest fault 

level. It was therefore set as the reference machine of the 

power system. The following result variables of interest 

have been defined for all the machines in the power 

system: 

 Generator rotor angle with reference to reference 

machine angle, in degrees, c:firel 

 Generator speed in p.u., s:xspeed 

 Generator active power in megawatts , s:P1 

 

Figure 4.1 shows the simulation results of the rotor angles 

of all the machines in the network.   

 
Table 4.1: Critical case list 

Pre-fault System Conditions 

Generator Controls AVR and PSS neglected 

System Loading  Full load 

System Generation All generators in service 

Power Compensation No reactive power 

compensation  

Lines out of Service Line_1, Line_4 and Line_10 

Load Models Voltage dependent  

Simulated Fault Condition  

Fault Type Solid three-phase short 

circuit 

Fault Duration  100 milliseconds 

Fault Location  End (99%) of line 3_4  

Fault Impedance 0 ohms  



4.2 Transient state results 

 

 
Figure 4.2: NE generator rotor angles in degrees 

 

 
Figure 4.3: NE generator rotor speed in p.u.   

 

 
Figure 4.4: NE_G8 rotor angle in degrees  

4.3 Discussion 

4.3.1 Steady state results 

Figure 4.1 illustrates the steady state simulation results of 

the rotor angle with reference to the machine angle, for all 

the machines in all the four zones of the power system. 

North-East have the highest rotor angle values. This is an 

indication that the generators in zone north east are the 

least stable in the power system. A transient state analysis 

was performed to determine the weakest generator.   

 

 
Figure 4.5:  Power-angle characteristics of NE_G8

 



 
Figure 4.6: NE_G8 Speed in p.u.  

4.3.2 Transient state results 

 

Figure 4.2 shows the rotor angle simulation results for the 

machines in zone north east, when a three phase fault is 

simulated at the end of transmission line 3_4. NE_G8 has 

the highest rotor angle swing of 126.748 degrees. It can 

also be seen from figure 4.3 that, compared to the other 

machines in zone north east, the rotor speed of NE_G8 

reaches the highest value of 1.048 p.u.. It was therefore 

concluded that NE_G8 is the weakest generator in area 

north-east. A detailed analysis was then carried to 

determine the stability level of NE_G8 by determining the 

maximum time at which the three-phase fault on line 3_4 

can be cleared such that NE_G8 does not lose synchronism 

with the rest of the generators in the system (critical fault 

clearing time). Figures 4.4 - 4.6 present a comparative 

analysis of the behaviour of rotor angle, speed and the 

power angle characteristics of NE_G8 when the three 

phase fault line is cleared at 0.38 seconds and when it is 

cleared at 0.39 seconds. From figure 4.4 it can be seen that 

when the fault is cleared at 380 ms, the rotor angle 

oscillation amplitudes decrease with an increase in time 

and it eventually returns to its steady state value. It can also 

be seen that when the fault is cleared at 390 ms, the rotor 

angle runs off, it continues to oscillate between the peak 

values of 180 degrees and -180 degrees. This is an 

indication that the machine has lost synchronism due to 

pole slip. The power-angle characteristics are presented in 

figure 4.5 and based on the equal area criteria, the critical 

fault clearing time was determined.  

 

5. CONCLUSIONS  

 

NE_G8 was found to be the least stable machine in the 

network, so the stability level of the entire network under 

investigation was based on the stability of NE_G8. From 

the analysis done in section 4, it can be concluded that the 

maximum short circuit duration when NE_G8 remains in 

synchronism and no pole slipping occurs is 380 ms, which 

is the critical fault clearing time. The South African Grid 

Code, The Network Code, Version 7.0 [12]  states that, 

fault clearing times, including breaker operation time, shall 

not exceed 120 ms plus an additional 30 ms for DC offset 

decay. It can therefore be concluded that the system under 

investigation does not meet the fault clearing time 

requirements as stipulated in the grid code. This was 

expected because the network was considered to be a weak 

network.  
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Abstract: Domestic energy usage patterns are highly coupled to occupant activities. This paper
presents on the modelling of loads for residential energy consumption using a bottom-up modelling
tool called Suricatta. The real and reactive power of 10 domestic appliances was measured in order
to model the loads. The power drawn by each of these appliances was modelled using quadratic
polynomial equations with a maximum error of 1.6% and an average deviation of 0.67% from the
ideal curves of fit. Statistical data was obtained for use in the modelling of the appliance usage activity
patterns and household active occupancy. A good correlation exists between behavioural simulations
of energy use and actual data from an off-grid comunity in South Africa. An increase in the demand
for apparent power during peak hours caused an increase in current flow and a decrease in the supply
voltage on the network. Shifting of appliance use and turning off of appliances are viable Demand Side
Management(DSM) strategies to prevent large supply voltage drops during peak hours.

Key words: load modelling, Suricatta, social behaviour.

1. INTRODUCTION

Suricatta is a Java application used to model and simulate
an electrical distribution network in order to monitor
the impact of human social behaviour on energy losses
and voltage changes on the network [1, 2]. It is
a bottom-up modelling tool which models how the
power drawn by domestic appliances varies with the
voltage supplied. It is still under development and was
initially made to cater for United Kingdom appliances.
Knowledge of how appliances operate at lower voltages
is key to understanding voltage optimisation techniques
to effectively reduce electricity usage. The monitoring
of energy consumption by household appliances using
software models is a cheap and effective way of acquiring
information to help plan future power station construction,
distribution network sizing and DSM schemes based on
the energy usage forecasts. Appliance load models also
form a basis in the research for smart appliance design
which is key to understanding DSM strategies [3]. This
helps create better customer service and enhances service
efficiency and reliability.

This paper presents the development of South African
load models for Suricatta. It takes into account the
operation of appliances at different voltages. The effects
of social behaviour on the demand of energy in homes
is also explored through establishment of appliance usage
patterns based on survey data previously collected from
Khayelitsha and Devland [4, 5].

2. MODELLING TOOL ARCHITECTURE

The modelling tool requires two inputs: survey data and
the power drawn by appliances. Figure 1 shows the system
architecture with the grey boxes indicating the required
inputs to suit typical South African loads. The survey data

is used to determine the probability of owning an appliance
and the activity patterns based on a service model and
an occupancy model which model the random nature of
human behaviour.

Figure 1: Suricatta design illustration showing the inputs needed
for simulation and the outputs from the simulations.

The power drawn by each appliance is used to model
the loads. This is dependent on the current and voltage
levels on the network. The current and voltage demand
on the network is attributed to the appliance usage in each
dwelling in the community.

3. APPLIANCE OWNERSHIP

Statistical information was obtained from an off-grid
community in South Africa which gave information about
the appliances present in a particular household and also
the number of rooms, adults and children present [6].
Each household had an average of four rooms which was



used as a basis to assume that four light bulbs exist per
household given that each room had a functional light bulb
(incandescent or compact fluorescent).

The appliance penetration indicates the average number
of a specific appliance owned per household in a given
household sample [7]. Equation 1 was used to calculate
the appliance penetration (P) values shown in Table 1.

P =
number of devices in neighborhood

total number of households in neighborhood
(1)

Table 1: Average number of appliances per household in
the off-grid community.

Appliance Appliance penetration
Television 0.79

Cellphone charger 2.00
Incandescent Light 1.94

CFL 1.94
Laptop 0.06
Kettle 0.35
Stove 0.71

DVD player 0.41
Fridge 0.74
Iron 0.38

4. MEASUREMENTS

A total of 10 appliances were acquired and measured based
on the appliance ownership survey data. The voltage was
varied from 170 V to 230 V in 10 V intervals for three
repeat cycles. The current for a particular supply voltage
was deemed correct provided that the calculated RMS
current for the repeat cycles was within a 5% standard
deviation.

The current drawn and the corresponding voltage were
saved as Comma-Separated Value (CSV) files for analysis
in MATLAB. The data collected from the measurements
was stored in an electronic repository for future studies.
The compact fluorescent had the highest harmonic content
with the highest frequency at 6 kHz hence a sampling
frequency of 20 kHz was chosen in accordance with the
Nyquist sampling theorem. Figure 2 shows the setup of
the measurement equipment.

5. DATA ANALYSIS

In order to analyse the data, scripts were made
in MATLAB [8]. Firstly the current and voltage
measurements were analysed at different harmonics in
order to calculate the real and reactive power. The
separation into harmonics was done through FFT filtering.
The power factor was calculated from the phase differences
of the voltage and current measurements. After calculating

Figure 2: Measurements equipment setup used to measure the
power drawn by appliances while varying the voltage.

the power values for each of the voltage levels, the
three readings were averaged out thus giving the real and
reactive power for the range 170 V to 230 V.

After averaging the values, lines of best fit were drawn
through the collected points. A linear least squares fit
was used in the approximation with polynomials of the
second order. The coefficients of this line were then treated
as inputs into Suricatta. Two sets of coefficients were
calculated for the ranges 170 V to 230 V and also 200 V to
230 V. The worst error of fit was 1.6% for the incandescent
light bulb in the range 200 V-230 V.

The equations used in calculating the real and reactive
power for the appliances are as follows:

P =
k

∑
n=1

VnIncos(αn) (2)

Q =
k

∑
n=1

VnInsin(αn) (3)

S =VrmsIrms (4)

Where:

Vn = Rms voltage of the nth harmonic
In = Rms current of the nth harmonic
αn = Phase angle between the voltage and current
S = Apparent power

The loads measured were split between those with
harmonic content and those without. The non-harmonic
loads noted were: iron, stove and incandescent light bulb.
Those with harmonic content were: CFL, TV, DVD, kettle,
fan, cellphone charger, laptop and fridge. The results
for the kettle were an anomaly since a kettle should
only contain a resistive heating element and therefore
should produce any harmonics. Figure 3 shows the
harmonic content of the TV measured at 230 V. It shows
that the power drawn by the TV is affected mainly by
the fundamental and third harmonic. The introduction
of harmonics other than the fundamental can lead to
undesirable effects such as increased heating in the TV.
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Figure 3: Harmonic content for a TV measured at 230 V.

6. HUMAN BEHAVIOUR

Some factors affecting human behaviour include income,
poverty rate, inflation rate, economic stability, political
stability, environmental quality, available appliances and
personal unique habits. The modelling of human behaviour
is thus complicated mainly because of the randomness
in day-day activities attributed to the above mentioned
factors.

6.1 Occupancy Model

The aim of the model is to represent the stochastic nature of
human behaviour. It provides data on the number of active
occupants as a variable over a day. Electricity consumption
is highly coupled to the occupants’ activities; thus taking
into account the likelihood of using an appliance is of
paramount importance within the Suricatta design. A good
example is the household lighting in which knowledge of
the number of active occupants helps to model the sharing
of energy use since lighting is shared and not necessarily
for individual use [9].

No time of use data was available for South Africa
hence no correlation could be established between active
occupancy and appliance usage. The already existing
United Kingdom occupancy data within Suricatta was
hence re-modelled such that the number of active
occupants at a particular time was correlated to the energy
demand profile, that is, minimal activity at night and peak
activity in the morning , afternoon and in the evening.
The established correlation can be seen from comparison
between the randomly generated occupancy output for a
four person household and a typical off-grid community
load profile as shown in Figure 4 and Figure 5 respectively.

6.2 Service Model

The service model is used to refine the timing of occupancy
activities together with the occupancy model [9]. An
activity profile was assigned to each appliance such that
the probability of an appliance being used throughout the
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Figure 4: Active occupancy simulation output for a four person
household.
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Figure 5: Typical load profile for an off-grid community in
South Africa.

day was accounted for thus ensuring that appliances were
activated at the expected times.

Time of use: A worst case approach was taken in which
all appliances are used in a day. The following factors
were used to determine the time of use: the frequency
of appliance use in a day, the average number of hours
that an appliance is used in a day and the typical times
an appliance is used.

Frequency of use and average time of use The average
hours of use and the frequency of use of an appliance
per day were obtained from statistical data for Devland
and Khayelisha respectively. This is tabulated in Table
2 [4]. Devland and Khayelisha were used as they have
similar human behavioural characteristics to the off-grid
community. The appliance ownership level, average
income level and average household members are similar
hence human behaviour in relation to appliance usage is
expected to be the same.

Times of appliance usage The typical times that an
appliance is used was deduced based on the load profile
shown in Figure 5. Household loads are highly coupled



Table 2: Frequency of use of appliances and average
hours of use per day for an off-grid community.

Appliance Average
hours of
use/day

Frequency
of use/day

Stove 2.5 4
Kettle 0.4 4

TV 3.0 2
Cellphone Charger 1.0 1

Laptop 2.0 1
DVD player 3.0 2

Iron 0.4 2

with the time of day hence the day was divided into two
different periods.

On-peak : 4 am to 8 am and 12 pm to 8 pm
Off-peak : 8 pm to 4 am and 8 am to 12 pm

The household was assumed to be completely unoccupied
between 8 am and 12 pm as the power consumption
was minimal which was assumed to be due to base
appliances(fridge) drawing power while also assuming that
stand-by losses were negligible. Between 8 pm and 4 am
occupant activity is minimal since people are not using
appliances even though they are present in the household.

The use of the appliances was further distributed into
use in the morning (early morning and late morning),
afternoon and evening peaks while making sure that the
daily frequency of use of each appliance and the total
average time of use per day was not exceeded. Table 3
shows the estimated time of use of each of the appliances
in a day, assuming appliances other than the fridge are used
during peak hours.

The time of use was used to set a threshold within a
random profile generator in order to determine the service
probabilities. This will be further discussed in the next
sub-section.

Model implementation: A random activity profile
generator was implemented in C++ which was used to
generate half-hour probabilities of appliance usage by
randomising the number of households using a particular
appliance. The random process was used so as to model
the stochastic nature of human behaviour. The probability
of using an appliance at a specific 30 minute interval was
calculated using:

P =
number of households using appliance

total number of households in neighborhood
(5)

The total time of use of the appliance per service is

calculated using Equation 6:

t = (
x

∑
i=1

pi)T (6)

Where:

t = Total time of use per service
T = Average daily time of use of the appliance

x
∑

i=1
pi = Summation of the probability of use per interval

within the time of the service

The calculated time of use per service had to be within 10%
of the statistically obtained average time of use in Table
3 else the probabilities were re-calculated until they fell
within range. The flowchart of the random demand profile
generator is shown in Figure 6.

Figure 6: Random activity profile generator algorithm for each
appliance over a day.

Model validation: Model was validated by visual
comparison to see if a good correlation existed between
the off-grid community load profile and the total activity
pattern. The peak times were seen to resemble a good
correlation as shown in Figure 7 and Figure 5.

7. DISCUSSION

The polynomial equations accurately model the power
drawn by the 10 appliances. The quadratic polynomials
used were sufficient to give good results with the maximum
error being 1.6% (incandescent light bulb) for the reactive



Table 3: Average time of appliance use per day in off-grid community assuming appliances are only used during peak
demand other than for the fridge.

Appliance Early morning peak Late morning peak Afternoon peak Evening peak
Stove 30 minutes 30 minutes 30 minutes 60 minutes
Kettle 3 minutes 3 minutes 3 minutes 3 minutes

TV — — 60 minutes 120 minutes
Cellphone Charger — — — 60 minutes

Laptop — — — 120 minutes
Iron 6 minutes 6 minutes — —
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Figure 7: Daily total activity pattern for all appliances in the
off-grid community obtained using the random activity profile

generator.

power over a range of 200 V-230 V. The mean deviation
of the polynomials from the real data was 0.76%. All
the appliances behaved as expected except for the kettle
which had harmonics even though it is a linear load. The
harmonics introduced by appliances in the distribution
network cause distortions in the current and voltage
profiles and can lead to increased heating in appliances.

The simulations run using the statistical data show a high
usage of appliances in the evening which has a very good
correlation with most South African neighbourhoods. This
increase in appliance usage will result in large currents
flowing through wires. This results in an increase in I2R
losses and as a result lowers the voltage being transmitted
to the consumers. Figure 8 shows the current-time
simulation output illustrating the increase in current on the
network during peak demand.

There is high energy demand between 6 pm and 9 pm.
Schemes such as demand side management can be used to
lower down this demand or the introduction of a pumped
storage scheme can be used during these hours to take the
voltage back up. Even though the statistical data used and
appliances measured are from one community in South
Africa, it is a very good representation of the effects of the
social habits of the consumer on the distribution network.

Modelling and simulation tools are also important

for planning electrical distribution networks and their
production capacity (transformer sizing). If the network
is too big, large voltage drops are observed. Figure 9 and
Figure 10 show a comparison of the voltage levels between
a 10 house network and a 2 house network. This shows a
12 V difference in the voltage levels hence the required
minimum voltage level and the particular maximum peak
current values for each of the networks can be used for
establishing the number of houses that can be supported
on the network and the sizing of network conductors.
The corresponding p-t characteristic can also be used to
determine the required production capacity.
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Figure 8: Current profile for a single day for a simulated
network containing two houses.

A weakness in the system however is that it is not
representative of a larger part of South Africa. The effect
on distribution networks in high income areas or industries
would give very different profiles to the one simulated
using these models.

7.1 Preliminary validation of results

In order to perform a preliminary validation of the results
obtained in the simulations the power usage data from the
off-grid community was compared with the output from
Suricatta which showed a good correlation. These results
show that the peak use of electricity throughout the day
occur between 6 and 7 am in the morning and after 6 pm
in the evening. The simulations are representative of most
low income communities in South Africa.
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Figure 9: Voltage profile of a single day for a simulated network
containing 10 houses.
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Figure 10: Voltage profile for a single day for a simulated
network containing 2 houses.

8. RECOMMENDATIONS

Possible future improvements include conducting a survey
to get more accurate statistical data and the modelling of
standby losses for a more realistic load.

9. CONCLUSION

The modelling of loads for Suricatta was presented. A
total of 10 domestic loads were modelled using linear least
squares curve fitting of second order polynomials. The
average deviation from the real data of the curves was
0.76%. The polynomials were therefore accurate enough
to model the power drawn by the appliances. From the
load models, appliances were seen to be either drawing a
constant power or varying power with voltage.

The Suricatta model accurately simulated the activity
patterns of an individual’s use of household appliances
and of a network based on stochastic statistical models
of active occupancy and service probability. An off-grid
community in South Africa was simulated and the output

validated using an available load profile. The number of
active occupants was seen to be correlated to the number
of appliances in use and hence the power consumption.
An increase in the demand of apparent power due to
simultaneous use of appliances was confirmed to be a
cause for network losses and a reduction in the supply
voltage levels. Most appliances were seen to have
harmonic content which also contributed towards the
resistive heating of the network conductors. Possible
solutions to the problems include implementing DSM
strategies and the proper design of distribution networks.
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Abstract: Electricity network expansion require the installation of new substations and switchgear
equipment. This, in many cases, is intended to cater for electrical energy demand much needed for
industrial operations. Such an increase in power available for use by consumers translates in high short
circuit capacity or fault level of the network, which in turn causes the arc flash incident energy to be
high in case of a fault. In this paper, the impact of network expansion on the arc flash incident energy
is assessed using the digsilent software version 15.1. The influence of protective relays time setting on
the reduction of arc flash energy, available during three-phase fault conditions, is also analysed for the
purpose of PPE specification. The results obtained show that an increase in the short circuit capacity or
fault level as well as in the fault clearing time, causes the arc flash incident energy to increase to higher
level than the corresponding PPE prescribed.

Key words: Arc Flash Incident Energy, System Expansion, Short Circuit Capacity, Fault Clearing
Time, Personal Protective Equipment.

1. INTRODUCTION

The South African industrial and mining sectors require
greater demand for electricity as a result of economic
growth and expansion [1]. This ultimately imposes the
need for the development or upgrading of electricity
infrastructure and network capable of conveying high
energy demand from supply companies to consumers.
However, this increases the risk of exposure to high
dissipated arc energy during fault conditions, particularly
for consumers with indoor switchgear which places
operators in a close proximity to arc flash that may be
created during switching.

In this article, an attempt to determine minimum personal
protective equipment (PPE), as required for operators in
close proximity to MV or LV switchgear, is undertaken on
the basis of arc flash hasard analysis. Therefore, the arc
incident energy and clearing time obtained by simulating a
power network on the digSilent software version 15.1 are
used to determine the optimum minimum required PPE.
The results obtained indicate that an increase in the short
circuit capacity or fault level as well as in the fault clearing
time, causes the arc flash incident energy to increase to
higher level than the corresponding PPE prescribed.

2. ARC FLASH ANALYSIS

Several contributing factors are usually regarded during arc
flash analysis for the purpose required PPE determination:

2.1 Arc Flash Incident Energy

This is the amount of thermal energy which the operator’s
face and chest could be exposed to, at working distance in

case of an electrical arc event [2]. Three-phase fault level
analysis is usually relied upon in a bid to estimate the fault
current likely to be responsible for arc triggering [3]. The
arc flash incident energy in a cubicle box could therefore be
calculated on the basis of the following empirical equation:

Ei = 1038.7×d−1.4738× ta
(
aI2

F −bIF + c
)

(1)

Where:

Ei = arc flash incident energy in J/m2

a = 0.0093
b = 0.3453
c = 5.9675
d = distance between arc electrodes in metres
ta = arc duration time in second
IF = fault current in kA

It is worth noting from equation 1 that the distance between
the arc electrodes d is a constant parameter, and therefore
the arc duration ta as well as the fault current IF are the key
influencing factors of the arc flash incident energy.

Since system expansion or upgrading is meant to increase
the amount of power, this will have no other effect than to
increase the short circuit capacity (MVAF) of the network,
and hence the short circuit current (IF ). This could be
observed in equation 2 and 3 expressed as follows:

MVAF =
MVAb

Zpu
(2)

Where:



MVAb = base value of system capacity in MVA
Zpu = system impedance in per unit value

The resulting fault current is therefore:

IF =
MVAF√

3 ·Vb
=

Ib

Zpu
(3)

Where:

Vb = base value of system voltage in kV
Ib = base value of system current in kA

2.2 Arc Flash duration Time

The duration of an arc flash could be retrieved from a fault
clearing process, as applicable to the conjunctive operation
of protective relays and circuit breakers. This process
commences with relay tripping command to the instant
at which the arc extinction of the short circuit current is
completed. The total fault clearing time is therefore the
sum of the relay tripping time, the breaker opening time
and the arcing time [4]. Figure 1 depicts the total fault
clearing time.

Figure 1: Total clearing time

The two tripping modes of protective relays namely:
the isntantaneous and time delay operation, as well
as the speed of operation of circuit breakers could
either increase or reduce the total fault clearing time.
Instantaneous tripping of relays is usually recommended
for differential protection of highly critical components
such as: transformers, bus bars, feeders...

Protection settings are determined on the basis of the fault
level as well as the prospective short circuit current of the
network. Therefore, since network expansion increases the
system fault level and the prospective short circuit current,
the fault clearing time of the protection involved should be
adequately selected.

2.3 Arc Flash Boundary and Working Distance

This is the maximum distance at which an operator will be
exposed to an arc incident energy. To access the switchgear
cubicle, the operator has no other choice than to encroach
the arc flash boundary. Therefore, the distance between the

Table 1: Classes of equipment and typical working
distances (IEEE-1584-2002)

Classes of Equipment working distance in mm
15 kV Switchgear 910
5 kV Switchgear 910
Low voltage switchgear 610
Low voltage MCC and panel boards 455
Cables 455

arc flash and the body of the operator is normally referred
to as the working distance.

The relationship between the incident energy and the arc
flash boundary D is expressed as follows:

Ei = 2.142×106×V × IF

( ta
D2

)
(4)

Where:

V = system working voltage in kV
D = distance of the arc flash boundaries in metres

From equation 4, it could be observed that if network
expansion could possibly have some influence on the
arc flash boundary, but cannot be related to the working
distance. Typical working distances based on classes of
equipment are given on table 1.

3. PPE CATEGORIES

The five categories of required PPE are specified by the
National Fire Protection Association (NFPA) standard 70.
Each category corresponds to a determined value of an arc
flash incident energy. This is shown in figure 2.

Figure 2: Arc flash incident energy versus PPE Category

As indicated above, expansion on the network will cause
the prospective short circuit current to increase, and will
therefore yield quite a significant amount of arc flash
incident energy which should be cleared as quick as
possible. The determination of the required PPE could be
expected to vary as the network expands.



4. VARIATIONS OF ARC FLASH ENERGY
RATINGS

Arc flash studies have been conducted on a power
network built up on version 15.1 of the digsilent software.
The applied network consisted of a 100 MVA/11 kV,
star-connected and solidly earthed synchronous generator,
supplying a 10 MVA, 11/88 kV power transformer with 0.1
pu impedance. The 11kV bus of the network is fed from a
88/11 kV transformer of similar power and p.u impedance
ratings. Figure 3 shows the power network under study.

Figure 3: Power network under study

For the purpose of arc flash analysis on the power network
depicted on figure 3, a steady state three-phase fault current
of 13.00 kA is simulated on the 11 kV downstream bus bar.
The fault clearing duration, obtained from the protection
setting is taken to be 100 ms. The digsilent fault simulation
run of the network points to the incident energy being 7.2
J/cm2, with an arc flash boundary of 1.321 m. Based
on figure 2, the minimum manadatory PPE required will
be categoty 1 protection, which is also suggested by the
simulation results.

The power network thus far described is now expanded in
such a way that a steady state simulated three-phase fault
current of 17.70 kA will be measured on the same bus bar
under fault conditions. A resulting incident energy of of
10.0 J/cm2 is obtained with an arc flash boundary of 1.858
m. The required PPE corresponding to this incident energy
is still category 1, although the results show 35 % increase
in the energy dissipated during the fault. Figure 4 depicts
the comparison between the two incident energies, and the
expanded power network is depicted in figure 5.

Figure 5 implies that the expansion of the network has
lead to the increase of the incident energy, which did not
necessarily required a change in the PPE category, since
the maximum energy required for category 1 of protection
has not been exceeded.

However, if the expansion consists of downstream feeders

Figure 4: Comparison of Resulting incident energies

to the 11 kV bus, with graded protection being used. The
fault clearing time is taken to be 400 ms with the grading
margin of 300 ms. For a simulated three-phase fault of
13.00 kA on the same bus, the incident energy is risen to
28.7 J/cm2, and the arc flash boundary distance increases to
5.474 m. In this case, the required PPE at the downstream
11 kV bus bar is category 2 of protection.

The grading margin selected implies that for a 3.4
kA three-phase fault on the downstream substation, the
clearing time should be 100 ms. The simulation results
point to an incident energy of 1.7 J/cm2, with the arc
flash boundary distance of 0.2 m. The required PPE
specification will therefore be of category 0 of protection.

Figure 6 depicts the downstream feeders that form the
expansion of the network.

Figure 7 shows the variations of the arc flash incident
energy with the protection time grading.

Figure 7 implies that an increase in the fault clearing time
causes the arc flash incident energy to increase, and this
may lead to changes in the specification of the required
PPE.

It could also be noticed that relay grading is significant
contributory to the increase of arc flash incident energy
since the upstream relays will experience longer fault
clearing times, hence larger incident energy, arc flash
boundary distance and probably higher category of
required PPE as compared to the downstream protective
relays.

5. CONCLUSION

The growth in economy imposes the need for industrial
development which remains increasingly dependent on
the availability of reliable electrical energy. Electricity
network expansion is therefore unavoidable for industrial
consumers. In such environments, employers are required
by law to specify PPE requirements to employees or
operators in a bid to adequately reinforce potential risk



Figure 5: Expanded power network

prevention of arcing. Arc flash analysis on a network
enable employers to quantify such potential risk of an arc
flash. An increase of the network fault level, results in
an increase of the incident energy likely to be produced
by the arc during fault conditions. Similarly, an increase
or delay in the fault clearing time of a relay will also
prompt the arc flash incident energy to rise. Since power
system expansion usually brings about an increase in the
short circuit capacity or fault level, and the resetting of
the protective relays. Arc flash analysis should also be
conducted to determine whether or not the previously
prescribed PPE is still valid with system expansion.

Bus zone and arc protection should be highly recom-
mended over graded protection. This significantly reduces
the incident energy level because of instantaneous tripping
of protective relays. It is therefore of utmost importance
that employers be cleary in tune with the implications of
arc flash incident energy related to system expansion for
correct prescriptions of required PPE.

REFERENCES

[1] R. Inglesi-Lotz and A. Pouris: “On the Causality and
determination of energy and electricity demand in
South Africa: A review”, Department of Economics
Working Paper Series, University of Pretoria, March
2013.

[2] NFPA 70E Standard: “Electrical Safety Require-
ments for employees’s workplace”, National Fire
Protection Association, Ed. 2000

Figure 6: Feeder expansion of the network

Figure 7: Arc flash incident variations with fault clearing time

[3] A. C. Parsons, B. Leuschner and K. X. Jiang:
“Simplified Arc-Flash Hazard Analysis Using En-
ergy Boundary Curves”, IEEE Transactions on
Industry Applications, Vol. 44, N0.6, pp. 1879-1885,
November/ December 2008.

[4] ABB Power Transmission and Distribution Com-
pany: Distribution systems division, medium voltage
vacuum power circuit breakers, January 1999.



A CASE STUDY OF INDUCED CURRENT UNBALANCE AS A
RESULT OF CAPACITOR FAILURE

S. Zondi∗, P. Bokoro† and B. Paul‡

∗ Dept. of Electrical and Electronic Engineering Technology, University of Johannesburg, E-mail:
201284239@students.uj.ac.za
† Dept. of Electrical and Electronic Engineering Technology, University of Johannesburg, E-mail:
pitshoub@uj.ac.za
‡ Dept. of Electrical and Electronic Engineering Technology, University of Johannesburg, E-mail:
bspaul@uj.ac.za

Abstract: Capacitor banks rated 132 kV/ 72 MVAr are installed at the Durban North Substation of
Ethekwini municipality to compensate for inductive power losses. The POW or synchronous switching
technique is used for on-line switching of these banks, in a bid to minimise high magnitude induced
transient voltage and current. in this study, the voltage waveform records and the percentage current
unbalance, measured on and six months post commissioning of the capacitor banks are analysed
in order to test the effectiveness of POW switching method, when implemented with mechanically
linked 3-phase, 3-pole SF6 circuit breakers. The results obtained indicate that within 6 months of
commissioning, capacitive impedance of the banks failed, as result of high magnitude induced transient
current and voltage, and the percentage unbalance level observed in the neutral current grew from 2.3%
to 5.7%.

Key words: Point on wave switching, capacitor bank, transient voltage, current unbalance, SF6 circuit
breakers.

1. INTRODUCTION

Capacitor banks are commonly used in electrical networks
to provide leading reactive power [1]. This practice
is fundamentally intended to provide compensation for
inductive losses in order to improve the load system
power factor, and thus to stabilise the bus voltage [2-3].
These units are automatically or manually switched on
line during peak inductive load time. The continuous on
and off switching of capacitor banks usually induces high
magnitude transient current and voltage [4]. The point
on wave (POW) switching technique, whereby capacitor
banks are switched on line at or near zero crossing of
the supply voltage waveform, is commonly applied for
successful mitigation of induced switching transients.

In this case study, high voltage capacitor banks with POW
on-line switching, installed at the Durban North substation
of Ethekwini municipality, are tested to be aggravating
current unbalance six months after commissioning.
Voltage and current measurement records obtained on and
after commissioning of capacitor banks at the substation
are analysed. The results indicate that a shift on the
mechanically linked 3-pole circuit breaker causes transient
voltage to be induced, which in turn cause capacitor cans
to fail and thus creating current unbalance in the system.

2. DESCRIPTION OF THE CAPACITOR BANKS

The capacitors connected at the Durban North Substation
consist of 132 kV/ 72 MVAr banks. Each capacitor bank
is made up of 216 capacitor units or cans. The on-line
switching is POW based. This is basically achieved using
a 3-phase, 3-pole circuit breaker having a mechanical link

Figure 1: Ideal point on wave switching technique

staggered to satisfy 120 electrical degrees. The switching
sequence is ideally meant to synchronise with the zero
crossing instants of the 3-phase supply voltage. Therefore,
considering the mechanical link as the horizontal axis, the
first or reference pole is positioned at 27 degrees, while the
second and the third ones are positioned at 88 degrees and
52 degrees of the horizontal axis, respectively. This setting
ensures that all poles, and therefore capacitor banks are
switched on line at zero crossing of the voltage waveform.
The 3-pole SF6 circuit breakers are used in this case study.
Figure 1 depicts ideal POW or synchronous switching
technique.

For the purpose of dampening the switching transient,
some value of inductance and resistance are present in
the switching circuitry of capacitor banks. therefore,
0.6 mH inductor and 10 Ω resistor are measured. The
complete capacitor bank to be connected on each line
is shown in figure 2. To monitor the level of current
unbalance, the neutral current is constantly measured using
a current transformer (CT) and an unbalance relay. The
CT transforms the measured neutral current (In) to a lower



Figure 2: Line capacitor bank

scale, which is fed to the unbalance relay.

3. POINT ON WAVE SWITCHING AND CURRENT
UNBALANCE

The POW switching of circuit breakers is mainly
dependant on the breaker switch contact velocity, the time
difference between contact closing and the breaking of the
dielectric strength of the contacts’ gap as a result of the
applied voltage [5]. This could be expressed in terms of
the following relationship:

Um√
2
6 φ = E · v · (ts− tb) (1)

Where:

Um√
2

= rms value of phase voltage
φ = phase angle
v = switch contact velocity
E = dielectric strength of the contact gap
ts = breaker’s contact closing time
tb = time to overcome the dielectric strength of the contact
gap

Successful implementation of this technique therefore
requires the following conditions to be met:

1. The time difference (ts− tb) must be less than 5
electrical degrees: (ts− tb)≤ 5 electrical degrees

2. The switching phase voltage must be less or equal
than the product of the dielectric strength and the
velocity of the contacts: E · v≥ Um√

2
6 φ

For the purpose of this study, the contacts of the SF6
circuit breakers are mechanically linked and actuated upon
reception of a closing command from a switching relay.
The shift of the breaker’s poles observed in this case study
is shown in figure 4. This therefore results in transient
voltages and current being induced, as well as steady state
current and voltage unbalance in the system.

i(t) =
u(t)−u(0)√

Ls
C

· sinωot (2)

Where:

i(t) = instantaneous transient current
u(t) = instantaneous transient voltage
u(0) = instantaneous transient voltage when t=0
Ls= system inductance
C = capacitance of the bank
ωo =

√
1/LsC

Under steady state conditions, aggravated current unbal-
ance is likely to emerge as an immediate consequence
of transient voltage and current in this case study. Line
or phase current unbalance occurs when the magnitude
of line or phase currents becomes unequal as a result of
change in the load phase impedance [6]. This results in
the presence of negative and zero sequence in the system
current. The percentage current unbalance factor (IUF)
could be estimated using the ratio of the negative sequence
to that of the positive components, given in equation 3:

IUF =
I2

I1
=

IR +a2IY +aIB

IR +aIY +a2IB
×100 (3)

Where:

I2 = negative sequence component of the neutral current
I1 = positive sequence component of the neutral current
IR = rms magnitude of current in the red phase
IY = rms magnitude of current in the white phase
IB = rms magnitude of current in the blue phase
a = 1 6 120◦
a2 = 1 6 240◦

The neutral current (In) could therefore be expressed as
follows:

In = 3I0 +
(
1+a2 +a

)
I1 +

(
1+a+a2) I2 (4)

The unbalance relay monitors the degree of current
unbalance on the basis of the percentage IUF in the neutral
current. Under tolerable unbalanced current condition,
generally related to load imperfection, the percentage IUF
should not exceed 5 % [7]. Therefore, the settings of the
unbalance relay in this case study could be summarised as
follows:



Figure 3: Transient voltage six months after commissioning

1. Unbalance relay trip conditon: IUF {In}> 5 %

2. Unbalance relay restrain condition: IUF {In}< 5%

The implementation of these relay setting conditions, on
and after commissioning of the capacitor banks, are shown
in figures 5 and 6, respectively.

4. RESULTS AND DISCUSSION

The voltage waveforms recorded six months after
commissioning show the existence of transients in all the
phases upon line switching of capacitor banks. This is
shown in figure 3.

Since the presence of transients implies that the
POW switching principle is either not or inadequately
implemented, The switching positions or the closing
positions of the 3-pole SF6 circuit breakers are compared
on and after commissioning. This reveals a position shift
of about 15 or more electrical degrees ( green arrow) from
the initial position. This theoretically implies that the
time difference (ts− tb), which in fact is the arcing time,
has become too long than required, and thus causing the
switching to take place beyond zero crossing. This is the
basis of the transients induced in the waveform. Therefore,
the transients observed in the voltage waveforms could be
attributed to the displacement of the mechanical linkage
between the circuit breaker poles, indicated in figure 4.

The neutral current measured after commissioning proved
to have higher unbalance factor as compared to initial
measurement. The results obtained are shown in figures
5 and 6. This relates to the fact that almost no transient
voltage and current are induced on commissioning as
compared to higher magnitude induced six months post
commissioning of the capacitor banks.

The increase in the level of unbalance in the neutral
current is a direct consequence of aggravated change in
the impedance of capacitor banks, which are triggered by
induced switching transients. This is indeed proven by
testing the capacitance of the bank. This testing revealed

Figure 4: Shift of the mechanical linkage of the 3-pole circuit
breakers

Figure 5: Current unbalance level on commissioning

Figure 6: Current unbalance level after commissioning



that seven capacitor units of the bank had failed due to
resulting high magnitude transient voltage and current.
Capacitor units failure occur as a result of increasingly
high frequency voltage and current transient. This inrush
amount of transient energy has the effect of causing the
electrodes of the capacitor unit to short circuit. Since, the
transient state lasts only for a few cycles, the resulting
steady state overall capacitance and capacitive impedance
of the capacitor bank will therefore be compromised. This
implies therefore aggravated unequal current and voltage
distribution across the phases. The level of unbalance
measured in the neutral current in this study, happens to
be 5.7% six months post commissioning, against 2.3% on
commissioning of the capacitor banks.

It is worth noting that the root cause of induced transient
voltage and current as well as current unbalance is the shift
of the mechanical linkage between the poles of the circuit
breaker.

5. CONCLUSION

The effectiveness of POW switching using mechanically
linked 3-phase, 3-pole circuit breakers, for the purpose of
transient voltage and current mitigation, when capacitor
banks are switched on-line, is analysed in this case
study. The voltage waveforms recorded and the level of
unbalance measured in the neutral current, six months after
commissioning, point to the following:

1. The transient voltage and current induced result from
the shift of the mechanical link. This causes switching
to take place beyond zero crossing.

2. The inrush transient energy into the bank is likely to
damage capacitor units.

3. The increase in the neutral current unbalance level
could be seen as the steady-state consequence of
the damage effected on the bank as a result of high
magnitude transient voltage and current.

4. The magnitude of the resulting transient current is
dependent on the initial conditions of the contacts of
the breakers.

These observations indicate that POW switching of
capacitor banks using mechanically linked 3-phase, 3-pole
SF6 circuit breakers, is prone to induce transient current
and voltage which in turn aggravate current unbalance
resulting from capacitance failure in the bank. The
fundamental source of these problems remains the shift of
the linkage between the breakers which tends to occur in a
very short period of time, and thus making this technique
non effective.

Recent Developments in this field of study tend to promote
electronic based POW switching technique of capacitor
banks.
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Abstract: This report entails the complete design process of a ring main protection system. Each 
design constraint has been outlined and achieved. A solution utilizing non-directional time 
overcurrent relays on the standard inverse setting was researched, conceptualised, and modelled. This 
solution encompassed 3 substations, which was a maximum for any given RSCAD rack. The software 
and hardware simulations are discussed and explained. The software simulations were very similar to 

the hardware simulations due to the time of operation for both the software and the hardware relays.  
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1. INTRODUCTION 

 

Electricity is an essential commodity in the versatile 21st 

century that we thrive in. The modern age has come to 

depend heavily upon a continuous and reliability of 

electricity with an excellent quality of supply. Reducing 
faults and improving power system stability are the main 

aims of being an Electrical Engineer; however, no power 

system can be designed to ensure that it would never fail 

due to over loading, over voltages, power swings and 

faults. Therefore, different types of protection for 

different applications and their uses are vital. 

 

The objective of power system protection is to isolate a 

faulty section of an electrical power system from the live 

system to ensure that the circuit can function 

satisfactorily without any severer damage due to fault 

current, and allows for normal operation from the load 
viewpoint [1]. This can be achieved by means of relays, 

which detect the fault and initiate the operation of the 

circuit breaker to isolate the defective element from the 

rest of the system.  

 

Overcurrent exists in a power system where a current 

much larger than its rated value flows through the lines. 

This results in excessive power being generated and may 

cause equipment damage. Overcurrent results from short 

circuits, overloading or equipment failure. As a result of 

increasing energy demands and interconnections, the 
susceptibility of faults occurring is high. Faults pose a 

great threat to the operation and security of power 

systems. Power systems require an auxiliary system 

which is responsible for taking corrective actions on the 

occurrence of a fault [1].  

 

Ring main protection systems are a form of protection 

where various substations are interconnected by the 

alternate routes and hence the overall system forms a 

closed path [1]. This ensures the continuity of the supply 

to the healthy parts is unwavered, if any section is 

damaged and separated for repairs. The direction of 

power flow can be changed at will, when there are 

different sources supplying the ring main system, the 

current can be bi-directional. 

 
The ring main system offers continuity of power in the 

event of a conductor failure or a fault in any section; this 

is due to the three feeders connected in different paths. 

This type of protection has various advantages over radial 

and parallel feeder protection, viz. it has two paths from 

the generating station to the load whereas, and radial and 

parallel feeder only connects the source to the load [2]. It 

meets the requirements of two alternative feeds to give 

100% continuity of supply, whilst saving in cabling 

compared to parallel feeders and radial protection [1], [2]. 

 

Due to the complexity of the possibility of power flow in 
both directions, as well as the interconnection of lines, it 

is extremely difficult to configure the protection required 

for ring main systems, whereas radial ad parallel feeders 

offer a simplistic style of protection. The minimum 

number of relays and circuit breakers for a basic ring 

main system is 6 whereas the radial and parallel feeder 

circuits require a maximum of 4 relays and circuit 

breakers, this makes these protection methods much more 

cost efficient.  

 

Contained in this report is a solution using mutually 
independent sources to supply three loads using time 

overcurrent non-directional relays.  

 

2. BACKGROUND 

 

In ring main systems, the various substations are 

interconnected by alternate paths in order to form a 

closed ring. The primary reason for its use is to maintain 

a continuous supply to consumers in case of fault 

conditions occurring on the interconnecting feeders. 

mailto:211509679@stu.ukzn.ac.za


Resulting in, if any section of the ring is disconnected for 

repairs, the supply to the other sections is not interrupted. 

 The direction of power flow can be varied to suit the 

application. 

 

The 230 V ring circuit was developed after the Second 

World War to minimise the use of copper in the massive 

reconstruction that followed the conflict [2]. This 

installation methodology was introduced in 1947 after a 

study led to the development of the Ring Circuit [2]. This 

study was remarkable due to the foresight of its authors, 
references to topics such as Energy Efficiency and 

Environmental Protection, which are more relevant now 

than they were in 1944. 

 

During normal operation all the breakers are closed.  

When a fault is applied to the interconnecting lines the 

two breakers connecting the substations trips. During 

breaker maintenance the ring is broken but all the lines 

that are not undergoing maintenance remain in service. 

There are various advantages of a ring main system, low 

cost, flexible operation for breaker maintenance, any 
breaker can be taken out of service without interrupting 

load and power can be fed from both the directions.  

 

There are two relays and two circuit breakers between 

each interconnecting transmission line. The relays used 

should be over current relays due to its ability to detect 

high fault current and isolate the faulty section. In actual 

power systems, the power station generates the electricity 

and then delivers it at a lower voltage level to the 

substation which steps up the voltage before it is sent to 

the distribution grid.  
 

The main aim of this paper is to simulate and implement 

the protection for a ring main system making use of both 

software and hardware relays and comparing the 

simulated results for both. The ring main protection 

model will be developed using the RSCAD simulation 

tool. The RSCAD software interlinks the user to the 

simulator via a graphical user interface. The simulator 

used for this design is the Real Time Digital Simulator 

(RTDS). This models the exact operation of the ring main 

system as it would be in an actual scenario. The hardware 

relay will be connected to the digital input of the RTDS 
and the real scenario outputs will be given.  

 

3. LITERATURE REVIEW 

 

Overcurrent protection is the predominant type of 

protection in ring main systems. From 1890, when 

Thomas Edison patented the use of fuses in the electric 

distribution system, overcurrent protection was essential 

due to the high fault currents. High fault currents damage 

equipment connected the system, therefore electrical 

isolation is vital. The fuse was initially used to isolate the 
fault by sacrificing itself, however, fuses needed to be 

replaced every time there was a fault in the system. This 

proved expensive and inconvenient.  

 

This was overcome by a boom in overcurrent protection 

devices in the power systems application. In South 

Africa, this boom was due to ABB and their invention of 

the time overcurrent relay in 1905. According to 

Lundqvist B [3], the development of relays can be 

divided into three eras, firstly, the era of 

electromechanical relays which started 100 years ago. 

The second era was the development of the static relays. 

Now, microprocessor based relays are used, such as the 

P122 MICOM non-directional time overcurrent relay 

used in this project. 
 

According to Kundur P [4], the following are the main 

advantages of overcurrent protection: 

 Detects abnormal conditions 

 Isolates the faulty part of the system 

 Fast Speed operation to minimize damage and 

danger 

 Discrimination of relays 

 Dependability / reliability 

 Stability of the power system 

 Cost of protection against cost of potential hazards 
 

The ring main system overcomes drawbacks on the radial 

system by allowing one ring network of distributors to be 

fed by more than one feeder [5]. This is essential for 

uninterrupted power supply to the consumer, in addition, 

the system is also provided with different section which 

isolates at different suitable points.  

 

4. RSCAD and RTDS 

 

The ring main protection model will be developed using 
the RSCAD simulation tool. The RSCAD software 

interlinks the user to the simulator via a graphical user 

interface. The simulator used for this design is the Real 

Time Digital Simulator (RTDS); this software enables 

each increment of the design to be processed for a 

specified time step. The user models the network on the 

RSCAD software using predefined component blocks 

found in the users library [6]. The model is then compiled 

and downloaded, and then the application of faults and 

other system variables can be monitored on the runtime 

interface. This models the exact operation of the ring 

main system as it would be in an actual scenario. This 
simulator is essential in power systems as it allows the 

user to investigate the effects of disturbances on power 

system equipment and networks to prevent outages or 

complete failures.  

 

The RTDS system may be interfaced with hardware such 

as relays, circuit breaks, generators etc. The interfacing 

requires GTAO and GTFPI cards to be installed on the 

rack.  

 

5. NON-DIRECTIONAL TIME OVERCURRENT 
RELAYS 

 

A relay is a device which detects dangerous or abnormal 

conditions in a power system and initiates correct actions 



(like opening the circuit breakers) to protect the 

equipment connected to the system. 

 

 
 

Figure 1: Fault logic 

 

The fault logic is given in figure 1. The dial selects the 

type of fault, and the push button is pressed to apply the 

fault on the system. The output of this multiplication is 

the fault signal. 

 
 

Figure 2: Relay and circuit breaker logic 

 

The relay and circuit breaker logic is given in figure 2. 

The trip signal is outputted from the software relay which 

then gets inputted into the flip flop which produces the 

signal that opens the breaker (BRK1). CLOSEB1 serves 

as a reset, to reinstate the circuit breaker after it opens.  
 

Non-directional time overcurrent relays on the standard 

inverse setting were used because of the presence of three 

sources; this caused current flow in both directions of the 

protection line. These relays were used to obtain proper 

selectivity due to the number of relays (6) used. These 

relays have a time of operation within 0.1 second of their 

time dial settings. 

 

 
 

Figure 3: Runtime simulation diagram for ring main 

protection 

 

Figure 3 refers to the Runtime diagram for this ring main 

protection. Fault 1 corresponds to relay and circuit 

breakers 1 and 2, fault 2 correspond to 3 and 4, and fault 

3 corresponds to relay and circuit breakers 5 and 6.  

 

6.1 Software relays response 

The pickup settings as well as the time dial setting has to 

be configured for the relay. Figure 4 refers to the trip and 

breaking signals of the relays when fault 1 is applied. As 

observed, when fault 1 is applied, relays and circuit 
breakers 1 and 2 react to this fault.  

 

 

 
 

Figure 4: Trip and breaker signals for LGFLT1 

 

 
Figure 5: Fault currents for LGFLT1 

 

Figure 5 depicts the fault currents that were obtained 

upon application of the first fault. It can be observed that 

only Iag1 is a high kA fault current, the other two phases 

have a 0 fault current. This shows that it was a single 
phase to ground fault, which was obtained by setting the 

fault dial to 1. 

 

From figure 4, it can be seen the time of operation for the 

simulated relays is 0.49 s, this is within the 0.1 s 

specification. The calculated value, using the standard 

inverse characteristic is 0.46 s. There is a 0.03 second 

difference between the simulated values to the calculated; 

this is within the 0.5 second margin for standard inverse 



non-directional time overcurrent relays. When the fault 

occurs on a specific interconnecting line, the relay and 

breakers on that line will detect the fault and trip.  

 

6.2 Hardware relays response 

 

 
Figure 6: Hardware relay and software relay combination 

response 

From figure 6, the hardware relay that is connected to the 

RTDS system trips first; this is due to the neutral 

overcurrent setting on the hardware relay. The software 

relay on the same line has to also trip as backup 

protection in order to isolate the fault from the loads and 

interconnected lines in both directions. The time of 

operation for the hardware relay was 0.11 s, this is due to 
the pick-up setting of neutral overcurrent to prevent 

damage to the hardware relay. The neutral overcurrent 

pick up settings were 0.005 A. The software relay 2 has a 

time of operation of 0.49 s.  

 

6.3 Resulting conclusions 

Since the software rely in the RSCAD component library 

is modelled after the hardware relay, it has the same 

features and operates exactly the same. This proves that 

the results that are obtained from RTDS from the 

software relays are a direct representation of the hardware 

response. 
 

 

6. DISCUSSION 

 

Standard inverse non-directional time overcurrent relays 

provide the best selectivity when the source impedance is 

less than the impedance of the protected line. 

 

 

Instantaneous relays are only favoured over standard 

inverse time overcurrent relays in a ring main system 
when, there are procedures in place to decrease the flow 

of current in the protection lines during maintenance or 

when the equipment attached onto the ring main system is 

"too valuable" therefore both relays trip for a much lower 

pick up current than the time overcurrent relay. This 

decreases the time of operation of the instantaneous 

relays.  

 

 

7. CONCLUSION 

 

The type of relay in the ring main protection system as 

well as the fault current and configuration determines the 
time of operation and the performance of the circuit. 

 

If a mutual source is used in the ring main protection 

circuit, it is simpler to find the flow of current as it is 

predominantly straight from the source. 

 

The fault current produced by specific faults in the circuit 

determines the type of relay that need to be used. 

 

The type of relay in the circuit determines the time of 

operation of the relay. 
 

Instantaneous, definite time and standard inverse relays 

are all suited for ring main protection depending on its 

operation. 

 

If a practical, durable, reliable system needs to be built 

then standard inverse non directional time overcurrent 

relays may be used. This is due to these relays providing 

primary and back up protection as well as easy detection 

of fault currents. 
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1. INTRODUCTION 

 

In order to minimize disturbance on generating and 

distribution systems in a power system, protection 

schemes for each and every equipment/section are 

employed and configured in such a way to isolate only 

the affected plant area. The protection of generators is 

vital because the generators are very large and expensive 

machines that produce very high voltages and are linked 

with other equipment such as prime movers, excitation 

system, voltage regulators, cooling systems etc. In 

generator protection scheme individual parts of the 

generator are protected from various abnormal and fault 

conditions that might occur sooner or later [1].  

 

There are many different types of faults that synchronous 

generators may experience and, therefore, many different 

types of protection in practical applications. These may 

include but not limited to: over current (51), stator ground 

fault (64), loss of field excitation (40), thermal overload 

(49) loss of prime mover (32), loss of synchronism (78), 

under voltage (27), overvoltage (59), negative sequence 

(46), voltage per hertz (24) etc. [2, 3]. For each fault type, 

there may be primary and backup protection applied to 

detect the fault and protect the generator. This paper 

focuses on prime mover failure on AC generators. 

 

2. GENERATOR LOSS OF PRIME MOVER 

 

This is classified as the loss of mechanical input, the 

steam flow to the turbine is interrupted by closing of the 

emergency stop valves or the governor valves. The 

remaining energy stored in the turbine-generator set is 

delivered to the system and the machine enters a 

motoring condition. The generator continues to remain 

synchronized with the grid, running as a motor. Once in 

this state, the machine draws a small amount of active 

power as compared to its active power rating from the 

grid in order to drive the turbine and meet the losses 

taking place in the machine keeping the machine at 

synchronous speed. At the same time, the machine 

supplies reactive power to the grid since its excitation is 

intact. The magnitude of reactive power and resultant 

power factor for this operating condition are determined 

by the level of generator excitation when the loss of 

prime mover event occurs [2]. Running the generator in 

this mode is not really harmful to it but rather to a prime 

mover like a steam turbine. The loss of steam supply to 

the turbine can result in objectionable temperature rise as 

well as damage to the turbine blades. A reverse power 

relay is used to detect motoring condition of the 

generator. A separate reverse power relay may be used in 

the sequential trip logic scheme where motoring is 

allowed for a short time to ensure the prime mover has 

lost sufficient energy to prevent over speed following a 

turbine trip. The sensitivity and setting of the relays 

depend upon the type of prime mover involved [1, 2]. 

 

2.1 Turbine governor control 

 

Turbine governor control may become an integral part of 

protection system to maintain acceptable system 

performance in the post disturbance period. The major 

role of the turbine governor control is to maintain proper 

speed regulation and load division for the generating 

units on the power system. Two types of controls are 

generally used depending on the units operation and 

control requirements: droop and frequency or 

isochronous (constant speed). Droop (speed/load) control 

behaves with a characteristic such that with increase in 

load speed decreases following a linear relationship. With 

synchronous machines, their operation is locked at 

system frequency. Therefore, the droop governor 

becomes a load controller. As load increases, the 

governor signals the governor valves to open to maintain 

the established speed setting and accommodate the 

additional system load. Governor droop control prevents 

one generator from trying to pick up the entire additional 

load. Important benefits are the load change being shared 

among units and better overall system stability [4]. In this 

paper the IEEE Type 1 turbine/ governor control is used 

in conjunction with IEEE type AC4 excitation system and 



IEEE type 2 power system stabilizer which is a dual input 

stabilizer with bus voltage based output limiter [3]. 

 

2.2 RTDS/ RSCAD 

 

Figure 1 shows the RTDS configuration used for the 

prime mover failure study. A real time digital simulator is 

a power system tool which provides facilities for 

simulations that takes place in real-time. Further, physical 

equipment such as relays, generator controls etc. can also 

be connected to a real-time simulator and tested before 

use on a real system and to observer the performance of 

the system and its components [6]. 

 

RTDS

Trip 

Signal

Inputs

Outputs

Current and 

Voltage Amplifier

C
u

rr
en

t 
In

p
u

ts

V
o

lt
ag

e 
In

p
u

ts

Relay

Current 

Inputs

Voltage 

Inputs

System 

Circuit

PC

 
Figure 1: RTDS connection diagram [5] 

 

The RSCAD software is used to build and compile 

models of a power system to be simulated using RTDS. It 

is the interface between the user and the simulator. 

System models are built in the sub-program DRAFT and 

monitored in another sub-program RUNTIME. Due to the 

accuracy of this simulator and the ability of it to interact 

with real equipment, control and power systems can be 

designed, modelled and tested realistically. The system is 

modelled on RSCAD and simulated on RTDS [3]. 

 

2.3 RSCAD software relay 

 

The multi−function generator software relay is suitable 

for providing the protection function and has been in use 

on commercial synchronous machines. Differential 

elements for phase and neutral currents, 100% stator 

protection, loss of field protection, out−of−step, prime 

mover failure and other additional relay elements provide 

comprehensive protection for the generator in a multi-

function generator protection relay. The relay provides an 

output trip signal used to control circuit breakers in a 

system in case of a fault of any type. There is a special 

output signal Info 1 in the software relay which has 32 

relay word bit signals that enable the user to identify 

which relay has operated [3]. 

 

2.4 Hardware relay SEL 300G 

 

The SEL 300G multifunction generator relay is used in 

the protection study and implementation of generator 

protection against prime mover failure. The primary 

reason for hardware implementation using this relay is to 

verify the results found from the software simulation 

studies. The SEL-300G receives currents and voltage 

inputs at standard levels through protection transformers 

to provide suitable protection for generators. The relay 

front panel has LCD display showing all the metering and 

setting quantities and LEDs representing each protection 

element which in case of a fault will turn on as an 

indication. 

 

3. SYSTEM UNDER STUDY 

 

This paper uses a power system network rated at 1110 

MVA, operating at 24 kV line-to-line voltage connected 

to an infinite bus through a step-up transformer and 400 

kV transmission lines as shown in Figure 2 [7]. The 

generator is equipped with IEEE governor, exciter and 

power system stabilizer to ensure that the generator 

functions in a way that imitates the generator in power 

generating station. 

 

 

Figure 2: System under study [7] 

 

4. PRIME MOVER FAILURE IMPLEMENTATION 

USING SOFTWARE RELAY 

 

Two elements (32P1 and 32P2) are used to provide more 

or less sensitivity to reverse or low power flow in case of 

loss of prime mover. The relay calculates the 

instantaneous value of power from the phase connected 

current and voltage transformers and uses this value of 

power for the protection elements [3]. The instantaneous 

value of power is continuously compared to the setting 

thresholds. 

  

4.1 Prime mover failure implementation 

 

 
Figure 3: Prime mover failure implementation 



Figure 3 is a simple block diagram showing the 

implementation of prime mover on RSCAD. The 

generator system is equipped with excitation and 

governor/turbine control. To implement prime mover 

failure, the torque of the system network is control 

manually through a switch. On normal operation the 

generator receives system torque (mechanical) from the 

governor. When switched to manual torque control, the 

mechanical torque from the governor to the generator is 

controlled there by reducing it to value less than the relay 

threshold setting, with this setup the prime mover is 

removed and therefore the relay operates to mitigate the 

consequences of such disturbance. 

 

4.2 Relay settings 

 

The RSCAD software relay has bit 18 inside info1 as the 

loss of prime mover trip signal. If this bit is set during the 

implementation of loss of prime mover, it means prime 

mover failure was detected. Steam turbine and hydro 

turbine units require small amounts of reverse power to 

spin the unit at synchronous speed with no prime mover. 

Typical values of reverse power are shown in percentage 

of nameplate ratings. 

 

Steam turbines, condensing types: 1−3% 

Steam turbines, noncondensing types: 3+% 

Hydro turbines: 0.2 − 2+% 

Gas turbines: 50+% 

 

Ideally, the time delay can be set between 20.0 to 30.0 

seconds to prevent tripping during machine paralleling 

operations and for this demonstration, a time delay of 20 

s is chosen and a 0.7 to 0.5 multiplier offers secure 

detection of motoring conditions as low as 0.02 per unit 

[2]. In this study, 0.7 is used. 

 

4.3 Software simulation results 

 

The system is run and tested for stability before the 

element could be tested. Initially, the generator is 

operated at normal operating condition supplying 0.9 p.u. 

of active power, 0.436 p.u of reactive power as shown in 

Figure 4. Mechanical torque supplied by the turbine in 

this operating condition found to be 0.9063 p.u. and 

terminal voltage of the machine is kept at rated voltage of 

1 p.u. which are illustrated in Figure 4. 

 

As the generator is running under normal operating 

condition, the generator breaker is found to be closed 

(level 1) as shown in Figure 5 with no trip signal from the 

relay. It is expected that during the loss of prime mover, 

the breaker status make a transition from high (1) to low 

(0) which implies opening so as to isolate the system 

before any further damages could happen. 

 
Figure 4: System prior to loss of prime mover 

 

 
Figure 5: breaker status prior prime mover failure 

 

 
Figure 6: System behaviour after loss of prime mover 



Figure 6 illustrates that when the prime mover is cut off 

from the system, the active power is reduced. As the 

active power reduces, it eventually reaches a point where 

the generator behaves like a synchronous motor drawing 

power from the grid instead of producing power. The 

field circuit is unaffected by the loss of the prime mover 

and as a result the terminal voltage remains unchanged 

straightway following the power reversal implying that 

the excitation of the system is stable. A significant 

reduction in frequency results in a decrease in speed, this 

is due to the fall of torque to values below that required to 

keep the machine spinning at a speed that is proportional 

to the grid frequency. 

 

As the loss prime mover is detected by the relay, bit 18 of 

Info 1 inside the relay made a transition from 0 to 1 as 

shown in Figure 7, thereby, setting the relevant bit 

representing prime mover failure element. The bit is set at 

the same time as when the prime mover failure was 

detected by the relay. 

 

 
 

Figure 7: Bit trip signal 

 

Under normal operating conditions, the trip signal is at 

zero and when the mechanical torque of the system is 

reduced below the relay setting threshold, the relay sends 

a trip command to open the circuit breaker and isolate the 

system. This is illustrated in Figure 8, immediately when 

the trip signal makes a transition from 0 to 1, the breaker 

opens (transition from 1 to 0) as expected. 

 

 
Figure 8: Breaker and trip signals 

 

5. PRIME MOVER FAILURE IMPLEMENTATION 

USING HARDWARE RELAY 

 

Anti-motoring protection in the SEL-300G is provided by 

a reverse/low-forward power element. This element 

measures the real-power flow from the generator. If the 

generator real-power output drops below the settings 

threshold, the relay operates [3]. Two reverse-power 

thresholds are provided but only level 1 is used in this 

paper. 

 

The relay settings for this element are the same as the 

software relay. The idea is to verify the theoretical 

predictions as well as the software relay results. The same 

procedure is followed before testing the element on 

hardware. The relay is ensured to be operating at steady 

conditions imitating the normal operating conditions in 

actual power generating stations. Figure 9 shows the 

system parameters when the system was running under 

normal condition. The active and reactive power are 

found to be at their rated values as well as the primary 

current of the machine. 

 

 
Figure 9: System under normal operation (SEL 300G) 

 

Following the same procedure, the mechanical torque of 

the system was reduced to a value less than the pickup 

setting of the relay and change of active and reactive 

powers are illustrated in Figure 10. At that point failure of 



prime mover was detected by the relay and a trip 

command was sent from the relay to open the circuit 

breaker and isolate the generator as shown in Figure 11. 

 

 
Figure 10: System behaviour after prime mover failure 

 

 
Figure 11: Circuit breaker and trip signals 

 

 
Figure 12: Hardware relay operation 

When the hardware relay is used to test prime mover 

failure, element 32 LED came on (Figure 12) to prove 

that prime mover failure was detected. In both software 

and hardware relays, the relay operation can be shown by 

a trip and circuit breaker operation. When prime mover 

failure is detected by the relay, a trip command is sent 

and a circuit breaker opens to isolate the system before 

any damage can happen. 

 

6. CONCLUSION 

 

The paper examines causes of prime mover failure on ac 

generators, prime mover effects on the generators and 

protection scheme employed for prime mover failure. 

RSCAD software and RTDS are used to implement prime 

mover failure protection study. The results obtained using 

software relay were verified using the hardware relay and 

it can be concluded that the theoretical predictions were 

observed during the implementation of this fault 

condition and from that adequate protection was 

implemented and tested. The primary objective for this 

study is to provide learning opportunities as well as to 

promote the usage of RTDS in any power system 

especially, generator protection studies. 
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are presented for the different case studies. The results indicate that the damping ratio improved with 
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study indicate that parallel HVDC links could be used to improve dynamic system performance.  
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1. INTRODUCTION 
 

It is known that the alternating current (ac) networks have 
various modes of oscillations due to the many 
interactions of different power system components [1]. 
The cumulative masses of the generator rotor swings, 
relative to one another, create small signal oscillations. 
The excitation of the inter area mode oscillations can 
cause the system to become unstable and lead to black-
outs if their protection schemes operate.  
 
Published literature indicates that High Voltage Direct 
Current (HVDC) links may be used to enhance power 
system stability. Due to the various benefits, Eskom is 
studying the impact of implementing more HVDC 
schemes in various areas of the country. Apart from bulk 
power transmission the added advantage of network 
stability enhancement and fault current limiting further 
contributes to the techno-economic feasibility. 
 
This study investigates the use of HVDC to enhance 
small signal stability and presents the initial research. A 
two area ac network with an embedded Line Commutated 
Converter (LCC) HVDC link has been developed using 
DigSILENT PowerFactory and validated against  
literature [1]. The oscillation mode of interest is the inter-
area mode to verify if HVDC can be used to enhance 
system stability of a two area network.  
 

2. METHODOLOGY 
 

The research methodology adopted for this study is as 
follows: 
 

• A two area ac network as per [1] was designed and 
implemented, 

• The performance specifications of this network were 
established by detailed modelling and represent the 
base case. The studies involved time domain fault 
analysis and modal analysis using the eigenvalue 
technique, 

• A third parallel AC link was implemented and the 
change in damping was noted, 

• The third ac link was replaced with a new HVDC link 
and the changes in damping were studied. This study 
also involved time domain fault analysis and modal 
analysis using the eigenvalue technique. A three phase 
fault was introduced and cleared in order to move the 
system out of steady state operating condition causing 
the rotors in the two areas to exchange the excess 
energy generated by the fault. 
 

3. BACKGROUND  
 

3.1 Stability and power system control  

 
Stability of power system refers to the ability of the 
system to operate in a state of equilibrium under normal 
operating conditions. In the event of a disturbance, the 
system should return to a state of equilibrium within a 
specified time [1]. Stability in power systems is related to 
a condition where all the generators remain in 
synchronism with each other. Power systems are 
continually subjected to perturbations such as switching 
of transmission lines or loads and faults at different points 
on the system. The type of perturbation sub-divides 
stability into two categories, namely transient stability 
and steady state stability [2].  
 



Power system control has a significant effect on the 
dynamic performance of the system after a disturbance 
therefore the dynamic performance of a system can be 
classified into [4]: 
 
• Transient stability: the rotor angle instability after a 

major disturbance. 
• Voltage stability: ability to maintain acceptable 

voltage levels leading to lack of reactive power. 
• Frequency stability: Large deficits in generation and 

load resulting in large frequency excursions. 
• Small signal stability: insufficient damping on rotor 

oscillations after a small disturbance. 
 
3.2 Small signal stability 

 
Small signal instability can exist after a loss of an 
interconnection resulting in rotor oscillations. Inter-area 
oscillation may occur where there are two areas of great 
inertia with a weak interconnection. In large power 
systems small signal stability problems may be either 
local or global in nature. The local problem is associated 
with oscillations between the rotors of a few generators 
close to each other (local mode) and the frequency of the 
mode of oscillation can be in the range from 0.7 to  
2.0 Hz [1]. The global small signal stability problem is 
associated with a group of rotors in one area swinging 
against a group of generators in another area (inter-area 
mode) and the frequency of this mode of oscillation can 
be in the range from 0.1 to 0.7 Hz [1].   
 
Small signal stability analysis is based on the eigenvalue 
technique which shows the small signal behaviour of the 
power system. This technique is used to investigate the 
problems related to oscillations with regard to their mode 
shape and relationship with different modes [2]. 
 
3.3 Mitigation of small signal instability 

 
Devices that may be used for economic design and 
improvement of system stability without compromising 
system performance include Static VAR Compensator 
(SVC), Power System Stabiliser (PSS) and HVDC [1]. 
 
3.3.1 Static VAR Compensator with supplementary 

control 
 
SVC has the ability to influence the voltage profile of a 
power system thus affecting the reactive and active  
power [2]. By accurately controlling the voltage and the 
reactive power, the SVC can enhance power system 
stability. The primary mode of operation is voltage 
regulation which improves transient and voltage stability. 
The SVC contribution to damping of system oscillation is 
however small and a supplementary control (or Power 
Oscillating Damper (POD)) is needed to achieve 
significant damping. The location of the SVC depends on 
the input signals used and the controller design [1]. The 
input signals used for the supplementary control must be 
responsive to the modes of oscillations to be damped. 

This can be determined by the residues and 
observabilities of various input signal for both pre-fault 
and post-fault conditions [1]. 
 
3.3.2 Power System Stabilisers 

 
The PSS function is to add damping to the generator’s 
rotor oscillations. This is achieved by modulating the 
generator’s excitation thus developing a component of 
electrical torque in phase with the rotor speed  
deviations [1]. Power system stabilisers are inexpensive 
and simple in design and can be the most effective power 
system damping controllers if setup correctly. Set up 
consists of two processes which include off-line analysis 
and on-line commissioning of the PSS. 
 
The off-line analysis is essential because it is extremely 
difficult to simulate inter-area oscillations on line and the 
on-line commissioning is to determine if the models used 
for off-line analysis are accurate. The PSS must have 
phase lead requirements which are easily defined. The 
PSS phase lead characteristics are chosen to eliminate the 
lag between PSS input into the exciter and the generator 
rotor electrical torque with the generator at constant 
speed [2]. 
 
The performance of a PSS with regard to local modes is 
influenced slightly by the location of the PSS and the 
characteristics of the load. The PSS does however damp 
inter-area oscillations significantly by modulating the 
system loads. It is therefore evident that the mechanisms 
in which the PSS adds damping to local and inter-area 
modes are different [11].  
 
3.3.3 HVDC links with supplementary control 

 

Basic operation of the LCC HVDC: HVDC bridges 
convert ac power into dc power at the rectifier terminal 
and the inverse at the inverter terminal to allow power 
flow to the ac network. The advanced controls keep the 
direct voltage at specific levels for the transfer of power 
from or into the ac grid. The setting of the firing angle 
determines the size and polarity of the direct output 
voltage after rectification. The rectifier’s output voltage 
differs to the inverter’s input voltage due to a volt drop 
caused by the resistance of the transmission line [6]. 
 
HVDC control benefits: The HVDC control is the heart of 
the HVDC scheme as it is fast acting with controlled 
dynamics. HVDC control is more advanced than an AC 
system such as the control of electrical generators [6]. 
The correct design of HVDC control allows the fast 
acting control system to assist the weak ac network to 
recover from faults and as such avoiding voltage 
instability or voltage collapse as well as optimising the 
power flows within the network. The control requirement 
for HVDC power transmission related to control 
functionality is determined from the HVDC system 
objectives and varies between different projects. The 
control requirements include the following attributes [6]: 



 
• Flexibility in the control of power, 
• Fast control response, 
• Stability under all operating conditions, 
• Good transient recovery, 
• Promotion of AC system performance, 
• Robustness in the AC system events, 
• Maintaining symmetrical valve firing in the steady 

state, 
• Prevention of repetitive commutation failure in 

inverters, 
• Reactive power control. 

 
Power control using a Power Oscillating Damper: 

Damping of power oscillations can be achieved by using 
the ability of the HVDC scheme to control the active 
power accurately and fast. The HVDC link can be 
controlled by rapidly ramping the dc power down to 
reduce generation or load unbalance of the ac system on 
both sides. It can rapidly ramp up power through its 
overloading capabilities which can be used to assist to 
improve system stability [2]. A power oscillation damper, 
POD, can be used as a supplement control to modulate 
the HVDC power transmission to provide damping to the 
low frequency power oscillations. Power modulation 
function derives a measurement of the power oscillation 
in the connected ac system form the ac bus waveforms 
such as frequency and phase angle but the active power 
for the effective generator is the input signal selected in 
Figure 1. 
 

 
Figure 1: Test system for damping power oscillation 

using HVDC POD control [2]. 
 
In Figure 1, if a fault is applied on line A-B, the HVDC 
keeps its scheduled power without any additional 
measures introduced, and the power oscillation depends 
on the natural system damping. The gain and the phase 
angle as well as the limits are added to the system 
configuration and the output signal is the reference of the 
power controller. It is then emphasised that increased 
system damping can be introduced by the appropriate 
power modulation of a parallel HVDC link [2]. 

4. CHARACTERISTICS OF THE STUDY SYSTEM 
 

4.1 The Two Area System Network  

 
The network consists of two similar areas connected by 
weak parallel ac ties, as shown in Figure 2. Each area 

consists of a set of coupled generator units, each having a 
rating of 900 MVA [1]. The generators, transformers and 
transmission system parameters are found in  
reference [1].  
 
The system operating within area 1, exporting 400 MW 
to area 2 are electrically loaded according to reference 
[1]. The generators are equipped with an IEEE type 
DC1A DC excitation system model [1]. The loads of 
areas 1 (L7) and 2 (L9) are 976 MW and 1767 MW 
respectively. 

 
Figure 2: Two Area Network [1] 

The load flow and eigenvalue analysis of the power 
system were performed where the inter-area and local 
modes were identified. Observability (mode shape) 
provides an indication of which generators are oscillating 
with each other. The state variable chosen is speed as it 
allows for identification of which generators are 
participating in the oscillatory modes. Their mode shapes 
as seen in Figure 3 a-c, show the eigenvector component 
corresponding to the rotor speeds of the four machines. 
The observability of the system exhibits three rotor angle 
modes of oscillations: 
 
• Figure 3a shows that the inter area mode, with a 

frequency of 0.48 Hz, the generators G1and G2 
swinging against generators G3 and G4.  

• In Figure 3b,c, the two local modes, with frequencies 
of 0.97 Hz and 0.99Hz, as well as the G1 swing 
against G2 and G3 swing against G4 are evident. 

 

 
 

Figure 3 a: Mode shapes of generator speeds for the Two 
Area System (with an AVR) – Inter-area mode 
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Figure 3 b: Mode shapes of generator speeds for the Two 

area system (with an AVR) – Local mode G1/G2 
 

 

 
Figure 3 c: Mode shapes of generator speeds for the Two 

Area System (with an AVR) - Local mode G3/G4 
 

Table 1: Damping ratios and Frequencies for Local and 
Inter-area mode (with an AVR) 

 
Damped 

Frequency 

Damping Ratio Mode shape 

Hz   

Local mode 

G3/G4 
0.98889430402 0.093505871594 
0.98889430402 0.093505871594 
0.96142066612 0.093978606936 Local mode 

G1/G2 0.96142066612 0.093978606936 
0.48374478077 0.025641683049 G1G2/G3G4 

Inter Area 

mode 
0.48374478077 0.025641683049 

 
Modes with a damping ratio of less than 3% can be 
accepted but with caution as it may lead to instability 
Error! Reference source not found.. It is evident that 
the inter-area mode has poor damping of 2.5% as seen in 
Table 1. The local modes have significant positive 
damping of 9% which make those local modes more 
stable compared to the inter-area mode. A damping ratio 
of 5% means that in three oscillation periods, the 
amplitude is damped to about  
37% of its initial value. The minimum acceptable level of 
damping is not clearly known but a damping ratio which 
is negative causes the mode to become unstable [1]. 
 

4.2 The LCC HVDC Model 

 
The first Cigré LCC HVDC benchmark model as shown 
in Figure 4 was used. The model represents a monopolar 
500 kV, 400 MW HVDC link with 12-pulse converters at 
both rectifier and inverter ends [3]. The DC side consists 
of smoothing reactors and a  
T-network equivalent of the DC transmission line. The 
DC line parameters could represent either a cable [5] or a 
monopolar equivalent of a bipolar overhead line [7]. The 
system parameters are shown in Figure 2 [5] although 
some changes in the filter parameters were proposed by 

the Cigré at a later stage [7]. Further details of the 
converters, AC and DC sides are provided in [5, 7-9]. 
 
A generic primary control for LCC HVDC links was used 
here. Under normal condition the rectifier end operates in 
constant current control mode while the inverter controls 
the voltage/extinction angle. The roles could reverse 
under abnormal operating condition such as a fault on the 
rectifier bus. The current order is derived from the power 
order using the measured DC link voltage. A 10-15% 
margin is set between the current orders at the rectifier 
and inverter ends. Voltage dependent current order limit 
(VDCOL) is enabled to reduce with the current order 
under a drop in voltage conditions to prevent a run-away 
situation. The firing angle at the rectifier end was limited 
between 5º and 150º to allow reliable turn on of the 
valves and allow a change of mode i.e. inversion mode to 
clear faults in the DC link. At the inverter end, the firing 
angle was limited between 110º and 170º to reduce the 
possibility of commutation failure and avoid accidental 
switch over to rectification mode [1]. 
 

 
Figure 4: Cigré Benchmark Model for LCC HVDC 

 
5. RESULTS AND DISCUSSION 

 
Non-linear time domain simulations were performed to 
validate the dynamic response when a self-clearing fault 
is applied for a duration of 0.1 s on one of the tie lines 
connecting buses 8 and 9 (inverter end) for the following 
cases:  
• The two area test system 
• A third parallel ac tie line 
• Embedded HVDC link 
 
5.1 Case 1: A third AC line in parallel with the ac tie line 

connecting bus 7 and 9 

 
The more lines that are connected in parallel reduce the 
Surge Impedance Loading (SIL) of the network. 
However, an AC line with specific power loading is 
connected between bus 7 and bus 9 to analyse the system 
behaviour. The three mode shapes that are seen in Table 1 
are present in all the cases scenarios as seen in Table 2 
but with different damped frequencies, however, this case 
study shows a damping ratio of 3.2% which is an 
improvement from the two area network. It is then noted 
that the power angle decreases as the load is distributed 
across all the transmission lines thus improving the 
damping ratio faintly. 
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Table 2: Damping ratios and frequencies for local and 

inter-area modes for Case 1. 
 

Damped Frequency Damping Ratio Mode shape 

Hz  Local mode 

G3/G4 0.99571558812 0.091537474825 
0.99571558812 0.091537474825 
0.9664752374 0.092335641644 Local mode 

G1/G2 0.9664752374 0.092335641644 
0.5776000418 0.031778784573 G1G2/G3G4 

Inter Area 

mode 
0.5776000418 0.031778784573 

 
The nonlinear simulation shows that the AC line 
experienced oscillations and the active power recovered 
after 30.4 s which is longer compared to Case 4, 
correlating the smaller damping ratio as seen in the modal 
analysis. It can be seen in Figure 5b that the additional 
AC line also is affected by fault with a sudden reduction 
in active power and generated oscillations which 
stabilises with the system natural damping. 
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Figure 5 a: Time domain response of a fault for Case 1 
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Figure 5 b: Time domain response of a fault for Case 1 

 
5.2 Case 2: LCC HVDC integrated on the Network 

 
The LCC HVDC link was integrated in the two area 
network -between bus 7 and bus 9 as shown in Figure 6. 
The modal analysis and simulation results are validated 
against certain parameters (e.g. for filters, capacitors, 
etc.) Some adjustments are made to adjust the power 
loading of the HVDC link rating to 0.45 A (to transmit 
200MW). An LCC HVDC link is separately introduced 

into the AC system in parallel with the AC corridor 
connecting the two areas in the power system.  
 

 
Figure 6: Two Area Network embedded with the LCC 

HVDC link [12] 
 

Table 3: Damping ratios and frequencies for Local and 
Inter-area mode for Case 2 

 
Damped Frequency Damping Ratio Mode shape 

Hz   

Local mode 

G3/G4 
1.0492650868 0.058752627773 
1.0492650868 0.058752627773 
1.0284085198 0.059550201582 Local mode 

G1/G2 1.0284085198 0.059550201582 
0.55948552244 0.049658546374 G1G2/G3G4 

Inter Area 

mode 
0.55948552244 0.049658546374 

 

 
Figure 7 a: Mode shapes of generator speeds for Case 2 – 

Inter-area mode  
 

 

 
Figure 7 b: Mode shapes of generator speeds for Case 2 – 

Local mode G1/G2 
 
 

 
Figure 7 c: Mode shapes of generator speeds for Case 2 – 

Local mode G3/G4 
The modal analysis was performed and the three mode 
shapes are also identified but at different damped 
frequencies. The local modes now represent a reduced 
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damping ratio of 6% and 5% respectively while the inter-
area mode represent an improved damping of 5% as seen 
in Table 2. The mode shape is visible for all three 
oscillation modes as seen in Figures 7a,b,c. The 
integration of the HVDC link has increased the damping 
ratio of the inter-area mode as the AC tie lines are left to 
carry only 200 MW (instead of 400 MW) while HVDC 
link carries the other 200 MW. With a decrease in power 
over the AC tie line, the power angle across the corridor 
decreases which results in an increase in synchronising 
torque coefficient and therefore the frequency of 
oscillation [1].  
 
If the network was heavily loaded, the inter-area mode 
will become unstable and the HVDC link will relieve the 
ac tie lines from carrying more power thus stabilising the 
inter area-mode. Changing the loading conditions has 
little impact on the local modes as they are faintly 
affected by line power flow [12].  
 
5.3 Case 3: Fault on the Two Area Network without 

LCC HVDC link in the Time domain 

 
Time domain results are effective in confirming small 
signal analysis results and it also shows how the system 
nonlinearities affect the mode of oscillations [2]. A three 
phase short circuit fault is simulated on the AC tie line 
connecting buses 8 and 9 for the duration of 0.1 s.  It is 
monitored for 40 s to capture the damping of the power 
oscillation for the post-fault condition and pre-fault 
condition as shown in Figure 8. 
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Figure 8: Time domain response for Case 3. 

 
The active power at line 4 between bus 6 and 7 is 
monitored for the dynamic response of the fault on the 
system stability. The voltage and current network mode 
shape angles are not identical but the differences 
observed in the numerically computed solutions using 
algorithms arise as a result of the fact that the response of 
the network to a fault is directed by how long the fault 
acts on the network and the location of the fault within 
the network. These factors have an influence on the phase 
characteristics of the network because they directly 
impact the fault impedance and network stability. The 
system stabilised after a period of approximately 33.7 s 
and this is indicative of the system’s natural damping. 

 

5.4 Case 4: Fault on Case 2 Network in the Time domain 

with the LCC HVDC link connected between bus 

7 and 9. 

 
The case 1 network layout was used with the same fault 
and in the same location, i.e. midway along the line.  
Figure 9 indicates the results of this study. 
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Figure 9: Time domain response of a fault for Case 4. 

 
The active power did spike for the duration of the fault 
but the damping ratio was higher therefore the active 
power recovered quicker when compared with Case 3. 
The recovery time for the post fault condition was 
shortened to 19.5 s which correlates with the increased 
damping ratio as seen in Table 3.  
 
The control action as seen in the responses is very fast 
and aims to maintain the accuracy of the controlled 
variable i.e. constant dc current and constant extinction 
angle. The presence of poorly damped inter-area mode is 
evident from the angular separation between G1 and G3 
and the power flow in the line connecting buses 9 and 10 
as seen Figure 10a. As seen in Figure 10c, the LCC 
HVDC link voltage drops sharply during the fault due to 
the reduction in inverter end AC voltage. With regard to 
inter-area oscillations as seen in Figure 10e, the rectifier 
switches between constant current and constant firing 
angle control and the power through the DC link drops 
during the fault as anticipated. The inverter moves to 
constant extinction angle control which is the measure of 
gamma, this is basically the period when the thyristor 
valve voltage is negative. As seen in Figure 10f, the 
gamma control element increases sharply during a fault 
but the controller reduces the value of gamma and 
operates in minimum extinction angle control thus 
reducing reactive power consumption and assisting in 
improving stability [12]. 
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Figure 10 a Time domain response of the Rotor angle 
displacement when a fault is applied (with Reference 

slack bus G1) 
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Figure 10 b: Time domain response of Active Power 
between buses 6-7  
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Figure 10 c: Time domain response of DC link Voltage  
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Figure 10 d: Time domain response of DC Link Active 
Power  
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Figure 10 e: Time domain response of Firing angle 
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Figure 10 f: Time domain response of Extinction angle 
 
5.5 Comparison of the Case study 3 and Case study 4 

 
Figure 11 shows a comparison of the active power swing 
responses in Case 3 and 4 clearly, the behaviour of the 
active power and the rate of decay of the oscillations after 
the fault condition are visible. Case 3 which is red 
indicates the power swing with no HVDC link integrated 
and Case 4 which is green in colour indicates the power 
swing with an LCC HVDC connected. It can be clearly 
seen that the HVDC link enhanced the stability of the 
Network with the introduction of damping. 
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Figure 11: Time domain response of cases 2 and 3 

 
6. CONCLUSION 

 
This paper presented a power system modelling study of 
a two area AC network with an imbedded LCC HVDC 
scheme.  The work was done in order to study the validity 
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of published literature with regard to power system 
stability enhancement through the use of parallel HVDC 
connections.  
 
The results obtained were consistent and in good 
agreement with various literature. Although the two area 
AC network modified with an additional AC line (in 
place of the LCC HVDC link) became more stable with a 
slight increase in the damping ratio of the inter-area 
mode, the value was not large enough to contribute 
significantly to system stability. This slight increase in 
damping ratio is due to the fact that the additional AC tie 
results in a ‘stronger’ network and the power angle across 
the corridor decreases. 
 
The integration of the HVDC link has increased the 
damping ratio of the inter-area mode. The presence of a 
poorly damped inter-area mode is evident from the 
angular separation between G1 and G3 and the power 
flow in the line connecting buses 9 and 10. Also, evident 
is the sharp drop in the LCC link voltage during the fault 
due to the reduction in the inverter end AC voltage.  With 
regard to inter-area oscillations during fault conditions, 
the rectifier switches between constant current and 
constant firing angle control.  As anticipated, the power 
through the DC link drops during the fault.  The studies 
have also shown shorter recovery times after a fault or 
disturbance.  
 
As Eskom is pursuing investing in HVDC lines at various 
locations, this analysis presented will be applied to those 
new cases so that all the advantages of HVDC links can 
be considered in the terms of the techno-economic 
feasibility. Eskom will then have the full advantage of 
transporting bulk power but at the same time mitigating 
the effects of small signal stability on the National grid 
and internationally (with the Southern African Power 
Pool (SAPP)). 
 

7. FUTURE STUDIES 
Further damping may be achieved with an adaptive 
control element using HVDC links. This research will 
involve developing detailed two area power system 
networks using power system modelling software. The 
Model predictive control will be developed for online 
corrective control. The benefits and factors affecting the 
adaptive control performance will be noted for possible 
future installations of HVDC schemes. The models will 
be validated against literature. 
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Abstract: Ground faults are the most common types of faults in generators and can damage the stator 

winding severely. 100 % stator winding ground fault protection therefore becomes one of the crucial 

protection functions in generator protection. The grounding method used plays an imperative role in 

determining which protection functions are to be employed on the generator. The new phase domain 

synchronous machine obtained in RTDS allows for the simulating of internal faults. 100 % stator 

winding ground fault protection is presented in this paper which is achieved using a multifunction 

generator relay. 
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1. INTRODUCTION 

 

Generators are a fundamental part of the power system. 

The fundamental role they play in the power system 

require their operation to not only be reliable but be 

supplemented by reliable protection system to protect the 

generator should any disruptions occur [1].  Despite 

monitoring systems, electrical and mechanical faults may 

still occur, therefore generators need to equipped with 

protection schemes that will initiate a withdrawal of the 

machine and if, necessary, initiate a complete shut-down 

of the machine. The loss of one generator at an electricity 

utility can results in detrimental effects in the power 

system, increasing the load to be carried by other units 

which may cause more problems and also making the 

system prone to less revenue. The costs of repairing the 

damaged generator are very high. [2].  

 

The most common faults reported on generators are 

ground faults. Stator ground faults may be triggered by the 

breakdown of insulation in the windings as well as 

environmental influences such us moisture or oil together 

with the dirt which accumulates on the coil surfaces 

outside the stator slots [3]. This paper serves to illustrate 

how 100 % stator ground protection can be achieved on a 

high impedance grounded generator.  

 

 

2. STATOR GROUND FAULTS 

For a single-phase to ground fault occurring at the 

generator terminals, the fault current is a result of two fault 

current, one due to external sources and the other from the 

generator itself. The damage inflicted on the generator is 

related to the energy released at the arc in the fault during 

the duration of the fault [4]. When a ground fault occurs, 

the relevant protection scheme issues a trip signal to the 

generator breaker. However, the current in the generator is 

not disturbed since the generator field remains excited. 

After the generator breaker has tripped, the excitation will 

then be reduced. The fault current continues to flow until 

the generator field demagnetises completely and because 

at this point the generator breaker is already opened the 

damage to the generator is unavoidable [5].  To reduce the 

amount of fault current the neutral point of the generator is 

grounded. There are various methods used for grounding 

practices. This study focused on ground fault protection of 

high impedance grounded generator.  The type of 

grounding used determines the type of protection scheme 

to be used.  

 

 If a fault occurs near the neutral, the zero sequence voltage 

available in that region is too small to drive the current to 

a fault. This scenario does not impose damage on the 

generator. The uneasiness of this situation is however 

generated if a second ground fault occurs, whether at the 

same point, same phase or another creating a short circuit 

between the two points. Because of this second fault, 

severe damage may be sustained by the machine leading 

to a fault not restricted by the grounding impedance [6].  

 

 

3. STATOR WINDING GROUND FAULT 

PROTECTION METHODS 

 

Differential protection schemes are the primary protection 

used for asymmetrical faults in generators [7]. Overcurrent 

or over-voltage relays are also the fundamental protection 

relays used due to their reliability and simplicity.  The 

drawback with these relays is that they cannot detect faults 

near the generator neutral in high impedance grounded 

generators. These methods include percentage phase 

differential protection, ground differential, ground time-

overcurrent, instantaneous ground overcurrent, stator 

winding zero sequence neutral over-voltage protection and 
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wye-broken delta voltage transformer ground overvoltage 

protection. These entire protection schemes protect 5- 95% 

of the stator winding [8]. None of them achieve 100 % 

coverage of the stator winding. High resistance grounded 

generators requires more sensitive protection schemes. 

There are three most common methods used in industry to 

achieve 100 % stator winding protection:- 

 Third harmonic neutral under-voltage scheme 

 Third harmonic voltage ratio (differential) 

scheme 

 Sub-harmonic injection scheme 

 

A. Third harmonic neutral under-voltage scheme 

 

This scheme includes a 27H under voltage relay 

accustomed to detect third harmonic voltage and a 59GN 

relay tuned to the fundamental frequency. The overlapping 

of the overvoltage/under voltage scheme provides 100% 

protection for generator stator ground faults by using two 

measuring functions that cover different portions of the 

machine winding [1,9]. The ground faults that occur in the 

stator winding from the generator terminals to within about 

5 % of the neutral normally produce enough fundamental 

zero-sequence voltage to operate the 59 GN relay. Ground 

fault at the neutral will cause the third harmonic voltage to 

fall to zero triggering the 27H under voltage relay.  

 

However, achieving appropriate settings for this relay is 

rather challenging. The 27H relay must be set sufficiently 

low to avoid dropout during periods of normal operation 

when third harmonic voltage is at a minimum. At the same 

time, the setting must be high enough to detect all the faults 

not seen by 59GN relay with the generated third-harmonic 

voltages at a maximum [1, 6].  

 

B. Third harmonic voltage ratio scheme 

 

The generator output voltage is not a perfect sinusoidal 

wave, it is distorted by harmonics and the third harmonic 

is the largest. The harmonics appear in each phase having 

similar magnitude and phase. They are found in the 

generator neutral and terminal as a zero-sequence quantity 

[10].The working principle of this method is to measure 

the harmonics either at the terminal, neutral or both for the 

protection of the generator. The third harmonic ratio 

scheme measures the third harmonic voltages both at the 

terminal and neutral of the generator. 

 

Figure 1 illustrates the third harmonic distribution along 

the stator in different loading conditions. In the middle of 

the stator winding, the third harmonic has a null point 

(zero). When a fault occurs at the neutral of the generator, 

the third harmonic voltage at the terminal is increased to 

the maximum whereas at the neutral it is reduced to zero. 

This can be clearly seen in figure 2a. For a fault at the 

generator terminals, the opposite occurs, the third 

harmonic voltages at the terminal decreases to zero and the 

neutral now consists of the sum of the generated third 

harmonic voltages. This simple logic allows this protection 

scheme to detect ground faults at the terminal and neutral 

of the generator. The decrease or increase in the third 

harmonic voltage will depend on where the fault occurs as 

well as the loading on the generator [5]. 

 

 
Figure 1: The distribution of the third harmonic at 

different loading conditions 

 
Figure 2: Third harmonic voltages distribution during a 

ground fault at the generator (a) terminals (b) neutral 

 
To achieve 100 % protection of the stator winding, the 

third harmonic voltage ratio scheme is supplemented by a 

fundamental frequency 59GN overvoltage relay to provide 

protection around the null point which is at the middle of 

the winding. This also gives clarification to the previous 

section with regard to challenges faced when using 

overvoltage 59GN and under voltage 27H relays for stator 

winding protection, the discrepancies of the third harmonic 

voltages along the stator at different loading conditions. 

Therefore with the assistance of the over-voltage relay, this 

method becomes a better and more preferable method to 

use even at light loads.  

 

 
Figure 3: 64G element operating characteristics [12] 

 
Figure 3 shows how these elements complement each 

other. Another imperative point to note is the failure of the 

overvoltage relay to operate for faults near the neutral and 

at this section the overvoltage relay is complemented by 

the third harmonic voltage ratio protection element. 



Together these elements are referred to as 64G from 

generator protection elements list. 

 
C. Sub-harmonic injection method  

 

This method uses the injected voltage to detect ground 

faults along the stator. The voltage is injected with the use 

of a transformer between the grounding element and 

ground. The grounding element may be a distribution 

transformer, reactor or resistor. The injected voltage has a 

relatively low sub-harmonic frequency, usually a quarterly 

of the system frequency is chosen. The currents that are 

caused by the injected voltage are continuously measured. 

During normal conditions, this current will flow through 

the stator winding shunt capacitances to ground, once a 

ground fault occurs, the shunt capacitances are short-

circuited and as result the magnitude of the current rises. 

From this principle, the relay can detect occurrence of 

ground fault by the change in current magnitude. The 

advantages of this method are that the low injected 

frequency increases the impedance of the stator 

capacitance reactance thereby increasing the sensitivity of 

the protection scheme [13]. Furthermore, the current is 

measured for the full quarter of the system frequency (12.5 

or 20 Hz cycles) that is used, and this method also uses a 

coupling filter to block the fundamental frequency 

component of the signal [5]. The drawback from using this 

method is that it is expensive due to the additional 

equipment it requires for the injection of voltage. 

 

 

4. SYSTEM MODEL 

The model of the system used in this study is well known 

model used mostly in stability studies. It consists of a 555 

MVA generator connected to a step-up transformer which 

is also connected to an infinite bus through two parallel 

transmission lines as shown in figure 4. This model is 

generated from [14] where there are four 555 MVA 

generators, but for the purposes of this study only one 

generator was used. The real time digital simulator 

(RSCAD software) offers a new phase domain 

synchronous generator model which differs from other 

previous models in such that it allows the user to apply 

internal winding faults along the whole stator winding. 

Furthermore, the generator field circuit can be represented 

in detail with the use of power system components also 

allowing more realistic contingencies and fault scenarios 

which could enhance the results obtained from protection 

studies. 

The generator is also connected to generator controllers 

and due to the effect of generator protection on system 

disturbances and vice versa, the simulation also made use 

of the power stabilizer and excitation control systems. 

Therefore, the generator has inputs for governor/turbine 

and exciter interfaces. For the user to be able to simulate 

for internal faults as mentioned above, the self and mutual 

inductances of the machine windings including the faulted 

windings must be computed as functions of rotor position 

and saturation. The model therefore uses two methods to 

compute the inductance matrix of the machine which are 

the d-q and the modified winding function approach 

(MWFA) based methods.  The D-Q based method which 

was used in this study is disadvantageous in such that it 

does not show the phase belt harmonics (3rd, 5th, and 7th 

harmonics) due to the non−sinusoidal distribution of the 

windings and permeance) [15].  

 

The machine model is a two-axis model in which dynamics 

of all the stator and rotor electrical circuits are represented. 

The internal bus parameters and machine initial load 

parameters were used to specify the machine’s initial 

operating conditions using the load flow tool in RSCAD. 

The load flow results were used to automatically set the 

inputs to the excitation and governor/turbine connected to 

the generator.  

 

 
Figure 4: System model used for this study 

 
A. Multifunction Generator Relay 

 
The multi-function generator relay model is a full transient 

model that utilizes a threading technique developed by 

RTDS Technologies [15]. This relay consists of different 

protective functions employed for generator protection for 

numerous types of faults and abnormal conditions. 

Differential elements for phase and neutral currents, 100% 

stator protection, loss of field protection, out−of−step, 

volts per hertz, and other important additional relay 

elements which provide comprehensive protection for the 

generator [16]. The competency of the multi-function 

generator relay model to detect and clear synchronous 

machine ground faults is validated in this paper.  

 

 

5. SIMULATION RESULTS 

This study was based on the third harmonic voltage ratio 

method also known third harmonic differential method. 

This scheme is dependent on the availability of third 

harmonics in the generator. As mentioned in the previous 

section that the phase domain synchronous generator fault 

d-q based model used in this study does not generate the 

odd number harmonics, hence the first step was to 

artificially generate the third harmonics and add them to 

the neutral and terminal of the generator and pass them on 

to the multifunction generator relay. To realistically 

generate the third harmonic voltages, a logic which 

included all the factors that impact their production was 

created. The third harmonic voltages produced by the 

generator depend on the generator construction, generator 

excitation and loading on the generator [10, 17]. The 

grounding method was incorporated into the artificial third 

harmonic voltage generation method that was used. The 

generated third harmonic voltages both at the terminals 

and neutral of the generator also depend on the 



capacitances and earthing resistances and therefore the 

stray capacitances were included to ensure that the model 

is as representative as possible [7, 17]. 

 

 A grounding transformer was used which reduces the fault 

current to a range of 3 – 25 A [5]. The IEEE standard 

C37.101 [18] was used to calculate the size of the 

secondary resistor which limits the fault currents. The 

secondary resistor of the grounding transformer was 

calculated to be 0.271 Ω. Finding the exact value of this 

resistance is not critical since the equipment capacitive 

tolerances and resistances change due to temperature rise. 
The maximum stator-ground fault current that flows 

through the primary winding of the grounding transformer 

was found to be 5.11 A. The following results shows 

simulations where a ground faults were applied at different 

locations along the stator. Figure 5 presents a ground fault 

which was applied at 95 % of the stator winding.  

 

 
Figure 5: Fault logic 

 
This fault is detected by the relay and both the 64G1 and 

64G2 pick up for this fault and a trip signal is issued as 

seen in figure 6. The main generator breaker and the field 

breaker are opened to shut down the generator. As 

discussed in the previous section, when a fault is applied 

at the terminal, the third harmonic voltage at that point is 

reduced to zero and increased to maximum at the neutral. 

The info1 signal represents the generator protection 

elements signals and in this case bit 14 and 15 represents 

64G1 and 64G2 respectively.. 

 
Figure 6: Relay and breaker signals 

 
Figure 7 shows this phenomenon for a fault which occurs 

at 95 %. The same fault at figure 6 was also applied at 50 

% of the stator winding. At this point, the reliability of the 

64G2 element in detecting ground faults is dissatisfactory. 

Looking at the info1 signal in figure 8, one can clearly see 

the inadequate operation of 64G2 which is represented by 

bit 15. Since the two elements complement each other, 

overvoltage element 64G1 is more reliable and therefore 

operates to ensure the respective breakers are opened and 

the generator is shut down. 
 

 
Figure 7: Measured terminal and neutral third harmonic 

voltages 

 
As shown in figure 3, 64G2 element has a null point at the 

middle of the stator winding (around 50 %) which prevents 

this element from being effective. However, the operation 

of the 64G1 element at this point is exceptional due to the 

large neutral over-voltage which causes this element to 

trip. 64G1 detects the ground fault first. Figure 9 shows 

that there is not much change in the third harmonic voltage, 

therefore the operation of 64G2 which relies on this change 

(ratio) is affected. 

To fully understand the 64G elements operating 

characteristics, a solid ground fault was also applied at 5 

% of the stator winding. Again, as mentioned a fault 

occurring close to the neutral results in the third harmonic 

at that section increasing to maximum and another very 

important point about this region is the insufficient neutral 

over-voltage available to trip the 64G1 element during 

fault conditions. 

  

 
Figure 8: Relay and breaker response (fault at 50 %) 

 
Figure 10 serves to show the operations of breaker and 

relay signals.  The 64G2 element plays an efficient role in 

ensuring that faults at this point are detected and the 

generator stator winding remains protected. Figure 11  

 



illustrates the reduction of third harmonic voltage at the 

neutral of the generator. This shows that 100 % of the 

stator winding is fully protected at all locations against 

solid ground faults. The operation of the 64G2 element 

also depends on the loading of the generator. 
 

 
Figure 9: Neutral and terminal third harmonic voltage 

 

 
Figure 10: Breaker and relay signals during a ground a 

fault at 0 % of the stator winding 

 

 

 
Figure 11: Variation of the neutral and terminal third 

harmonic voltage 

The magnitude of the third harmonic voltages is highly 

affected by the loading of the generator. For this reason, 

the settings of this element require the protection engineer 

to know the magnitude of these harmonic voltages at zero 

and full load conditions on the generator. Therefore, it was 

also investigated if the generator remains protected at 0 % 

and 100 % loading from 0% to 100 % of the stator winding. 

Solid ground faults were applied through the entire length 

of the stator, analysing the behaviour of both the 64G1 and 

64G2 elements. The results obtained from these two cases 

were tabulated and recorded to table 1 and 2 as presented 

in the appendix. 

 
 

6. CONCLUSION 

 

Stator ground protection is a very critical protection 

function in generator protection. The occurrence of stator 

ground faults requires that the implemented methods 

provide 100 % stator ground protection at all times. This 

paper presented a new phase domain synchronous machine 

model which allows for internal faults to be applied along 

the stator winding. Differential protection is not adequate 

for the protection of the stator winding in high impedance 

grounded generators.  

 

The multifunction generator model and the phase domain 

generator model demonstrated how the 100 % stator 

winding protection is achieved with the use of the 64G 

generator protection element which uses the third 

harmonic voltage ratio and overvoltage schemes. These 

scheme complement each ensuring that the stator winding 

is protected at all points. The dead bands of 64G1 and 

64G2 were shown, with the 64G1 scheme failing to 

operate at lower percentages of the stator winding and the 

unreliability of the 64G2 scheme around the middle of the 

winding. Even with such catastrophes, both these schemes 

show to be a more reliable and cost effective method. 
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8. APPENDIX 

Table 1: Results obtained for 64G operating characteristics 

for different fault locations full load 

 
% of the 

stator 

winding  

64G1 64G2 

95 Tripped  Tripped 

85 Tripped Tripped 

75 Tripped Tripped 

65 Tripped Tripped 

55 Tripped Tripped 

54 Tripped Unreliable tripping  

52 Tripped Unreliable tripping 

50 Tripped  Unreliable tripping 

45 Tripped  tripped 

35 Tripped  Tripped  

25 Tripped Tripped  

15 Tripped Tripped  

10 Tripped Tripped  

5 Tripped   Tripped  

0 No trip Tripped  

 
Table 2: Tabulated results obtained for 64G operating 

characteristics for different fault locations at zero loading  

 
% of the 

stator 

winding  

64G1 64G2 

95 Tripped  Tripped 

85 Tripped Tripped 

75 Tripped Tripped 

65 Tripped Tripped 

55 Tripped Unreliable tripping 

54 Tripped Unreliable tripping  

53 Tripped Unreliable tripping 

52 Tripped Unreliable tripping 

50 Tripped  Unreliable tripping 

45 Tripped  Unreliable tripping 

40 Tripped  Unreliable tripping 

35 Tripped  Tripped  

25 Tripped Tripped  

10 Tripped Tripped  

5 Tripped   Tripped  

0 No trip Tripped  
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Abstract: This paper presents simulation study of a distribution system protection using software 

over-current relays. The simulation study has been performed on a real-time digital simulation 
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together with software relays that can be very useful particularly in education and training protection 

aspects and further in developing research case studies. 
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1. INTRODUCTION  

 

Power systems comprise many items which are not only 

very expensive but must be utilised as much as possible 

within applicable constraints of security and reliability of 

supply. However, the fundamental requirement is that the 

power systems and their equipment must always be 

operated in a safe manner all the time irrespective of 

demand from the consumer side. To ensure this, power 

systems are always carefully designed and protected 

using proper schemes. Interestingly, no matter how well 

the power systems are designed, faults are obvious and 

they occur sooner or later [1]. Occurrence of faults due to 

insulation failure that might be exposed to some 

conductive parts may cause danger to electrical 

installations and human beings if they get involved 

anyhow [2]. Therefore, there must be some provision to 

detect fault conditions and disconnect elements to isolate 

faulty part/s of the system as quick as possible keeping 

the healthy part/s intact and distribution part/s of power 

system/s are of great importance as it is responsible for 

delivering power to consumer premises [1]. 

 

2. DISTRIBUTION SYSTEM PROTECTION 

 

Overhead power distribution systems are normally 

subjected to transient faults because of phase-phase or 

phase-ground fault and permanent faults. The main aims 

of distribution system protection are to minimize: (a) the 

duration of faults and number of consumers affected by 

the fault and hence to eliminate safety hazards as quickly 

as possible (b) limit service outages (c) protect 

consumers’ apparatus and system from unnecessary 

service interruptions and disturbances and (d) finally 

disconnect the faulty parts at the earliest [3, 4]. 

Distribution systems don’t usually require fast fault 

clearance and hence are protected using time-graded 

systems and where fault clearance times are not critical 

time-delayed remote back-up protection may be adequate. 

However, knowledge of current and voltage distribution 

in a network during fault conditions are essential for 

setting up proper protection system. Time-graded method 

uses appropriate time settings for each and every relay 

controlling the circuit breakers in the system that ensures 

that the breaker nearest to the fault opens first. The relay 

at the immediate upstream is set to have higher time 

setting as compared to first one and so on for the relays 

closer to the source side. This method, however, has the 

disadvantage that for a fault occurred at the farthest end 

of a feeder takes longest time to be cleared by the source 

end relay where the fault level is the highest when relays 

at the downstream fail to operate. Time-grading can also 

be obtained using standard inverse definite minimum 

time (IDMT) relays where current/time characteristics 

can be varied according to tripping time required. There 

are various such characteristics defined by IEC 60255, 

such as standard inverse, very inverse, extremely inverse. 

In most of the cases, standard inverse characteristics 

provide satisfactory results. However, if satisfactory 

grading is not achieved then other characteristics may be 

useful to solve the problem [1]. 

 

This paper utilized RTDS as a platform to simulate case 

studies in which there is a source representing a 

substation connected to downstream of a distribution 

system were simulated and tested with over-current 

software relays available at RTDS library. 

 

3. REAL-TIME DIGITAL SIMULATOR 

 

RTDS is special purpose computation facility that comes 

with a software suits and used to study electromagnetic 

transient phenomena in real-time. RTDS also includes 

accurate power system component models used for 

making a physical power system. Further, a powerful user 

friendly graphical user interface enables the user to 

construct, run and analyse power systems. It also allows 

the user to connect hardware such as power system 

controllers, protective relays etc. [5, 6]. Figure 1 shows 

the configuration that has been used for study of 

distribution system protection using software relay. The 

system under study is constructed on a computer using 



RSCAD software which is simulated on RTDS 

processors and the results of simulation/s are sent back to 

the computer for analyses. 
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Figure 1: Use of RTDS for system under study 

 

4. SYSTEM CONFIGURATION 

 

The system under study is as shown in Figure 2 and has 

been adopted from [1] with little modification to make it 

suitable for training and education purposes, and also fuse 

protections have been replaced by relays as the main aim 

here to understand and apply the knowledge of over-

current and earth fault protections using relays. Source at 

88 kV is representing a power sub-station supplying load 

at 88 kV and transformers to supply load at loads at 11 

kV as well as 0.4 kV levels. Three inverse time over-

current relays having IEC standard inverse characteristics 

have been associated with three circuit breakers CB3, 

CB6 and CB7 for protection from over-current due to 

normal overloading and faults conditions F1, F2 and F3. 

Protection transformers were chosen based on the loading 

on the system and voltages at the buses from which the 

respective secondary current and voltage signals were 

sent to over-current relays. Also, other necessary logic 

circuits such as fault logic, circuit breaker control logic 

were developed using RSCAD control functions. 
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Figure 2: System under study 

 

5. SIMULATION RESULTS AND ANALYSIS 

 

5.1 Normal load change of L1 

 

Figure 3 shows change in load demand L1 from 0.001 

MW to 0.025 MW. The other loads L2-L5 are kept at 

their initial set value and hence they are not changed as 

evident from the plot. Figures 4, 5, and 6 illustrate that 

currents increase with increase in load L1. The 

corresponding changes in secondary currents are also 

shown Figures 4, 5, and 6. 

 

 
Figure 3: Change in L1 

 

 
Figure 4: Currents (BRK7 & CT7) 

 

 
Figure 5: Currents (BRK6 & CT6) 

 

 
Figure 6: Currents (BRK3 & CT3) 

 

 
Figure 7: Breaker, trip and fault signals (load change) 

 

Figure 7 represents breaker status signals which are at a 

value of 1 indicating the breaker on condition. The trip 



signals issued by relays R3, R6 and R7 are also shown in 

Figure 7 indicating there is no such signal issued as there 

is no over-current condition persisting in the circuit. 

Further, the fault signals because of faults occurring at 

various locations at F1, F2 and F3 are shown in Figure 7 

as well. There is no fault condition persisting and hence, 

all the fault signals are represented by zero. 

 

5.1.2 Overloading by increasing L1 

 

 
Figure 8: Load1 change (overloading L1) 

 

 
Figure 9: Currents (BRK7 & CT7 overloading L1) 

 

 
Figure 10: Currents (BRK6 & CT6 overloading L1) 

 

 
Figure 11: Currents (BRK3 & CT3 overloading L1) 

 

In this case, Load L1 has been increased from its initial 

value to 0.5 MW to initiate overloading condition which 

is shown in Figure 8. Figure 8 is also showing other loads 

illustrating that there are no changes occurring in them.  

Because of this overloading condition, currents carried by 

upstream part of the circuit are shown in Figures 9, 10 

and 11 together with currents seen by the respective 

relays. Because of over-current, relay R3 picked up and 

issued a trip signal which is shown in Figure 12 that 

resulted in tripping of circuit breaker BRK3 that is 

associated with relay R3. 

 

 
Figure 12: Breaker, trip and fault signals (overload L1) 

 

5.1.3 Occurrence of fault at F1-R3 picks up 

 

 
Figure 13: Phase-A to ground fault (F1) 

 

 
Figure 14: Currents (BRK7 & CT7 - F1) 

 

 
Figure 15: Currents (BRK6 & CT6 - F1) 

 

 
Figure 16: Currents (BRK3 & CT3 - F1) 

 

A phase-A to ground fault is applied at location F1 and as 

a result phase-A current increases which is shown in 

Figure 13 and the resulting increase in currents in the 

circuit are shown in Figures 14, 15 and 16. 



 
Figure 17: Breaker, trip and fault signals (F1) 

 

The fault signal F1 is shown Figure 17 that causes relay 

R3 to pick up and issue the trip signal that in turn trips the 

circuit breaker BRK3 as shown. 

 

5.1.4. Occurrence of fault at F1 – R3 fails to operate 

 

 
Figure 18: Phase currents (F1)  

 

 
Figure 19: Currents (BRK7 & CT7 - F1- R3 blocked) 

 

 
Figure 20: Currents (BRK6 & CT6 - F1- R3 blocked) 

 

 
Figure 21: Currents (BRK3 & CT3 - F1- R3 blocked) 

 

In this case, again the a phase-A to ground fault was 

applied at location F1, however, relay F3 was blocked to 

mimic the situation that it is not functional and hence will 

not be able to pick up the faults occurring. Figure 18 

shows the phase currents from which it is clear that 

because of phase-A to ground fault, the phase-A current 

increases as compared to other phase currents. Figures 

19, 20 and 21 illustrate corresponding increase in 

currents. Figure 22 shows the associated signals from 

which is evident that relay R3 did not pick up the fault 

condition although F1 signal is present and hence, the 

relay R6 picked up and issued the trip signal to isolate the 

fault by tripping circuit breaker BRK6. 

 

 
Figure 22: Breaker, trip and fault signals 

(F1–R3 blocked) 

 

5.1.4. Occurrence of fault at F1 – R3 and R6 fail to 

operate 

 

 
Figure 23: Phase currents (F1 - R3/R6 blocked) 

 

 
Figure 24: Currents (BRK7 & CT7 - F1- R3/R6 blocked) 

 

 
Figure 25: Currents (BRK6 & CT6 - F1- R3/R6 blocked) 

 

In this case, a three-phase to ground fault was applied at 

F1 with relay R3 and R6 in blocked condition and 

increase in phase currents in the circuit are shown in 

Figure 23. Changes in currents in the circuit are shown in 



Figures 24, 25 and 26 respectively. Figure 27 shows the 

presence of fault and at the absence of any trips signal 

issued by relays R3 and R6 while relay R7 has picked the 

fault condition up and issued the trip signal to cause 

circuit breaker BRK7 to trip. 

 

 
Figure 26: Currents (BRK3 & CT3 - F1- R3/R6 blocked) 

 

 
Figure 27: Breaker, trip and fault signals 

(F1-R3/R6 blocked) 

 

5.2 Occurrence of fault at F2 

 

 
Figure 28: Phase currents (F2) 

 

 
Figure 29: Currents (BRK7 & CT7 – F2) 

 

 
Figure 30: Currents (BRK6 & CT6 – F2) 

 

In this case, a phase-A to ground fault was applied at F2 

and the changes in phase currents is illustrated in Figure 

28. The corresponding changes in circuit currents are 

shown in Figures 29, 30 and 31 respectively. Figure 32 

shows that the fault condition was picked up relay R6 and 

a trip signal was issued causing circuit breaker BRK6 to 

trip. 

 

 
Figure 31: Currents (BRK3 & CT3 – F2) 

 

 
Figure 32: Breaker, trip and fault signals (F2) 

 

5.2.1 Occurrence of fault at F2 – R6 fails to operate 

 

 
Figure 33: Phase currents BRK6 (F2 - R6 blocked) 

 

 
Figure 34: Phase currents BRK7 (F2 - R6 blocked) 

 

 
Figure 35: Currents (BRK7 & CT7 – F2 - R6 blocked) 

 

In this case, a three-phase to ground fault was applied at 

F2 with relay R6 blocked. The increase in phase currents 



are shown in Figures 33 and 34 respectively whereas the 

increases in currents in the system are shown in Figures 

35, 36 and 37. Figure 38 shows the fault at F2 but the 

relay R6 failed to pick up while the relay R7 functioned 

properly backing up the protection for the system. 

 

 
Figure 36: Currents (BRK6 & CT6 – F2 – R6 blocked) 

 

 
Figure 37: Currents (BRK3 & CT3 – F2 – R6 blocked) 

 

 
Figure 38: Breaker, trip and fault signals (F2-R6 blocked) 

 

5.3 Occurrence of fault at F3 

 

 
Figure 39: Phase currents BRK7 (F3) 

 

 
Figure 40: Currents (BRK7 & CT7 – F2) 

 

In this case, a three-phase to ground fault was applied at 

F3 and the resulting increase in phase currents are shown 

Figure 39 whereas the increases in current seen by the 

part of the circuit are shown in Figure 40. The 

corresponding trip and circuit breaker signals are shown 

in Figure 41 that illustrates that the relay R7 picked up 

the fault condition and issued trip signal to circuit breaker 

BRK7 to trip and isolate the fault. 

 

 
Figure 41: Breaker, trip and fault signals (F3) 

 

6. CONCLUSIONS 

 

The importance of power system and distribution system 

protection has been discussed and implemented on real-

time digital simulation platform. Over-current protection 

using IEC standard inverse relay characteristics have 

been simulated for fault conditions at various locations of 

a radial distribution system and protection coordination 

have been implemented and demonstrated with the results 

obtained that could be helpful in teaching and education 

of over-current protection and protection coordination.  
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Abstract: The impact of loss of field excitation in synchronous generators is one of the main causes 

of voltage instability. The large consumption of reactive power and rapid changes in the system 

components leads to severe damage of the generator and jeopardizes system stability. This paper 

looks into loss of field excitation events and how their impacts can be reduced by using the R-X 

protection scheme. 
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1.    INTRODUCTION 

 
The continually increasing power system has become a 

rising concern for power system stability and protection 

engineers. Loss of field excitation is a synchronous 

machine abnormal condition which results from 

unexpected tripping of the field breaker, short circuit fault 

in the field winding, exciter voltage regulator failure or 

loss of excitation supply [1].  This condition is likely to 

damage both the machine and the system. When loss of 

excitation occurs, the machine draws in a very high 

amount of reactive power which is supplied by the stator 

current. 

 
In this condition, the machine runs at a speed that is 

higher than the synchronous speed operating as an 

induction machine and the stator is likely to be damaged 

due to overheating [2]. As the machine draws more 

reactive power from the system, neighboring machines in 

the system will be forced to increase their reactive power 

output which will result in deteriorating of voltage in the 

system. Weaker systems may fail due to the large voltage 

drop caused by this condition. In addition, the transmission 

protection relays may mal-operate due to overloading and 

isolate non-faulted sections of the power system [3]. For a 

large power system, voltage instability can cause a 

significant damage. 

 
For cylindrical rotor synchronous generators the 

generator may lose synchronism instantly after loss of 

excitation even when the generator is operating at light 

loads [4]. Due to the mentioned reasons, protection 

engineers try to ensure that this condition is detected as 

early as possible. There are five protection schemes used 

to detect loss of excitation namely:- the U-I scheme based 

on  the  measurement  of  phase  angle  difference  and 

between phase voltage and current, P-Q scheme which 

uses generator active and real power output, G-B scheme 

which is based on the generator terminal admittance. The  

last two schemes are R-X schemes which are based on 

the measurement of impedance at the generator terminals. 

One of these two elements is supplemented by a 

directional element [5]. 

 
This paper focuses on the R-X protection scheme which 

is a negative MHO offset element. When this scheme is 

properly set, it can detect a loss of field excitation from 

full load down to no load [6]. 
 

 
2.    GENERATOR OPERATING LIMITS 

 
Each and every generator works according to a capability 

curve which is given by the manufacturer and limited by 

the rated MVA which represents the generator maximum 

continuous output in steady state without overheating [7]. 

During loss of field excitation, the machine will start 

operating in the under-excited operating limit region of 

the generator capability curve which is hazardous to the 

unit. The prime protection for this is the Under Excitation 

Limiter (UEL) control on the excitation system. The UEL’s 

role is to prevent the excitation declining over the stator 

end region heating limit. For this reason it is very 

imperative that the settings of the UEL and the loss of field 

excitation protection should not overlap each other. If they 

overlap each other during the case of loss of field excitation 

than the leading reactive power should reach the UEL 

faster than the characteristics of the loss of field excitation 

protection elements [8]. 

 
3.    NEGATIVE-OFFSET MHO 

 
This element uses two circles which are formed using the 

generator’s saturated direct axis transient reactance and a 

diameter for 1 per unit for the outer circle. Both these 

circles have a negative offset of half the saturated direct 

axis transient reactance. These two circles normally 

referred to as zone 1 and zone 2 together as  shown in  
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figure 1 can detect loss of excitation occurring during light 

and heavy loads.  When the measured impedance falls inside 

zone 1 or zone 2 (operating region), the relay will issue a 

trip signal and after a certain delay put to avoid tripping for 

scenarios such as power swings, the breaker will open to 

shut down generator [9]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: LOFE protection scheme with an offset mho 

element 

 
4.    SYSTEM MODEL 

The model of the system used in this study is a well- known 
model used mostly in stability studies. It consists of a 555 
MVA generator connected to a step-up transformer which is 
also connected to an infinite bus through two parallel 
transmission lines as presented in figure 2. This model is 
generated from [10] where there are four 555 MVA 
generators, but for the purposes of this study only one 
generator was used. 

 
The real time digital simulator (RSCAD software) offers a 

new phase domain synchronous generator model which 

differs from other previous models in such that it allows the 

user to apply internal winding faults along the whole stator 

winding. Furthermore, the generator field circuit can be 

represented in detail with the use of power system 

components also allowing more realistic contingencies and 

fault scenarios which enhance the results obtained from 

protection studies. 
 
 
 
 
 
 
 
 
 
 

Figure 2: System model used for this study 

 
The generator is also connected to generator controllers and 

due to the effect of generator protection on system 

disturbances and vice versa, the simulation also made use of 

the power stabilizer and excitation control systems. 

Therefore, the generator has inputs for governor/turbine and 

exciter interfaces [11]. 

 

5. CLOSE-LOOP TESTING OF HARDWARE 

PROTECTION RELAYS 

 
Closed loop testing has made it possible for protection 

engineers to determine how the relay operates for a given 

fault condition. It allows one to analyze the behavior of the 

relay succeeding to initial operation (for reclosing 

strategies). With this arrangement, protection engineers 

can analyze the effect of the relay operation on the power 

system and its stability. 

 
The interaction between the individual protection relays 

in a full protection scheme during the response to fault 

conditions and also consider the effect of inaccuracies, 

non-ideal characteristics or errors in measurement. 

Investigations and troubleshooting of field events where 

relays are found to operate differently in practice than 

expected can also be conducted using this arrangement 

[11]. Figure 3 shows the equipment and method of testing 

used in this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Closed loop testing of the SEL 300G generator 

protection relay using the RTDS system 
 
 

 
6.    SIMULATION RESULTS 

 
When a generator loses excitation, it consumes a large 

amount of reactive power from the external power system 

in order to support its terminal voltage. The excessive 

reactive power drawn by the generator can harm the 

generator and cause instability of the whole system. To 

lower the damage that may be caused by this condition, 

loss of field excitation protection detects scenarios when 

the excitation is below the minimum excitation limit. A 

short circuit on the slip rings will reduce the excitation 

voltage down to zero. This will cause a gradual reduction 

of the excitation current and eventually a loss of excitation. 

An open circuit in the field circuit will also cause a total 

loss of excitation. When the field breaker is open, a high 

voltage is induced in field winding and there is a risk for 

damages to the discharge resistor [12]



For this study, loss of field excitation was investigated 

with: 
1.    Short circuit in the field winding 
2.    Open field breaker 

 

 
6.1 LOFE Impact on Generator Parameters 

Before the study was conducted, the hardware relay was 

verified if it was reading out the accurate system 

parameters before any disturbance could be applied. Figure 

4 illustrates power output values, the power factor of the 

relay and the system frequency as taken from the display 

screen of the SEL 300G generator protection relay.  

 

For the MHO negative offset element used, the relay 

settings were based on CT and VT secondary quantities, 

the impedances were calculated on the CT and VT 

secondary basis. The time delays  were chosen so that 

zone 1 time delay is set to 0.05 seconds to prevent mal- 

operation  during  switching  transients  whereas  a  time 

delay of 0.5 seconds was used for zone 2  to avoid relay 

mal-operation during power swing conditions.  Figure 5 

shows the impact of LOFE on the generator parameters 

which resulted from a short circuit in the field winding. For 

the following results, the relay was deactivated so as to 

analyze the impact of LOFE events in the system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: (a) Generator active and reactive power outputs, 

(b) machine power factor, and (c) system frequency 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5: Effect of LOFE on generator parameters (short 

circuit in the field winding) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Drastic changes caused by the accidentally 

opening of the field breaker



 

The results shown in figure 5 also illustrates that during 

this condition, the mechanical power remains intact 

(active power remains at 482 MW) as the generator 

attempts to remain synchronized by running as an 

induction generator. As an induction generator, the 

machine speeds up and draws a lot of reactive power 

from the grid. The generator reactive power output is 

proportional to the internal generator voltage. Therefore, 

the terminal voltage of the machine also decreases at the 

same rate as the reactive power 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Field current during LOFE short circuit in the 

field winding and open field circuit 

 
When a LOFE is caused by an open field breaker, the effect 

on the generator’s parameters is more severe due to the 

impulsive change in the field current which in turn causes 

extreme fluctuations in the terminal voltage. Figure 6 

illustrates the drastic changes in the generator parameters 

during open field circuit.  The decaying of terminal 

voltage in both these conditions is due to the field 

current decaying at the field time constant rate. Figure 7 

shows the behavior of field current for both the open field 

circuit and short circuit in the field winding. 

 
6.2 Short – circuit in the field winding 

Figure 8 shows the first event which was the short-circuit 

fault   that   occurs   in   the   field   windings   that   was 

investigated for this research, with the protection scheme 

enabled.     A  picture  taken  from  the  hardware  relay 

showing  that  it  has  detected  a  LOFE  condition  and 

tripped with 40 element is shown in figure 9.  Figure 10 

illustrates the relay and breaker signal showing that the 

relay issued a trip signal at 4.494 seconds after the fault 

was applied. As mentioned previously, the relay uses the 

impedance measured from the generator terminal to detect 

LOFE events. Figure 11 illustrates the LOFE operating 

characteristics being overlaid by the impedance and the 

impedance locus enters zone 1 at 4.48 seconds giving a 

difference of 0.046 seconds which is approximately equal 

to the set time delay of zone 1. 

 
 
 
 
 
 
 
 
 

Figure 8: Short circuit fault logic 
 

 
 
 
 
 
 
 
 
 
 

Figure 9: Response from hardware relay (SEL 300G) 

 

 

Figure 10: Relay and breaker signals (short-circuit fault) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11: R-X diagram showing impedance locus during 

LOFE (from runtime interface in RSCAD)



 

6.3 Open field circuit 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12: Response from breaker and relay 

 
In this case the field breaker is intentionally opened at 

0.2976 seconds as seen in figure 12. The relay picks up 

the fault as impedance locus falls on zone 2 of the 40 

element characteristics.  The generator  was opened  

at 0.8096 seconds giving a difference of 0.512 seconds 

which can be accounted for time delay of 0.5 seconds in 

zone 2. The impedance locus in this scenario was more 

rapid compared to the short circuit fault condition making 

it challenging to prove that the relay had tripped at the 

appropriate time. Therefore, to successfully calculate the 

time of operation, the generator breaker was deactivated 

and the field breaker was opened for a better path of the 

impedance locus as demonstrated in figure 13. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 13: Impedance locus in R-X diagram 

 
 
 
 
 
 
 
 
 

 

Figure 14: SEL 300G relay display screen 

 
Figure 14 demonstrates the response from the hardware 

relay which indicates that the relay had detected LOFE 

event and issued a trip signal which was also sent back to 

the RSCAD software as seen in figure 12. 
 

 
7.    CONCLUSION 

 
An undetected loss of field condition can lead to the 

decaying of voltage if the affected generator remains 

connected to the system. The pressure for neighboring 

generators to assist with the large reactive power drawn 

by the affected generator from the system can distress 

nearby voltage of the system rapidly and jeopardize 

voltage stability of the whole system.  Furthermore, 

should this condition persist, severe damage to the 

generator due to the weakening of the magnetic coupling 

between rotor and stator, heavy loading on the armature 

windings, and thermal heating on rotor windings will 

occur. Hence to reduce all these impacts, LOFE events 

should be detected as fast as possible. 

 
Two L O F E  e v e n t s  w e r e  p r e s e n t e d  a s    well 

a s  t h e  protection function used to protect the generator 

during these events. The R-X protection scheme used for 

the protection   of   LOFE   in   generators   showed   to   be 

competent in protecting the generator during LOFE 

events and doing so at an appropriate time of operation. 
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Abstract: The electric railway environment has long been considered electromagnetically 

unfriendly and has been plagued by electromagnetic interference. Recently, it has been 

found that a substantial percentage of return current flows through the couplers of moving 

trains. This paper presents a theoretical equivalent electrical circuit model of the wagon, 

railway infrastructure and locomotive in order to predict the coupler current. These models 

provide a theoretical approximation of the system and the contributing parameters. As a 

further development of the project, the model will be verified through in depth testing 

under various conditions. This testing will not only test the accuracy and reliability of the 

model, but will also refine it.  
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1. INTRODUCTION 

 

Return current, or a portion thereof, to the substation 

from locomotives has been found to flow through the 

couplers of a train. This current, often referred to as 

“Wagon Current”, has been found to cause failures due to 

interference caused in systems located close to the 

couplers. Such an example is the Electronically 

Controlled Pneumatic (ECP) brake system which has a 

power and signal cable which runs the length of the train.  

This brake system is found on the South African Coal 

Line, which is one of South Africa’s heavy haul lines. It 

is suspected that the wagon currents cause interference 

through inductive coupling with such systems. The 

mechanism forming the wagon currents is not simple, and 

many parameters are suspected to influence the amount 

of current that flows through the couplers of the train. 

Some of these suspected parameters include the railway 

infrastructure, wagon design, line current, environmental 

conditions, train configuration and  train location relative 

to the feeding substation to name a few.  

 

In order to understand the mechanisms suspected to effect 

the current distribution along a train, an approximate 

circuit model of the system must be developed. This 

model will aid in theorizing the causes of the 

electromagnetic incompatibility, predict the effects, and 

also analyse the possible benefits of the presence of this 

coupling. Thus a model of the system is developed and 

proposed in the form of three sub-system models being 

the locomotive model, the supply model and the wagon 

model. The amalgamation of these models into the 

system model will expectantly allow for the simulation of 

the coupler currents. 

 

 

 

2. THE SUPPLY INFRASTRUCTURE 

 

2.1 The Ideal Supply Model 

 

The power supply infrastructure to the locomotive can be 

modelled very simply, with only an ideal source, or with 

added levels of complexity. Each level of complexity that 

is added will result in a more accurate model. Initially, 

the simple ideal source model feeding power to the 

locomotive is proposed, as can be seen in Figure 1. 

 

 
Figure 1: Diagram to show the Ideal AC Substation 

Supply Model. 

 

This model means that the voltage supplied by the 

substation will be equal in magnitude and phase as the 

voltage supplied at the locomotive. This is clearly not the 

case, as the transmission line will cause a voltage drop as 

it is non-ideal and has impedance due to its physical 

attributes. It is for this reason that the lumped impedance 

supply model is proposed in section 2.2. 

 

2.2 The Lumped Impedance Supply Model 

 

The transmission line of any power transmission system 

will have a resistive, inductive and capacitive element to 

it. These attributes will result in the voltage magnitude 

and phase being altered. The impedance of the line will 

usually be specified per kilometer, thus a lumped model 

can be used such that the impedance is a function of the 

distance (d) of the locomotive from the substation. This 

model is shown in Figure 2. 



 

  
Figure 2: Diagram to show the Lumped Impedance 

Supply Model. 

 

From Figure 2, it is clear that, depending on the 

transmission line parameters, there will be a voltage drop 

and phase shift along the transmission line. This means 

that the voltage at the output of the AC substation and the 

voltage at the input of the locomotive will be different in 

magnitude and phase; however they will be related 

through the parameters of the transmission line. 

 

This model is a simple description of the power feeding 

circuit; however, there are multiple conductors as 

opposed to a single conductor carrying current to and 

from the locomotive. This means that the model must be 

extended in order to achieve an acceptable level of 

accuracy. In order to do this, the typical infrastructure 

layout must be considered as well as the electrical 

parameters of each conductor. Figure 3 shows the typical 

infrastructure layout that is found on the Coal Line. 

 

 
Figure 3: Diagram to show the Typical Supply 

Infrastructure Layout on the Coal Line. 

 

The geometrical configuration of the conductors 

insinuates, that each conductor will have a self-

inductance parameter as well as a mutual inductance 

parameter to every other conductor [1].  Although the 

current distribution in the conductors is considered to not 

be uniformly distributed over the conductor’s cross-

section due to the each conductors proximity to other 

current carrying conductors, the proximity effect is not 

considered to be pronounced as the conductors are a 

substantial distance apart compared to their radii [1].  

Figure 4 shows the typical conductor separation found on 

the Coal Line. 

 
Figure 4: Diagram to show the Typical Conductor 

Separation on the Coal Line. 

 

The conductors, although eventually forming a closed 

loop system, will be considered as partial inductances. 

The theory of partial inductance falls outside the scope of 

this paper, however the derivations are used. The details 

theory can be found in [1]. 

 

Since it is desirable to model the transmission line 

parameters as lumped parameters per meter, the self and 

mutual partial inductances will be specified per meter 

length.  

 

Following complex mathematical derivations, the 

formulae for partial self-inductance and partial mutual 

inductance are found in equations (1) and (2) respectively 

[1]. 
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where:        is the partial self-inductance of the 

conductor. 

   is the length of the conductor/s. 

    is the radius of the conductor. 

    is the partial mutual inductance between  

two parallel conductors. 

   is the physical distance between the two 

parallel conductors. 



Due to the fact the orthogonal currents flowing along the 

mast structure travel a small distance in comparison to the 

transmission line, the coupling of these orthogonal 

currents is considered to be negligible. 

 

The relevant physical parameters of each conductor 

described in Figure 3 and Figure 4 can be found in [2]. 

The rail, although not cylindrical is estimated to be 

cylindrical with a radius based on its cross sectional area. 

  

Table 1: Table showing the Electrical and Physical 

Parameters of the Conductors Typically found on the 

Coal Line, [2]. 

 
Units Material 

Ermelo - 
Vryheid 

Vryheid - 
Richards Bay 

Contact Wire     HD Cu 107 161 

Resistance      
 

0.2186 0.1616 

Catenary Wire     HD Cu 65 80 

Resistance      
 

0.3230 0.2851 

Return Conductor     AAC 150 250 

Resistance      
 

0.2316 0.1574 

Additional Return 
Conductor 

    AAC 150 None 

Resistance      
 

0.2316 
 

Feeder Wire     AAC 150 150 

Resistance      
 

0.2316 0.2316 

Rail     Steel 3853 3853 

Resistance       0.04 0.04 

Span Length   
 

71 67 

Contact Wire Height 
(Normal) 

  
 

5.15 5.2 

 

Using the parameters detailed in Figure 3, Figure 4 and 

Table 1, the partial inductances of the supply 

infrastructure can be calculated through the use of 

equations (1) and (2). The results of which can be seen in 

Table 2 where the partial mutual inductances between 

each pair of conductors is shown as well as a conductors 

partial self-inductance. All values are calculated for a 

length of 1 meter. 

 

Table 2: Table showing the Partial Self and Mutual 

Inductance of the Conductors (per meter) Typically found 

on the Coal Line, [2]. 

(H) Return Feeder Catenary 
Contact 

Wire 
Rail-Left 

Rail-
Right 

Return 9.34E-07 2.43E-08 6.07E-08 3.53E-08 3.34E-08 3.34E-08 

Feeder 2.43E-08 9.34E-07 2.45E-08 2.25E-08 1.27E-08 1.19E-08 

Catenary 6.07E-08 2.45E-08 1.02E-06 7.93E-08 1.57E-08 1.57E-08 

Contact 

Wire 
3.53E-08 2.25E-08 7.93E-08 9.67E-07 1.93E-08 1.93E-08 

Rail-Left 3.34E-08 1.27E-08 1.57E-08 1.93E-08 6.09E-07 8.82E-08 

Rail-Right 3.34E-08 1.19E-08 1.57E-08 1.93E-08 8.82E-08 6.09E-07 

 

The mast-to-rail bonding straps are typically installed on 

every fifth mast pole. If the assumption is that the 

impedance of the bond itself is negligible, then the 

parameter affecting the impedance between the rail and 

the return conductor is the impedance of the rail over the 

distance. The lumped impedance model of these bonds 

will need to be an oscillating function, as these bonds 

repeat every fifth mast pole. This oscillating function will 

be described using a Fourier series of sine waveforms and 

is approximated as follows: 
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where:    is the distance from the substation.  

 
     is the distance between mast poles 

(either         or        ). 
 

 
      is the impedance of the rail (     

          ). 
 

 
      is the impedance of the bonding 

between the rail and the return 

conductor at distance  . 
 

 

These parameters lead to an extended lumped impedance 

model which describes the parameters of each conductor 

as well as the bonding between the rail and the return 

conductor as can be seen in Figure 5.       consists of 

resistance       and inductance      . The resistive 

components are based in the physical resistivity of the 

materials as indicated in Table 1. The inductive 

components are based on the partial inductances of Table 

2.  

 
Figure 5: Diagram to show the extended lumped 

impedance supply model based on the parameters found 

in Figure 3, Figure 4, Table 1 and Table 2. 

 

3. THE LOCOMOTIVE MODEL 

 

3.1 The Single Source Locomotive Model 

 

Due to the fact that modern locomotives have an 

approximated power factor of unity, stemming from the 

addition of advanced on-board power electronics, the 

locomotive can be simply modeled as a controlled current 

source as shown in Figure 6 below.  

 

 
Figure 6: Diagram to show the simplified current source 

model of a modern locomotive utilizing on-board power 

electronics. 

 



The instantaneous value of      , as depicted in Figure 6, 

can be determined by the rating of the locomotive, and 

the line voltage. This is assuming that the locomotive is 

operating continuously at full rating. This is assumed for 

the sake of simplicity, but can be extended further during 

the course of research to include operations at reduced 

power (lower traction command or coasting).  

 

As an extension of this simple model, the regenerative 

braking function of the locomotive can be included. 

When a locomotive enters regenerative braking mode, the 

locomotive acts as a power source instead of a power sink 

or load. By simply inverting the current value of the 

locomotive model,      , to reflect       , the locomotive 

itself becomes a power source. 

 

Although this locomotive model is simple to use and 

understand, the effects of harmonics due to the use of the 

power electronics cannot be ignored and must be 

included in the locomotive model. Thus, the multiple 

source locomotive model is proposed in section 3.2.  

 

3.2 The Multiple Source Locomotive Model 

 

The on-board power electronics found in modern 

locomotives adds the benefit of simplifying the model of 

the locomotive as a power sink with unity power factor. 

However, this being said, the on-board power electronics 

also adds complexity due to the harmonic content that is 

introduced into the system. Table 3 shows the harmonic 

content measured from Transnet Freight Rail Class 19E 

locomotives which are the locomotives being used in the 

scope of this research. 

 

Table 3: Table showing the approximated harmonic 

content of a class 19E locomotive, extracted from [3]. 

Harmonic 

order 

Frequency 

     
Observed Current 

    
Percentage of 

Fundamental 

Fundamental 50 180.00 100% 

2 100 105.00 58% 

3 150 7.00 4% 

4 200 15.00 8% 

5 250 1.50 1% 

6 300 6.00 3% 

7 350 0.90 1% 

8 400 4.00 2% 

9 450 0.70 0% 

10 500 2.00 1% 

 

From Table 3, it is clear that although the fundamental 

frequency, being 50 Hz, has the largest magnitude, there 

also exists substantial current magnitudes at higher 

frequencies. Thus, the single current source model will 

prove inadequate in modeling the higher frequency 

components found on the supply line. It is for this reason 

that the single current source model is extended to the 

multiple source current model. Each current source will 

be at the frequency and magnitude of a harmonic which is 

found through measured data as shown in Table 3. The 

multiple current source model can be seen in Figure 7.  

 
Figure 7: Diagram to show the simplified current source 

model of a modern locomotive utilizing on-board power 

electronics. 

 

The number of sources can be varied depending on the 

level of accuracy required, however, for the purposes of 

this research the multiple source model will be limited to 

the 10
th

  harmonic as  per Table 3 and as depicted in 

Figure 8. 

 

The return current leaves the locomotive through brushes 

on the axles on the wheels and into the rail which acts as 

the conductive path returning to the substation. This 

being said, the couplers on the locomotive can also act as 

a conductive path should another locomotive or wagon be 

coupled to it. This means that in a bo-bo configured 

locomotive (locomotive with four axles) such as the class 

19E locomotive, the return current has the choice of six 

return paths, two couplers and four wheels. In the case of 

a co-co configured locomotive (locomotive with six 

axles), there will be eight return paths for current. 

However, for the scope of this research, only bo-bo 

configured locomotives will be considered. These return 

paths are added to the multiple source locomotive model 

as can be seen in Figure 8. 

 

 
Figure 8: Diagram to show the simplified current source 

model of a modern locomotive utilizing on-board power 

electronics with various current return paths. 

 

4. THE WAGON MODEL 

 

4.1 The Ideal Wagon Model 

 

Although not historically included in locomotive and 

supply system modelling, the wagon model must be 

included in this research as it is the crux of the return 

current distribution through a train. 

 

In the ideal case the train of wagons could be modeled as 

another conductor to be included into the supply model. 

This additional conductor would also have a partial self-



inductance as well as a mutual partial inductance with 

every other parallel conductor. 

 

4.2 The Distributed Parameter Wagon Model 

 

Extending the ideal wagon model, we consider that the 

rail wagon generally has 10 points at which current can 

enter and/or exit the wagon. These paths are the eight 

wheels (four axles) and the two couplers. Similar to the 

various return paths seen in the locomotive model in 

section 3.2, the various paths are initially modelled as an 

arrangement of resistors and inductors.  

 

It is expected that the values of the resistors and inductors 

will not be equal, and experimental research into the 

values of these parameters must be performed. In order to 

simplify the wagon model from the complex grid of 

resistors, assumptions regarding the symmetry of the 

wagons are made. It is assumed that the wheels and axle 

sets are symmetrical about the center of the wagon. This 

means that each axle with two wheels is considered a 

single node. For the purposes of this research, it is 

assumed, that the capacitive elements between the nodes 

of the wagon are negligible as the voltage that is expected 

between the nodes of the wagon should be very low. Thus 

the capacitive elements between the nodes of the wagon 

model are not included. The complex wagon model is 

described by Figure 9. 

 

 
Figure 9: Diagram to show the reduced complex wagon 

model. 

 

The inductive elements indicated in the model, will 

comprise of self partial inductance and mutual partial 

inductances with other conductors. The calculations of 

which are similar to those described in section 2.2. 

 

5. EXPERIMENTAL VERIFICATION OF THE 

MODELS 

 

In order to successfully use the models in simulations to 

determine the behavior of the system under varying 

conditions, the models must be verified and refined. This 

process is to be performed through experimental 

measurements. 

5.1 The Supply Model Verification 

 

The supply model must be verified by measuring the size 

of the components of the supply model. This will be 

performed by isolating a section of railway track whose 

configuration falls within the scope of research, and to 

supply a controlled (known) voltage and current and then 

to measure the voltage drop and phase shift at various 

distances from the supply. Analysis of the measurements 

will result in the sizing of the components in the supply 

model as well as model verification. 

 

5.2 The Locomotive Model Verification 

 

The locomotive model has been derived from the 

measured harmonic currents found on typical modern 

locomotives. This being said, the components 

constituting the current exit nodes must be sized through 

experimental verification. This will again be performed 

by applying a controlled voltage and current and 

measuring the magnitude drops and phase shifts at the 

various nodes of the model.  

 

Again, analysis of the measurements will result in the 

sizing of the components in the locomotive model as well 

as model verification. 

 

5.3 The Wagon Model Verification 

 

The model of the wagon can be determined through the 

measurement of the voltage magnitude and phase at the 

various output nodes of the wagon whilst applying a set 

voltage, current and frequency to the physical wagon. 

Figure 10 shows the experimental setup. 

 

 
Figure 10: Circuit diagram showing the experimental 

setup to determine the wagon model. 

 

where: V is a frequency generator (variable 

frequency). 

 

 R is a current limiting resistor.  

 C1 is the No.1 end coupler.  

 a1, a2, b1, b2, c1, c2, d1, d2 are wheel 

terminals. 

 

 C2 is the No.2 end coupler.  

 cp is a reference point.  

 

Analysis of the measurements will be performed through 

the use of Nodal Analysis to obtain various complex 

simultaneous equations representing the circuit. These 

simultaneous equations will then be solved to size the 

components of the wagon model. 

 

 



6. CONCLUSION 

 

The unexpected distribution of return current, to the 

substation, through the train has resulted in component 

failures. In order to further understand the aspects 

influencing the return current distribution, as well as 

realize the value of the information obtainable by 

measuring the current through the couplers, a model of 

the system is necessary. Aspects of this model have been 

described in this document, the amalgamation of which 

provides a model which is sufficient to proceed with 

further investigation and research into the return current 

path through wagon couplers. 
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1. INTRODUCTION

The MeerKAT Telescope array will form part of the
Square Kilometre Array which will be the world’s most
sensitive radio telescope [1]. To keep the system as
sensitive as possible, studies have been devoted to keep
the interference levels from radio frequency interference
(RFI) sources as low as possible. However, environmental
sources (such as lightning) can not be minimized since it
occurs naturally.

Lightning protection is an important topic to consider
for outdoor applications, especially in areas with active
lightning activity. Currents and charge as much as 200 kA
and 100 C, respectively can occur in a single short stroke
[2]. Thus, it is important to not only evaluate the lightning
current paths, but also induced currents which might
interfere with or radiate to sensitive instruments. Lightning
protection and lightning induced current mitigation is one
of the main motivators of the research project. In order
to evaluate mitigation an accurate measurement device is
necessary.

Several ways of measuring lightning current exist with the
preferred method being with a current transducer known
as a Rogowski Coil (RC) [3] [4] [5]. The main advantage
of a RC is the return winding which acts as a negative
pick-up loop for stray fields, resulting in an output with
a higher signal to noise ratio. RC’s can also be designed to
be larger than conventional current clamps, making them
desirable when measuring currents in large conductors
such as antenna struts. Figure 1 shows four RC’s with one
being intentionally large.

A main aim of the research project will be to set
guidelines for delivering RC’s with high sensitivity or
high bandwidth, or to highlight restrictions on bandwidth
due to physical dimensions. This will be achieved by
developing and adjusting a theoretical model for the RC
that will match the simulations and measurements in a time
domain calibration technique. With this, a cost effective
high bandwidth RC can be developed for specific RFI
monitoring applications.

Figure 1: Different Rogowski Coils.

2. CURRENT PROBE CALIBRATION

2.1 Rogowski Coil theoretical model

Various sources consider the RC as a basic 2nd order
filter with a series inductance and resistance and a
shunt capacitance [6] [7]. Variations include terminating
resistors and components for an integrator [8]. After some
investigation it was found that this model is applicable
to low bandwidth RC’s. Work done by [9] introduces
the RC as a distributed transmission line model with N
sections (N being the number of windings). Although
the theory and practical measurements correlate well, it is
believed that the approach is application specific due to the
constant capacitance introduced in calibration procedure
which might not be present during a field measurement.

Our work aims to harmonise the approach in [9] with RC’s
of different physical dimensions. The model to be used
will exclude inter-winding capacitance since simulations
done by [10] and [9] have little effect over the working
bandwidth and is therefore small enough to neglect.
Some RC’s include an electrostatic shield to counter a
capacitive coupling component [11] [12]. Although a
fair level of shielding is offered by this approach, the
introduced capacitance will lower the RC’s bandwidth



Figure 2: RC distributed transmission line model showing the
transfer impedance Zt as the induced voltage Vout from a current

I on the enclosed wire being measured. This dependence is
described by equation 1.

[11]. Therefore, the model currently only contains
components for mutual (Lm′dx) and self inductance
(Ls′dx), coil-to-return-winding capacitance (C′dx) and a
resistive component due to the skin effect (Zskin′dx).
Figure 2 shows a transmission line model of the RC with
mentioned components. The length lw is the total length
of the wire used in the RC.

With the theoretical model still being investigated, another
means of measurement verification was sought. FEKO,
wich is based on the Method of Moments approach, was
used to simulate the calibration of the RC [13]. The setup
is depicted in figure 3. The FEKO model for the fixture is
a slightly simplified model of the actual calibration fixture
which shortens the simulation time. Ports on the model
correspond to the ports on the actual fixture and equation
2 is applied on the scattering parameters results from the
simulation. The RC and fixture is discretized resulting in
a mesh size of λ

25 at the highest frequency and simulated
over the frequency band of 0.3-300MHz.

2.2 Conventional current probe calibration

For most applications, the current probe to be used
is calibrated for the application. Usually in a partial
discharge application the probe is calibrated with a current
pulse with known characteristics. In some applications the
probe’s response is measured against another probe whose
characteristics are known. The probe to be calibrated is
then calibrated until the measured currents match to some
extent. In the case where an integrator accompanies the
RC, the integrator components are chosen for calibration.
While the environment in such calibration setups is similar
to those in an actual measurement, it may have noisy
sources which will affect the calibration.

A calibration method commonly used by current probe
manufactures results in a transfer impedance for the RC.
The transfer impedance is given by equation 1 which
shows the relation of voltage and current depicted in figure
2. The conductor current to be measured is indicated by I,
Zt is the transfer impedance and Vout is the voltage of the
RC’s terminals.

Zt =
Vout

I
x (1)

A calibration fixture is used in the transfer impedance
method. The fixture (such as figure 4) needs to be
physically small to ensure that resonances (due to quarter
wavelength current paths) does not appear in the working
bandwidth of the device under test. Unfortunately using a
small fixture introduces a capacitance to RC’s which might
not be there during a normal measurement. To minimise
the capacitance introduced, a larger fixture such as figure 3
is used. Since the current path of a quarter wavelength
is longer with larger fixtures, the resonant frequency is
lower and might fall in the working bandwidth of the RC,
resulting in poor high frequency calibration. An advantage
of this fixture is that it is relatively inexpensive and can
accommodate RC’s of different sizes.

Figure 3: FEKO simulation and measurement of RC calibration
fixture with the large RC. Port 1 is located on the visible fixture
wall, port 2 is the RC output and port 3 is terminated with a 50Ω

load.



The calibration method makes use of a calibrated Vector
Network Analyser (VNA) and excites the centre conductor
of a calibration fixture at selected pre-defined frequency
points. The transfer impedance of a current probe is
determined by equation 2 where S11 and S21 (reflection and
transmission coefficients, respectively) are components of
the scattering parameters received from a 2-port VNA
measurement. VNA port one is the excitation port that is
connected to the visible wall-port of the fixture in figure 3.
VNA port two is connected to the RC. The second port of
the fixture (not visible) is terminated with a 50Ω load.

Zt = 50
S21

1−S11
(2)

Figure 4: Fischer FCC-MPCF-3-32/71/1 calibration fixture and
F-62 current probe [14]

2.3 Alternative calibration method

Some preliminary work has been done on a time domain
calibration method which also makes use of a calibration
fixture. The method entails sending a short pulse down
the centre conductor of a physically long calibration
fixture. The pulse contains the harmonically related
frequencies of interest and by using Fourier theory, the
RC can be calibrated over the desired frequency range
through repeating pulses. To ensure that reflections do not
interfere with the probe’s response, the fixture needs to be
long enough to clearly distinguish between the reflections
and responses with sufficient time between them. The
reflections of S11 and S21 is then gated out and equation
2 is used to calculated the transfer impedance. Currently
a screened room is used as a calibration fixture. This
is done to make use of a noise-free environment and to
achieve acceptable fixture length. Figure 5 shows the
reflection coefficient S11 of a TD approach in a screened
room. The first reflection at 0ns originates from the step
in impedances and the last reflection at 17ns is due to the
short that is made with the screened room wall. With all
the distances known, the expected response of the effect
the RC has on the transmission line can be expected at
t1 = 2∗w2

c where c is the speed of light. Due to the large
RC having only a small effect on the impedance of the line,
minimal reflections are seen around t=9ns.

2.4 Early results

The large RC was calibrated according to the method
described in section 2.2. A simulation of the RC was also
done in FEKO and the results are compared in figure 6.

Figure 5: S11 and corresponding representation of screened
room as calibration fixture. A thin wire is connected from port

one to the opposing wall at a height h2. The RC is placed around
this wire at a distance w2. The height and width of the screened

room is indicated by h1 and w1 , respectively.

Figure 6 shows the transfer impedance of the large RC.
Early measurements tie up well with simulations except
for the resonance at 140 MHz. When the RC is measured
without its supporting foam, a similar resonance occurs
at a lower frequency. Future work will involve analysing
the frequency difference in resonances. The measurement
without the support structure brings forth an interesting
aspect, namely a loss component in the foam. It is believed
that a lossy substance can be used instead of a terminating
resistance to dampen high frequency resonances and
increase the working bandwidth of the RC [7]. Future
RC work will involve explaining the frequency difference
in resonances and also adjusting the model to tie up with
measurements and simulations. Sensitivity and bandwidth
widening will also be of interest.

3. MEERKAT LIGHTNING PROTECTION

3.1 MeerKAT preliminary test

The lightning protection system of the MeerKAT antenna
consists of a lightning air termination rod (ATR) which
connects to the lightning down conductors (LDC). The
LDC relays current to the pedestal through conductive
straps over the shoe-slip-ring assembly. Since the pedestal
forms part of the LDC system, it needs to be connected
to the earth termination system (ETS) to complete a low
impedance path to ground. The pedestal is bolted to the
ETS which has impedance to ground of 1Ω. Of 32 bolts,
four is directly connected to the ETS. The bolts can be seen
in figure 7 where two are circled and annotated as D.



Figure 6: Transfer impedance of the large RC. Measurements of
the RC with and without supporting foam structure (Supported

and Not Supported, respectively) and a simulation done in
FEKO is shown.

To keep the lightning current away from sensitive areas the
mentioned connections must ensure a very low impedance
path. For the MeerKAT antenna, some recommendations
from academics and professionals for the KAT-7 project
have been implemented. Per example, one of the
recommendations was to make use of four instead of
two conducting straps to relay current passing through
delicate mechanical control infrastructure, resulting in a
Faraday cage effect [16]. As part of a recent measurement
campaign, preliminary measurements were taken in order
to establish testing points and to prove our proposed
measurement method using the RCs and current probe’s.
However, some tests could not be performed due to the
antenna installation being finalized.

For the mentioned campaign three main areas of interest
were investigated: The jack screw assembly, the
conducting straps in around the shoe slip ring assembly and
the pedestal to earth connections. These areas are circled
in red in figure 7. The jack screw assembly is not part of
the lightning protection system, but concern is raised since
lightning currents might flow in the assembly, possibly
damaging sensitive components such as bearings. Tests
could not be done on the conducting straps since access
was unavailable during the finalisation of the installation.
Lastly the pedestal-to-earth connections were investigated.
By measuring the current flowing through each connection,
a comparison can be made of the current distribution and
the relative impedance to earth.

To simulate a lightning strike without its severity, a pulse
was injected onto the lightning ATR. Position A in figure
9 shows where the ATR is situated; being an earlier
photograph, the actual ATR is not present. The current
distributes and flows down the pedestal (figure 8 towards
the lowest potential (earth). The jack screw measurements
were made with the large RC since it is the only device
large enough to fit around the screw assembly.

For the pedestal-to-earth connections a small current probe
was used, similar to that showed in figure 4. The results
are shown in figure 9 and shows that the currents distribute
more or less evenly between the four earth connections,

Figure 7: Earlier MeerKAT antenna photograph with circled
points of interest: A: Current injection point, B: Jack screw
assembly, C: Shoe-slipring assembly. D Pedestal-to-earth

connections, E Isolation transformer.

due to the impedance paths being approximately the same.

Care was taken not to bias the current path that an
actual lightning strike would take. To accomplish this
both the pulse generator and the measurement device
was powered from an inverter battery setup. The
inverter unfortunately is a inherently noisy device and
contaminated the measurements. Since the inverter battery
setup was present in all the tests, it is constant in all the
measurements and allows for comparable results. Another
area of concern is the use of a long cable to connect to the
lightning ATR. It was found that common mode currents
exist on the cable and may illuminate the antenna, causing
interference with the measurement.

3.2 Future work

Future campaigns may present opportunity to complete
tests and attempts new tests. The results from the
campaigns will need to be compared to simulations and
a scaled model measurement. A simplified FEKO and
a physical model of MeerKAT exists for these purposes.
Three pulses will be defined for the simulations which
will introduce different frequency content. The pulses will
be made up of short or long stroke characteristics or a
combination of both.

For one of the KAT-7 antennas an EMC gasket was



Figure 8: Diagram showing earth termination system, pulse
generator setup and earth termination system with three

measuring points (W,S and E). The current pulse (Ip) is injected
on the air termination rod (ATR) and distributes along the

pedestal, returning via ETS.

Figure 9: Current measurements at earth-to-pedestal connections

introduced, resulting in better shielding effectiveness [15].
Since the electronics for MeerKAT is fitted in a shielded
cabinet, a shielded pedestal door is not required. However,
investigations must be done to see whether lightning
currents would find a path inside through the unshielded
door.

Immediate work for the next campaign will involve
investigation of the inverter. Either a quieter inverter or
an EMC shielding enclosure will need to be added to the
setup. Both options will be investigated along with the
illumination from the common mode currents on the cable.
A possible solution to the latter might be the use of RF
chokes, also known as EMI suppression cores.

For the MeerKAT system an isolation transformer (point E
in figure 7) is used to isolate it from the feeding ring’s earth
and neutral connections. The primary side connects to the
feeding ring via delta connection although the feeding ring
can supply a wye connection. On the secondary side the
local earth of the antenna is connected along with the three

phases in a wye connection. For future measurements, the
isolation transformer will allow access to the earth of the
antenna to ensure an ideal common reference point. Figure
8 shows this proposed setup.

4. CONCLUSION

The research is ongoing and forms part of a Masters degree
project. Acceptable simulated results have been obtained
as compared to results measured with the conventional
calibration technique used by current probe manufacturers.
Preliminary work on an alternative calibration technique
using time domain was presented. It is believed that
this technique has great potential for faster wide-band
calibration of current probes. With calibrated data on
application specific designed Rogowski coils, lightning
current paths for MeerKAT can investigated in detail.
From this, high-risk areas can be identified and appropriate
mitigation measures proposed.
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and M. Hashmi: “Effect of Terminating Resistance
on High Frequency Behaviour of Rogowski Coil
for Transient Measurements”, Elektronika ir Elek-
trotechnika, Vol. 19 No. 7, pp. 22-28, 2013.



[8] W.F. Ray and C.R. Hewson: “High Performance
Rogowski Current Transducers”, SAIEE Africa
Research Journal, Vol. 95 No. 1, pp. 7-18, March
2003.

[9] V. Dubickas and H. Edin: “High-Frequency Model
of the Rogowski Coil With a Small Number of
Turns”, IEEE Transaction on Instrumentation and
Measurement, Vol. 56 No. 6, pp. 2284-2288,
December 2007.
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1.1. INTRODUCTION 

When conducting research in the field of engineering, 

electronic sensors such as tacho- and voltage meters are 

often used.  For these sensors to be effective, a feasible 

method of acquiring data from the sensor and processing it 

into information is crucial.  Data acquisition is the process 

where a physical phenomenon such as voltage, current, 

temperature, pressure or sound is measured and stored 

through use of a computer system [1].  Typical data loggers 

allow the connection of a variety of instruments and 

sensors. 

The literature review contains a thorough study into the 

topology of data acquisition stations.  Microcontrollers and 

controllers were examined as if suitable for the design of 

such a system.  Different data communication methods 

were considered to ensure compatibility with most sensor 

types.  Current practices in the data-acquiring field were 

investigated to ensure that the station can acquire both 

voltage and current waveforms.   

The designing section includes the procedure to be 

followed for the electronics and the necessary software 

needed for the station.   

Finally, the operational result of the project is discussed. 

1.1 Design Criteria 

Commercially available data loggers, capable of logging a 

variety of sensors simultaneously, are expensive with a 

price range of approximately R 3 000.00 – R 12 000.00 [2].  

The development of a data acquiring station must therefore 

be of low cost.  Since different electronic sensors have 

different output formats, the designed station must be 

compatible with the different types of sensor outputs.  It 

must allow at least five simultaneous analogue and five 

digital connections.  Electronic sensors do not output its 

measured value, instead it output an electrical impulse or 

waveform that relates to its measured value.  The designed 

station must therefore allow users to input the data 

handling formula with which the sensor output will be 

transformed into the physical value.  It must display 

information using a user-friendly format like a graph.   

Summary of design criteria: 

 Low Cost (less than R 2 500.00); 

 Compatible with current and voltage analogue 

waveform inputs; 

 Compatible with digital inputs; 

 At least five simultaneously connected 

analogue sensors and five connected digital 

sensors; 

 Manage data according to user input (formula 

and frequency); 

 Display acquired data to user on request. 

2. LITERATURE REVIEW 

Whenever a physical phenomenon is measured, such as the 

temperature of a room, the intensity of a light source, or 

the force applied to an object, a sensor is used.  Sensors, 

otherwise called transducers, converts a physical 

phenomenon into a measurable electrical signal.  Different 

sensors gives different outputs such as a voltage, current, 

resistance, or another electrical attribute that varies as the 

physical measured value varies.  In some cases additional 

components and circuitry is required to accurately measure 

the output of a sensor [1].  The supply voltage of sensors 

differ depending on the sensor.  For sensors with a digital 

output, the supply voltage is usually between 3 Vdc and 5 

Vdc.  For analogue outputting sensors the voltage can be 12 

Vdc, 25 Vdc and even higher.  Most analogue outputting 

sensors used by the university requires a supply of 12-25 

Vdc [3-7]. 

Typically, a data acquisition system consists of three major 

parts: an input system, which acts as the connection point 

for the sensors, a host computer, which provides 

processing power and controlling software.  All three parts 

can be combined into one package such as a 

microcontroller, or be separate packages such as a 

microcontroller and a personal computer.  If the parts are 

in separate packages, the packages require a way to 
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communicate with each other.  Common data acquisition 

system interfaces include the Peripheral Component 

Interconnect (PCI) bus which is a parallel bus connection 

found on computer motherboards, the PCI eXtensions for 

Instrumentation (PXI) bus designed for measurement 

applications that require high performance and rugged 

industrial form-factor, Ethernet, Universal Serial Bus 

(USB) and serial input and output.  Acquisition systems 

can be classified as “external box”, or internal plug-in 

board.  Both configurations have certain advantages; the 

external box can be located closer to the measuring sensor 

and thus reduces noise due to shorter transfer cable 

between the sensor and the box while the internal board is 

closer to the functioning processor that increases the 

system speed.  Ethernet and USB are external systems 

while PCI and PXI are internal [8]. 

The input part of the system functions as the interface 

between the computer and signals from the outside world.  

It digitizes incoming analogue signals and counts digital 

pulses before sending it to the computer [9].  The computer 

and software part is used for processing, visualizing, and 

storing measured data [1]. 

In order to satisfy the need of different research fields a 

variety of data acquisition systems have been developed.  

CAMAC is one of these systems.  The Computer 

Automated Measurement and Control (CAMAC) system 

is a data acquisition bus used in nuclear and physics 

experiments [10].  Its function is to provide a scheme to 

allow a wide range of modular instruments to be interfaced 

with a computer.  The CAMAC supplies 6 Vdc, 12 Vdc 

and 24 Vdc to the instruments.  It can transfer data every 

450 ns.  The two greatest advantages of the CAMAC 

system is its flexibility and interchangeability.  The system 

can be configured for different applications and the 

addition of different modules allow more sensors and 

sensor types to be connected to the system.  The main 

problem with these commercial data acquisition systems is 

the high cost thereof.  The system is also unnecessarily 

complex for intended use by the University. 

Most data acquisition stations incorporate a 

microcontroller as either the input system or both the input 

and computer system of the station.  A microcontroller is 

a compactor microcomputer used in electronic embedded 

systems.  A microcontroller contains a processor, storage, 

inputs and outputs.  Software is used to program the 

function of the microcontroller in order to suite the specific 

need of the application [11].  A variety of microcontrollers 

exists such as programmable integrated circuits (PIC) and 

Arduinos. 

Modern data acquisition stations incorporate a personal 

computer (PC) as controller of the system.  PC-based data 

acquisition systems benefit from the ever-increasing 

performance of a PC’s processor, hard-drive, display and 

peripheral bus.  A PC can provide real-time visualization, 

user-defined functionality and network connectivity [12].   

A system must be developed that can acquire different 

types of data simultaneously, handles and stores it and 

display the data to a user.  Since this system can be 

achieved through a variety of designs, only a few of the 

most economical and practical designs will be discussed. 

3. DESIGN 

The first proposed design implements a single 

microcontroller to serve as both the collector and handler 

of the raw data collected from the sensors.  Connected to 

the microcontroller will be an input interface for the user.  

This input will consists of the frequency of data collection, 

data handling formula and the selected data required for 

display.  An output device such as a LCD screen should be 

connected to provide sensor information to the user.  With 

this design, the microcontroller will require sufficient 

storage space since all data will be stored on the unit.  

Alternatively, an external storage support can be used. 

The second proposed design incorporated Wi-Fi to 

maximize portability of the system.  Each sensor will be 

equipped with its own Wi-Fi module at the installation 

location.  The Wi-Fi module will then communicate 

wireless to a controller (Microcontroller or Personal 

Computer).  This allows for sensors installed in 

inaccessible locations to communicate without the hassle 

of wiring the sensor to the controller.  However, sensors 

need a power source, as do the Wi-Fi modules.  Therefore, 

power should be available for the sensor.  The controller 

will handle the processing of the raw data, the storing as 

well as the display thereof.  The controller may provide a 

GUI on which the user can input unique data handling 

formula and data acquiring frequency for each sensor.  The 

GUI will allow for the retrieval of previous data and 

display the data in a graph format. 

The third proposed design incorporates both a collecting 

microcontroller and a separate controller (Personal 

Computer).  All sensors are connected to the 

microcontroller, which will send data to the controller.  

The controller will handle the processing of the raw data, 

the storing of the data and the display.  The controller may 

provide a GUI on which the user can input unique data 

handling formula and data acquiring frequency for each 

sensor.  The GUI will also allow for the retrieval of 

previous data and display the data in a graph format. 

Design 3 is most suitable for the project, as it is less 

expensive than design 2 and more user friendly and 

simplistic comparing to Design 1.  Design 3 is also easy to 

upgrade and expand as explained later on in this document. 

In order to design an effective, highly compatible data 

acquisition station, the proposed plan consists of two main 

components.  First, the acquiring component.  This unit 

will function as the collector of raw data from all the 

different types of sensors.  The acquiring component needs 

to be able to receive both analogue and digital signals.  It 

will then convey the data to the second component of the 



station, the control part.  This component will function as 

the data-handling unit.  The controlling component must 

be able to calculate information from the received raw data 

for use by different types of sensors.  Since the conversion 

from raw data to usable information vary for different 

types of sensors, the controlling component must allow the 

user to set the way in which the data must be handled for 

each separate sensor.  The controlling component should 

present a visual of data collected.  It must also be able to 

store collected information in order for the user to view the 

data history.  Figure 1 shows the diagram for the proposed 

method.  This method provides for easy system 

expandability.  Whenever more inputs are required, it is 

only the acquiring component that needs expansion.  The 

use of a controller component ensures a high data handling 

capacity.  Different types of controllers support a variety 

of capabilities in the case of data handling, processing, 

storing and visualization.   

Since the acquiring component must allow at least five 

simultaneous connections, the use of a PIC microcontroller 

will be adequate.  This microcontroller supports analogue 

to digital conversions, digital inputs as well as a variety of 

communication methods including serial and wireless 

communication.  The microcontroller also has the ability 

to be added into a master - slave topology that allows a 

second microcontroller (slave) to adopt the characteristics 

of the first microcontroller (master).  This allows the 

extension of the amount of inputs to the station by simply 

adding a second microcontroller to the system. 

A personal computer (PC) is used as the controller 

component.  Using a personal computer allows access to 

the computers storage and provides a GUI with which the 

user can interact.  The computer’s internal storage is 

expandable in order to store the data obtained from the 

sensors.  Through testing, it was found that storing 10 000 

data points require 300 kB of storage space.  Thus, a 

computer with 120 GB storage space will be able to store 

4 billion data points.  For eighteen sensors simultaneously 

connected, each sensor will be able to store 200 million 

data points.  If all sensors are set up to collect data every 

second, the storage space will not be exhausted within a 

period of seven years.  Therefore, it is safe to assume that 

the average storage capability of a computer will be 

sufficient for this project. 

The first step in the design is the power supply.  The 

microcontroller functions at a supply voltage of 3.3 V, 

while sensors may function from 3.3 V to 30 V and even 

higher.  For this design, the station will supply 3.3 V, 5 V 

and 12 V.  When a sensor requires a voltage higher than 12 

V, an external power supply will be required.  Since most 

sensors require less than 25 mA and the absolute maximum 

current rating of the microcontroller is 250 mA, the power 

required by the station will be less than 9 W.  This design 

utilize two voltage regulators.  The first regulates 220 VAC 

to 12 VDC and 5 VDC.  The second regulates 12 VDC to 3.3 

VDC. 

The second step in the design is the microcontroller.  A 

programmable integrated circuit (PIC) is used due to the 

low cost of this microcontroller compared to other types of 

microcontrollers.  The microcontroller consist of nine 

analogue input pins, master-slave configuration, serial 

communication (UART) and enough pins to allow for nine 

digital input pins.  Figure 2 shows the connection diagram 

for the microcontroller.  The microcontroller will 

communicate with the computer via a universal serial bus 

(USB).   

Since the microcontroller and computer do not use the 

same language, communication between the two devices 

is obtained via an interpreter chip (UART to TTL 

converter). 

The microcontroller can only sample voltage waveforms 

and since some sensors outputs a current waveform; a 

method is required to convert the current waveforms to 

voltage waveforms [13].  The simplest method is the use 

of an operational amplifier.  The circuit consists of an 

operational amplifier with resistors.  In order to ensure that 

the positive and negative terminals of the op-amp are at 

ground, the op-amp outputs a voltage equal to the voltage 

drop over the resistor connecting the negative terminal and 

the output.  This ensures that the output voltage is 

Figure 2:  Microcontroller pin assignment 

Figure 1:  Proposed method 

 



proportional to the resistor voltage and therefore to the 

input current.  The circuit for the current to voltage 

convertor is shown in Figure 3 [14]. 

The third step in the design is the controller (Personal 

Computer).  Designed software allows the user to set 

criteria for each sensor.  Some of these criteria includes the 

frequency with which data should be sampled, the formula 

used to calculate information from the data and a sensor 

name and description.  The computer receives the data 

from the microcontroller in one long string of characters at 

a regular interval.  The computer selects the data of each 

sensor from the string, calculates the information by using 

the formula provided by the user and stores the value 

together with the current date and time.  The computer 

allows the user to view real-time data, data history, data 

average for individual sensors as well as the data total for 

individual sensors over any given period.  Figure 4 

illustrates the design of the data acquisition station. 

4. SOFTWARE DESIGN 

Software is developed for both the computer software and 

the microcontroller. 

4.1 Microcontroller Software 

The microcontroller will start by initialising all necessary 

modules (Analogue to Digital Module; UART module).  

When one of the module initializations fails, the 

microcontroller will activate a warning signal and attempt 

to re-initialize that specific module.  When all modules 

initialized successfully, any warning signals will be 

disabled and the coding will enter a loop in which the 

analogue and digital ports will be read and stored in 

temporary variables.  This loop will continue until a 

counter reaches zero, causing all the temporary stored 

values to be combined into one string and be send via the 

UART module to the computer.  The temporary stored 

values will be cleared in order to allow new data to be 

stored and the counter will reset.  The microcontroller will 

continue functioning in this loop. 

4.2 Computer Software 

The developed computer software will initialize by 

creating and setting up all necessary timers, which is 

discussed below.  Whenever data is send by the 

microcontroller it triggers an interruption in the software 

causing the specific communications port to be read.  The 

values read from the communications port is stored in 

temporary variables.  Each connected sensor has its own 

timer with its unique interval time, as set by the user.  

When the timers set up for the specific sensor reaches zero, 

the raw data stored in the temporary variable for that sensor 

is used to calculate the information by using the formula 

provided by the user.  This new value is then permanently 

stored in a text-file. 

The software allows the user to insert formulas used for 

calculating the correct values from the raw data received 

from the microcontroller.  The user can choose at what 

frequency the sensor data must be sampled and stored – 

this changes the unique timer interval of that specific 

sensor. 

The software is based on a GUI design and text files are 

used for storing each sensor’s data.  Using a GUI leads to 

user-friendly software and text files allow for easy transfer 

of data from one computer to another. 

Figure 3:  Current to voltage converter electrical 

circuit 

Figure 4:  Data acquisition designed architecture 



5. OPERATION RESULT 

The final design contains a data acquisition box that 

connects to a computer via a USB cable.  The data 

acquisition box allows simultaneous connection of up to 

nine analogue and nine digital connections.  The 

microcontroller housed within the data acquisition box has 

been designed to allow for future expandability by adding 

a second microcontroller in a master-slave connection.  

The box supplies 3.3 V, 5 V and 12 V to sensors while 

receiving power from a wall inlet.  Digital inputs can 

accurately measure up to ten impulses per second.  

Analogue voltages can be successfully sample up to a 

voltage of 3.3 V with a resolution of 3.3 mV.  If the need 

arises to increase the voltage at which the microcontroller 

can sample, a connection is available for a DC voltage.  

The microcontroller will be able to sample voltage equal 

to the connected DC voltage up to 5.3 V.  However, the 

additional DC voltage connection shares its pins with two 

analogue inputs, which means that the amount of available 

analogue inputs decrease from nine to seven.  Figure 5 

shows the data acquisition box and Figure 6 shows the 

microcontroller. 

Current to voltage converter chips are also available to 

connect to the sensors and the data acquisition box.  Each 

chip allows connection of two sensor current inputs.  The 

two outputs of the chip then connects to the data 

acquisition box in the same manner as a sensor would 

connect to the box.  The chip is powered by the 5 V 

supplied by the data acquisition box.  The chip contains a 

dipswitch enabling the user to set the factor with which the 

current input is multiplied and converted into a voltage 

output.  Factors include 90, 100, 113, 126, 130, 150, 230, 

299, 320, 450, 470, 820 and 1000.  For example, say a 

current input of 20 mA is connected.  Selecting a factor of 

150 will result in a voltage output of 20 mA multiplied 150 

resulting in 3 V.  The current to voltage converter is shown 

in Figure 7. 

The designed software starts up by requesting the user to 

select the communications port that connects to the data 

acquisition box.  Thereafter it starts collecting data and 

proceeds to the main menu where the user can choose 

between changing sensor information, viewing collected 

data history or viewing real-time collection of the data.  

Figure 8 and figure 9 shows collected data history of a 

barometer and thermometer respectively.  Figure 10 shows 

Figure 6:  Developed microcontroller 

Figure 5:  Physical data logging box 

Figure 7:  Current to voltage converter 

Figure 8:  Computer software barometer data review 



the programs real-time data view for the thermometer.  The 

program retains all sensor information even when the 

program is not running.  Therefore, whenever the program 

starts, it will continue collecting data from already set up 

sensors. 

6. DESIGN CRITERION MET 

 Low Cost:  Since the entire budget of the project 

is R 2 500.00 the total cost of the development of 

the project is less than the budget of               R 

2 500.00.  The estimate total cost of the project is 

R 1 500.00. 

 Compatibility:  The system is able to log current 

analogue signals, voltage analogue signals and 

digital signals successfully. 

 Amount of connections:  The system can support 

nine analogue and nine digital connected inputs 

simultaneously. 

 Handling of Data: The system allows the user 

total control over the formula with which the data 

is handled as well as the frequency with which the 

data is sampled for each individual sensor. 

 Displaying of Data: The system can display 

historical data over a period defined by the user 

in both table and graph form.  Displaying Real-

time data is also available. 

7. CONCLUSION 

The designed data acquisition station is capable of 

acquiring the data of eighteen simultaneously connected 

sensors.  The station can collect analogue (voltage and 

current waveform) and digital data.  Researchers have 

direct access to all historical and current data collected by 

the system.  The user has full control over the data 

acquiring and handling capabilities of the data acquisition 

station.  This station will dramatically reduce the effort to 

conduct research that utilizes sensors. 

Overall, this solution is cost effective, practical and 

capable of logging a wide variety of sensor inputs. 
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1. INTRODUCTION 
 

Short term load forecasting plays an important role in the 
power system in terms of generation commitment as well 
as timely dispatcher information [1- 3, 7]. A forecast 
ranges from minutes up to several days. These forecasts 
are essential components of any energy management 
system. The forecasts of peak MW requirements for that 
period are used by system dispatchers and operation 
analysts to control and to plan power system operations.  
They are also very important for power system security 
studies such as contingency analysis and load 
management [1- 3]. 
 
Since the availability of electricity plays a vital role in the 
economic development of a country, it is imperative that 
an electrical utility be able to produce an accurate load 
forecast in order to meet the power requirements of that 
country as well as to support its development [4].  
 
There have been a number of techniques that have been 
applied to the problem of load forecasting such as 
described by Moghram and Rahman in [4]. The authors 
reviewed Multiple Linear Regression, Stochastic Time 
Series, State Space Method, General Exponential 
Smoothing as well as Knowledge based approaches. 
Techniques used for short term load forecasting vary 
from the traditional Multiple Linear regression to the 
more recent Computational Intelligence (CI) techniques 
such as Expert Systems, Fuzzy logic, Artificial Neural 
Network (ANN), etc.  
 
The traditional load forecasting tools utilised time series 
models which extrapolated historical load data to predict 
the future loads. These tools assume a static load series 
and retain normal distribution characteristics. Due to their 

inability to adapt to changing environments and load 
characteristics, large forecasting errors would result when 
a deviation between historical load data and present 
conditions occurred [5].  
 
CI techniques, on the other hand, are able to learn and 
adapt to changing environments and forecast accordingly 
with less forecasting errors as compared with the 
traditional forecasting tools [3]. 
 
This paper presents a combination approach known as 
hybrid method whereby two or more CI techniques are 
combined to bring about a load forecast. ANN is used in 
conjunction with Particle Swarm Optimisation (PSO) to 
forecast the next day’s half hourly load.  
 

2. ARTIFICIAL NEURAL NETWORKS 
 

Artificial neural networks are a type of computational 
intelligence inspired by the way the biological systems of 
humans such as the brain, process information [6]. The 
human brain is made up of neurons which are 
interconnected by dendrites and collects information via 
this connection. ANNs are made up of a number of 
simple and highly interconnected processing elements 
called neurons [6]. An illustration of a neuron is shown in 
Fig. 1 below. 
 
All the neurons in the brain work in unison to make sure 
that all the information that is received is processed as 
efficiently and accurately as possible. Therefore, the 
artificial neurons try to simulate this kind of behaviour 
displayed by the real neurons in the brain. ANNs learn by 
example and are configured for particular classes of 
problems or applications through a learning system [7]. 
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The weights (wj1….wjn) in figure 1 depict the strength of 
the connection between the input variables and the 
output. The inputs (x1…xn) together with the adjustable 
weights are then taken through a transfer function (fj) and 
thereafter an output (Oj) is produced. 
 

 
Figure 1: Structure of a neuron 
 

There are a number of topologies that are utilized by the 
ANN such as feed-forward network which is commonly 
used. Feed-forward is basically the structure where the 
input signals are propagated from input neuron via a 
hidden layer to the output [7]. A feedback ANN also 
known as Recurrent Neural Networks (RNN) also exists 
where the networks have signals traveling in both 
directions within the network [8]. An example of these 
networks is the Elman Recurrent Network [9]. 
 
Figure 2 illustrates a feed-forward neural network which 
is the most commonly applied neural network 
architecture to short term load forecasting. It comprises of 
an input vector which would generally contain  inputs 
made up of historical load data, historical and forecasted 
weather parameters, day types as well as other load 
affecting factors as determined by the engineer 
constructing the nature of the network [10]. It contains a 
hidden layer and then an output layer, usually one output 
is sufficient; however this can be configured as required. 
 

 
Figure 2: Feed-forward Network topology 

 
A training algorithm such as  back propagation is used for 
ANNs. It is basically a training method which finds the 

difference between what the output is and what it was 
supposed to be, i.e. the reference or target output. The 
weights are then adjusted according to the errors and then 
propagated back into the system until the error is 
minimised [6]. 
 
The back propagation algorithm is excellent in its ability 
to accommodate load affecting variables. However; the 
main drawback with this training algorithm is that the 
training process can become very cumbersome and time 
consuming [11, 12]. Convergence also becomes a 
problem. Different proposals of dealing with the 
convergence problem are presented in [11] where the 
back propagation algorithm with a momentum factor is 
said to induce the neural network to converge much faster 
as well as introducing a new modified total error function 
within the algorithm. 
 
Because back propagation is based on the gradient 
descent which is local search algorithm, the solution 
obtained with this method may not be optimal. Recently 
training methods based on Evolutionary Algorithms such 
as Genetic Algorithm (GA) and PSO have been proposed 
[13]. Quaiyum et al [14] uses PSO algorithm to train a 
Recurrent Neural Network with the result that PSO has a 
better convergence as compared to back propagation 
algorithm. GA and PSO training algorithms have a better 
convergence and search space capability [15].  
 

3. PARTICLE SWARM OPTIMIZATION 
 
Evolutionary Algorithms are search functions which 
operate on a population and take their inspiration from 
natural selection and survival of the fittest in the 
biological world [16]. Particle Swarm Optimization 
(PSO) is an evolutionary algorithm based on a model of 
social interaction between independent particles that use 
social knowledge (also called swarm intelligence i.e. the 
experience accumulated during the evolution) in order to 
find the global maximum or minimum of a function [17]. 
This method originates from the social behaviours such 
as those related to synchronous bird flocking and fish 
schooling. 
 
In a PSO system, particles move around in a 
multidimensional search space with each particle 
adjusting its position in relation to its own experience as 
well as that of the adjacent particle. This helps make use 
of the best position of the particle encountered by itself 
and its neighbour. Thus, a PSO system combines local 
search methods with global search methods, attempting to 
balance exploration and exploitation [14]. 
 
The basic principle is described as follows [18]: 

1. A particle i is associated with a current position 
in the search space w� , a current velocity v� and 
a personal best position p�. A swarm s consists 
of particles i. 

2.  The personal best position  p� corresponds to 
the particles position in the solution space where 



particle i presents the smallest error as 
determined by an objective function f.  

3. The global best position �	 represents the 
position with the lowest error amongst all the 
p�’s 

 
The personal and global best positions are updated 
according to  equations (1) and (2) 
 

	��� + 1� =
	� ����,																				��	������� ≤ ����� + 1����� + 1�,												��	������� > 	����� + 1��          (1)                                                      

 

�	 ∈ 	 �����, ����, … , ����� and 
�	 =  �!"�#����$, �������, … �������%                  (2) 
 

Each particles velocity and position is updated using 
equations (3) and (5) as follows: 
 

&�,'� + 1� = (&�,'�� +	)�*�,��� +��,'�� − ��,'��- +
).*.,�����	��,'��� − ��,'���                                       (3) 
 

In equation (3), *�and *. are random values between 0 
and 1 and are used to affect the stochastic nature of the 
algorithm. ��,', ��,' and &�,' are the current position, 
current personal best position and velocity of the /01 
dimension of the �01 particle. The acceleration 
coefficients, )� and )., control how far a particle can 
move in a single iteration. These are typically set to the 
value of 2 however they can be varied and range between 
0 and 4.  
 
The inertia weight ( is used to control the convergence 
of the PSO and is calculated as in (4). 
 

( = (234 −	56789	56:;234�0 ∗ �=*    (4) 

 

Equation (4) has ω?@A and ω?�B which signify the 

maximum and minimum inertia. The maximum number 

of iterations is denoted by maxit and the current iteration 

value is represented by iter. 
 
The new velocity is then added to the current position of 
the particle as follows in order to get its next position: 
 

��� + 1� = 	���� +	&�� + 1�                 (5) 
 
The acceleration coefficients are typically set to the value 
of 2 however they can be varied and range between 0 and 
4 [19]. These coefficients are called social and cognitive 
factors. The fitness of the �01 particle is measured by the 
optimisation function � which is configured according to 

the problem that needs to be solved. The particle with the 
minimum error is chosen as the best particle. 
In this PSO method, the objective is to obtain the particle 
with the lowest Mean Square Error (MSE) from a neural 
network.  MSE is calculated as follows: 
 

����� = 	 �I 	∑ 	[		�LIMN� ∑ �OMP − QMP�����.	]LPN� 	 (6) 

 

Equation (6) is represented by the following elements: 
 

• � is the fitness value 

• OMP  is the target output value 

• QMP  is the predicted output value based on the 

position vector �� 
• S is the number of training set samples 

• T is the number of output neurons 

 
The particle with the lowest fitness obtained in equation 
(6) is then utilised in the ANN to forecast the next day’s 
half hourly load. The procedure is discussed in the next 
section. 
 
 

4. PSO ANN MODEL 
 
The following section describes the application of PSO in 
conjunction with ANN for short term load forecasting. 
 
4.1 Data Analysis 
 
The data set used for this analysis was obtained from 
Eskom Distribution. The area of study is a mainly 
residential area in the province of Kwa-Zulu Natal (KZN) 
for a 132/11 kV substation called Abattoir which supplies 
a portion of the Mkhambathini Municipality area.  
Weather data for the area was obtained from the South 
African Weather Services (SAWBS). The data sets for 
both weather and historical load were obtained for the 
period from 2009 – 2011.  Data from the years 2009 to 
2010 was used to train and validate the neural network. 
Select days in the year 2011 were then used to test the 
performance. The data was normalised between 0 and 1. 
 
A correlation study to determine the weather variables 
that play a significant role in influencing the loading of 
the substation was conducted. The following variables 
were obtained from SAWBS: hourly humidity and 
temperature values as well as monthly rainfall 
measurements. Rainfall was removed from the correlation 
study and forecasting as some of the data for most 
months/days was incomplete or missing. Rainfall as a 
weather component plays a role in determining the load 
profile however the degree of influence would have to be 
determined by using of a correlation study. The lack of 
complete data was a limitation for this analysis. 



The results of the correlation analysis contained in table 1 
below shows that there is a strong linear relationship 
between load and temperature as well as between load 
and humidity. These parameters were included as part of 
the input vector to the neural networks. 
 
Table 1: Correlation analysis 

  Load 

Temp 0.667544039 

Humidity 0.563689217 

 
4.2 ANN Model Design 
 
The ANN network takes the following as inputs: 

• Previous day half hourly load data 
• Forecast and previous day type 
• Forecast and previous day minimum and 

maximum temperature 
• Forecast and previous day minimum and 

maximum humidity. 
 
A total number of 58 neurons were required to form the 
input layer; each neuron corresponds to an input variable. 
The output layer consisted of 48 neurons which 
correspond to the half hour in a day. The number of 
hidden layer neurons was determined by trial and error 
whereby the numbers of neurons were increased 
iteratively from 5 to 100 in steps of 5. The network with 
the best performance in terms of mean square error was 
then utilised to forecast the next day’s half hourly load. 
 
 
4.3 PSO Design  
 
PSO is used to alter the weights of the ANN such that the 
resulting MSE for the training data is reduced. This 
process runs until a stop criterion is met which in this 
case is until the maximum number of iterations has been 
reached. The particle position in the search space of the 
PSO corresponds to the weights of the ANN. The process 
flow is shown in figure 3. 
 
The following PSO variables were used: 
 

1. c1 = c2 = 2 
2. w = reducing values from 1.0 to 0.4 
3. S = 20 number of particles 
4. Maximum iterations = 1000 
5. K = 0.729 constriction factor 
6. r1 and r2 are random values between [0,1] 
7. -0.4<Vmax<0.4 

The fitness function f in (6) corresponds to the MSE of 
the ANN network. Each particle represents a possible 
solution of weights.  
  

 
Figure 3: PSO-ANN optimisation process flow 
 
5. SIMULATION RESULTS 
 
In this paper, a forecast for weekdays only was 
conducted. Weekends, deemed as Saturday and Sunday, 
were removed during the training in order for the ANN to 
learn the weekday dependencies. The separation was 



conducted as a result of the dissimilar weekday and 
weekend load profiles. The following figures 4 to 6 
illustrate the predicted loads corresponding to 3 days in 
the month of March 2011. 
 

 
Figure 4: Load forecast for a Wednesday  
 
 
 

 
Figure 5: Load forecast for a Thursday 
 

 
Figure 6: Load forecast for a Friday 
 
The resulting Mean Absolute Performance Error (MAPE) 
given by equation 7 is shown in table 2. 
 

MAPE=
�
I ∗ ∑ UV7:9VW:V7: U ∗ 100

I�N�                                  (7) 

 

 Y3�and YZ� are the actual and forecasted loads 

respectively. N is the number of data points which in this 

case is 48 since the forecast is for every half hour. 

 
 It can be seen that the overall performance of the ANN is 
vastly improved with the use of the PSO algorithm.  
 
Table 2: Performance comparison of ANN and PSO ANN 

Day PSO-ANN ANN 

Wednesday 3.00% 5.98% 

Thursday 2.84% 5.82% 

Friday 3.32% 4.56% 

 
 
6. CONCLUSION 
 
This paper presented a hybrid method of PSO and ANN 
and produced acceptable results with a variation of 3 ± 
0.5%. It can be seen that an improvement in forecasting 
errors is obtained by combining PSO and ANN. This 
validates the hypothesis that the hybridization of 
computational intelligence techniques is effective in 
reducing forecasting errors.  
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Abstract: The hydrocyclone is widely used throughout the mineral processing industry when 

working with slurries for either classifying, desliming or dewatering.  Hydrocyclones are inexpensive, 

application-efficient and relatively small to employ.  In order to quantify its separation efficiency, 

models are incorporated to estimate the cut-size and sharpness of classification, usually in the form of 

a partition curve.  Most models are based on experimentally obtained data and are therefore not 

universally applicable.  Over the last decade researchers have started employing Artificial Neural 

Networks (ANN) in order to obtain just such a model.  This study endeavoured to use experimentally 

acquired data to develop a model that predicts the cut-size and sharpness of classification.  A control 

phase is also discussed.    

 

Keywords: Hydrocyclone, Artificial Neural Network, partition curve, sharpness of classification, cut-

size. 

 

 

 

1. INTRODUCTION 

 

Ever since the hydrocyclone became popular in the 

mineral processing industry, there have been researchers 

that worked on developing a model for it. In 1964 

Bradley published a book in which the known 

hydrocyclone fundamentals and research of that time 

were documented. Bradley also compiled an extensive 

list of theoretical equations estimating the cut-size, 

among others. These equations however were not always 

relevant to industry type hydrocyclones [1], [2]. Lynch 

and Rao were the next researchers that made an important 

contribution to hydrocyclone modelling. The research 

was mainly focused around developing empirical 

equations for hydrocyclones used in industry [3]. In 1976 

Plitt published a paper on his mathematical model. Up to 

this day it is seen as one of the most popular and widely 

referenced mathematical models. Plitt developed the 

model by utilising empirical data along with 

hydrocyclone variables that were deemed important in 

describing the hydrocyclone’s operation [2]. Plitt and 

Flintoff revised the mathematical model and published a 

reviewed article on it in 1987 [4]. Throughout the 

literature mentioned, it becomes clear that because the 

process and fundamental principles of the hydrocyclone 

are so complex, the models that were developed were not 

always fully comprehensive. 

  

With the computing power that is available presently, the 

modelling techniques have improved significantly, 

resulting in a better understanding of the hydrocyclone 

principles. These models now include Computational 

Fluid Dynamics (CFD), System Identification and 

statistical correlations. In 1997 H. Eren et al developed 

Artificial Neural Networks (ANNs) that were employed 

to predict the Particle Size Distributions (PSD) and cut-

size of various hydrocyclones [5], [6]. 

 

A hydrocyclone’s separation efficiency is mainly 

described by the cut-size (𝑑50) and the sharpness of 

classification (𝑚).  These two parameters are used within 

a partition curve to quantitatively depict the separation 

efficiency of the hydrocyclone.  Ideally a hydrocyclone is 

operated at conditions where a specific cut-size and 

sharpness of classification is achieved.  These parameters 

cannot however be monitored in real-time.  Thus this 

study aimed in developing an ANN, based on 

experimentally obtained data, which can predict the cut-

size and sharpness of classification parameters at certain 

operating conditions.   

  

This article will endeavour to describe some basic 

concepts of the hydrocyclone.  A control perspective is 

briefly investigated. Next the developed Artificial Neural 

Network application and its specifics will be discussed.  

The results that were obtained is given and considered 

and finally a comprehensive conclusion binds the 

findings of the article. 

 

2. HYDROCYCLONE OVERVIEW 

 

2.1 A general description 

 

A hydrocyclone is a stationary conical-apparatus that was 

developed to classify or separate solids from water, better 

known as slurries, and is generally used in mineral 

processing applications where classifying, dewatering or 

desliming is concerned. The separation of slurries within 

hydrocyclones is based on centrifugal sedimentation, 

where the necessary swirl motion is generated by the 



slurry that is fed into the hydrocyclone by means of a 

pump [1]. A hydrocyclone is relatively small, inexpensive 

and efficient when used within specific conditions and 

applications. Over the years it has however become 

evident that the hydrocyclone and related investigations 

are very complex and therefore the analyses thereof is 

still not completely comprehensive [7]. 

 

2.2 Design and operating variables 

 

Two groups of hydrocyclone variables exist. Design 

variables, which are dependent of the hydrocyclone size 

and proportions and the operating variables that are 

related to the operating conditions of the hydrocyclone 

and independent of its size and proportions. These 

variables however, cannot be considered separately 

because they interact with one another. Table 1 

summarises the main variables that fall within the two 

groups mentioned [8]. Figure 1 depicts a hydrocyclone 

and its design variables. 

 

 
 

Figure 1: Graphical representation of a hydrocyclone with 

relevant design variables (adapted) [1] 

 

Table 1: Hydrocyclone design and operating variables 

 

Design variables 

Hydrocyclone diameter 𝐷𝑐  

Feed inlet diameter 𝐷𝑖  

Vortex finder diameter 𝐷𝑜  

Spigot diameter 𝐷𝑢  

Cone angle 𝜃 

Free vortex height ℎ 

Operating variables 

Hydrocyclone through-put 𝑄 

Pressure drop 𝑃 

Solid concentration 𝜙 

Solid density 𝜌𝑆  

Liquid medium velocity  𝑉 

 

 

 

 

2.3 Hydrocyclone performance 

 

When describing the hydrocyclone’s performance
1
 the 

five major quantitative parameters are said to be [1], [2], 

[8]–[10]: 

 

 Partition curves 

 Cut-size (𝑑50) 

 Sharpness of classification (𝑚) 

 Pressure through-put relationship 

 Split of water flow to products 

 

For this study it was decided that only the cut-size, 

sharpness of classification and partition curves would be 

investigated.  A brief discussion will follow describing 

these chosen parameters. 

 

Partition curves: A partition
2

 curve is a graphical and 

quantitative representation of a hydrocyclone’s particle 

size separation performance. It usually describes the 

weight fraction (or percentage) of each particle size in the 

feed which reports to underflow, shown on the y-axis, to 

the particle size, shown on the x-axis. It is however 

assumed that a fraction of the fine particles completely 

bypasses the hydrocyclone’s classification process. This 

is called the bypass and it explains why the efficiency 

curve does not have an asymptote at zero. It is generally 

assumed that the bypass is equal to the water that reports 

to the underflow. Thus the two types of partition curves 

that are generally discussed are the gross
3
 partition curve, 

which does not take into account the water recovery, and 

the reduced
4
 partition curve, which is adjusted to include 

the water recovery effects [10]. Figure 2 illustrates the 

two types of partition curves. 

 

 
 

Figure 2: The two types of partition curves 

                                                 
1
 Performance refers to the hydrocyclones separation or 

classification efficiency. 
2
 Also known as efficiency curves, performance curves or 

tromp curves.   
3
 Also called uncorrected partition curve.   

4
 The same as corrected partition curve.   
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Cut-size: The cut-size, also indicated as 𝑑50, is said to be 

the size of the particle in the feed Particle Size 

Distribution (PSD) that has a 50% probability to either 

report to the underflow or the overflow of the 

hydrocyclone [1]. The cut-size is shown in Figure 3. 

 

Sharpness of classification: The sharpness of 

classification is a parameter that is used to quantify the 

hydrocyclones classification or separation efficiency by 

supply a measure for the gradient of the partition curve. A 

𝑚 < 2 would signify poor classification and a 𝑚 > 3 
would imply good sharpness of classification [2]. 

 

Figure 3 also depicts the sharpness of classification 

indicated as 𝑚. 

 
Figure 3: Partition curve displaying the 𝑑50  point as well 

as the 𝑚  

 
In order to define the functionality of the partition curves 

there exist three distribution functions that closely fits the 

hydrocyclone’s experimental performance. These 

distribution functions include the Exponential function, 

the Rosin-Rammler function as well as the Logistic 

function. The Rosin-Rammler function was said to 

deliver the best fit of the three [11]. Equation (1) shows 

the form in which the Rosin-Rammler function is used 

[2]. The sharpness of classification is also obtainable by 

using (2) [8]. 

 

𝑦 = [1 − 𝑒
−0.693 

𝑑

𝑑50
 
𝑚

] × 100                                 (1)               

 
Where 𝑦 is the distribution function, 𝑑 is the PSD range 

in μm, 𝑑50 the cut-size in μm and 𝑚 the sharpness of 

classification. 

 

    𝑚 =
𝑑75−𝑑25

2𝑑50
                                                             (2) 

 

Where 𝑚 is the sharpness of classification, 𝑑75  the size of 

the particle that has a 75% probability of reporting to the 

underflow, 𝑑25  the size of the particle that has a 25% 

probability of reporting to the underflow and 𝑑50 the cut-

size. 

 

2.4 A control perspective 

 

There exist the need, especially within the industry, to 

optimise the hydrocyclone’s performance so that it is 

operated as efficient as possible when referring to the cut-

size and partition curve. Therefore a model will be very 

useful in a control applications where the cut-size and 

sharpness of classification needs to be optimised. Figure 

4 shows a control scheme that could be implemented 

along with the developed model. 

  

The hydrocyclone variables that might change during 

operation are the pulp density (𝜌𝑝) and therefore the 

solids concentration (𝜙). The control system would have 

to account for these changes by adjusting the pressure and 

the flow rate so that the optimal cut-size and sharpness of 

classification is obtained. 

 

 
 

Figure 4: Control scheme 

 

3. ARTIFICIAL NEURAL NETWORK INFERENCE 

MEASUREMENT 

 

3.1 Artificial Neural Network overview 

 

Artificial Neural Networks (ANNs) are used to describe 

input-output relationships of systems. Usually when using 

ANNs, there is no a priori knowledge needed of the 

system, which would make it an ideal modelling method 

to use with the hydrocyclone, because of the complex 

fundamentals that are involved. It also works very well 

when the model is solely based on experimentally 

acquired data, as with this study. Previous works have 

shown that the accuracy with which the ANN model 

predicts separation efficiency are comparable, in some 

cases even better, to the conventional models [6], [12]. 

ANN models are especially convenient should the model 

include alternative hydrocyclone variables, such as 

overflow and underflow flow rates and overflow density 

[6], [12]. 

 

3.2 The developed Artificial Neural Network 

 

For this study a hydrocyclone’s separation efficiency was 

predicted by developing an ANN model that is based on 

measurements obtained from experiments done on a 

hydrocyclone test-rig [2], [5], [12], [13]. The design 

configuration used for this study was fixed as portrayed 

in Table 2. A next phase would implement some 

sequential changes to the vortex finder diameter and 

spigot diameter. 
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Table 2: Experimental details 

 

Design variable dimensions 

Hydrocyclone diameter 100 mm 

Feed inlet diameter 48 mm 

Overflow diameter 60 mm 

Underflow diameter 15 mm 

Free vortex height 700 mm 

 

When investigating conventional models, it becomes 

evident that certain hydrocyclone variables are more 

influential than other in the estimation of the separation 

efficiency.  The hydrocyclone variables that are seen as 

the most influential will be used as inputs to the ANN 

model along with the desired outputs.   

 

Table 3 summarises the 8 hydrocyclone variables that 

were chosen as model inputs and Table 4 the 2 

efficiency-indicating outputs. 

 
Table 3: Artificial Neural Network model inputs 

 

Design variables 

Hydrocyclone diameter 𝐷𝑐  cm 

Feed inlet diameter 𝐷𝑖  cm 

Overflow diameter 𝐷𝑜  cm 

Underflow diameter 𝐷𝑢  cm 

Free vortex height ℎ cm 

Operating variables 

Inlet flow rate 𝑄 l/s 

Solid concentration 𝜙 % 

Feed density 𝜌𝑝  kg/m3 

 

Table 4: Artificial Neural Network model outputs 

 

Hydrocyclone performance parameters 

Cut-size 𝑑50 

Sharpness of classification  𝑚 

 

4.2 The Artificial Neural Network details 

 

After the model inputs and outputs were determined and 

the experimental procedure was defined, the experimental 

sampling was done and analysed using a Malvern particle 

size analyser.  In total 44 underflow samples were taken 

and analysed. Of these, 2 samples were withheld from the 

network development. The 2 samples were only used 

after the ANN was trained, validated and tested in order 

to have results that could be compared to the Malvern 

analysis results. Thus 42 samples were used for training, 

validation and testing purposes and 2 were used to depict 

the estimation of the ANN model in comparable output-

parameters.    

 

Using the nntool in Matlab® a feed-forward 

backpropagation network was used, employing the 

Levenberg-Marquardt training function.  The Levenberg-

Marquardt training function uses the Levenberg-

Marquardt optimisation technique to update the weights 

and bias values. It is one of the fastest backpropagation 

methods available although the memory requirements are 

somewhat high. Literature suggests that the number of 

neurons could be determined by using (3) [14],  

 

    
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑠𝑎𝑚𝑝𝑙𝑒𝑠

5
=  𝑖 + 1 𝑁 +  𝑁 + 1 𝑜                (3) 

 

where 𝑖 is the number of inputs, 𝑁 the number of neurons 

and 𝑜 the number of outputs. 

 

When applying (3) it was found that 2 neurons would be 

sufficient. After incorporating 2, 4, 5 and 10 neurons 

within the ANN, it became clear that the 5 neuron ANN 

delivered the best results for the configuration as 

summarised in Table 5. Figure 5 shows the network 

scheme diagram indicating the number of inputs, number 

of hidden layers, neurons used and the number of outputs 

that was used in the final ANN. 

 
Table 5: Artificial Neural Networks specifics summary 

 

Sample 

division % 

Number 

of 

samples 

Hidden 

layers 
Neurons 

Training 70 29 

1 5 Validation 15 7 

Testing 15 6 

 

 
 

Figure 4: Artificial Neural Network diagram 

 
4. EVALUATION 

 

In order to evaluate the performance of the ANN the 

Mean Squared Error (MSE) plot and Regression plots 

were examined. The MSE plot, as depicted in Figure 6, 

shows how the MSE decreases for the three data sets 

(training, validation and testing) as the iterations 

proceeds. Training is stopped when the green validation 

line stops decreasing. This ensures that the network does 

not over-train. The red test line shows how well the 

network will generalise for new data. 

  

Figure 7 shows the three data sets regression as well as 

the overall network regression. The regression plot 

illustrates the networks outputs versus the targets. The 

data markers should preferably be as close as possible to 

the dashed line. The regression lines (coloured lines) 

shows how well the network outputs are centred around 

the targets. The R-value states the average scatter around 



the dashed line, of which the ideal R-value would be 1. 

From Figure 7 it is seen that the overall network R-value 

is 0.9979 and a very high correlation is achieved. 

 

 

 
 

Figure 5: MSE performance plot 

 

 
 

Figure 6: Regression plots 

 
The 2 samples that were withheld from the network 

during development were now used to determine whether 

the network could accurately estimate comparable 

outputs when unknown inputs were introduced. Table 6 

shows the 2 samples’ experimental results; in other 

words, the ANN would be deemed accurate should it be 

able to predict these values with marginally small errors. 

Table 7 tabulates the predicted results that were obtained 

by simulating the ANN, the percentage error of the values 

are also given. 

 

 

 

 

 

Table 6: The Malvern experimental analysis results 

 
Experimental analysis 

𝑑50(1) 39.943 

𝑑50(2) 30.636 

𝑚(1) 1.4506 

𝑚(2) 1.7454 

 

Table 7: Artificial Neural Network estimation of the cut-

size and sharpness of classification of the 2 samples 

 

 
Predicted 

value 

error 

(%) 

𝑑50(1) 35.0493 12.25 

𝑑50(2) 32.3457 5.58 

𝑚(1) 1.4263 1.68 

𝑚(2) 1.5844 9.22 

 

For each of the 2 withheld samples, the predicted values 

were plotted against the experimental analysis. The 

distribution function given in (1) was used along with the 

predicted sample values in order to obtain partition 

curves that could be compared to the experimentally 

obtained partition curves. The estimated samples deviate 

slightly as expected by the % error indicated. The overall 

shape however is satisfactory as shown in Figure 8. 

 

 
 

Figure 8: Experimental partition curve versus the 

predicted samples’ partition curve 

 

5. CONCLUSION 

 

It was found that by using influential hydrocyclone 

variables as inputs along with a feed-forward 

backpropagation Levenberg-Marquardt ANN, a model 

could be developed that accurately estimated the 

separation efficiency parameters of a hydrocyclone. The 

ANN model errors were found to be marginally small, 

with an overall R-value of 0.9979. The next phase of the 

study would be to investigate the model estimations when 

compared to conventional models, the estimations when 

design variations are introduced and to determine the 



application of the developed model when used for control 

purposes. 
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Abstract: The present paper develops a mathematical programming model to optimize the operation 

of a battery-integrated diesel generator hybrid system. The optimization approach is aimed at 

minimizing the cost function subject to the load energy requirements as well as to the diesel generator 

and the battery operational constraints. The main purpose of the developed control algorithm is to 

minimize the diesel generator operation cost in the electricity generation process. The non-linearity of 

the load demand, the non-linearity of the diesel generator fuel consumption curve as well as the 

battery operation limits have been considered in the developed model. The simulations have been 

performed using fmincon interior point in MATLAB, and the results obtained represent a helpful tool 

for energy planners and also justify the consideration of battery-integrated hybrid system in rural and 

isolated electricity generation. 
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1. INTRODUCTION 

 

     The lack of reliable electrical power supply, the high 

cost of AC grid extension and rough topography are some 

of the severe challenges faced in the rural electrification 

of a good number of developing countries. In most of the 

cases, loads in those rural areas are powered by small 

Diesel Generators (DGs) running continuously.  

      Compared to other supply options such as renewable 

energy sources, DGs have low initial capital costs and 

generate electricity on demand. They are easily 

transportable, modular, and have a high power-to-weight 

ratio. DGs can also be integrated with other sources and 

energy storage in hybrid system configurations making it 

an ideal option for standalone power generation. 

     However, due to the long running times and the highly 

non-linearity in the daily load demand profiles, DGs are 

usually operated inefficiently resulting in higher cost of 

energy produced. This overall cost includes the 

following: 

• Operating cost which comes mainly from the direct 

fuel cost; 

• Cost of the transportation of the fuel. This can be 

high depending on how the area to supply is remote 

or isolated; 

• The maintenance and replacement cost of the 

generator.  

 

     In isolated power generation, battery storage systems 

are often used as back-up when the DG runs out of fuel, 

also during the DG start up or also to cover up the load 

when the generator is shut-down for maintenance. 

     By using battery integrated diesel generator hybrid 

systems in isolated power generation, significant savings 

can be archived in the overall DG running costs. In this 

configuration, the DG is used to recharge the battery 

when the load demand is low, and to balance the deficit 

of the power supply from the battery when the load 

demand is high. This combination enhances the 

efficiency and the maximum output capability of the 

entire hybrid system. 

     Few research works have been conducted on the 

subject of optimal operation control of battery-integrated 

hybrid system in isolated electrification. In ref. [1] the 

authors have used the Hybrid Optimization Model for 

Electric Renewables (HOMER) for the feasibility study 

of a battery-integrated DG hybrid system for rural 

electricity supply. It has been noticed that even though 

adding batteries means increasing the initial cost of the 

system, the resulting cost of energy produced as well as 

the total net present costs are sensibly being reduced 

while using the hybrid system instead of the DG alone. 

However, for the optimal operation, some kind of rule-

based (heuristic) algorithm is used by HOMER to solve 

the system’s optimal operation control problem. Since no 

performance index is optimized, the solution provided by 

this method may lead to a very high running cost of the 

system. 

In ref. [2] an optimization algorithm based upon the 

simulated annealing technique for a battery-integrated 

DG hybrid system have been presented. The developed 

algorithm provides optimal generator setting and battery 

charge/discharge schedules for a given daily load cycle. 

However, the developed model does not consider the 

non-linearity of the DG fuel consumption at different 

loading which was assumed to be linear. 

     Based on the shortfalls revealed in the papers above; 

the present paper reports on the development of a 

mathematical programming model to optimize the 

operation of a battery-integrated hybrid system. The 

optimization approach is aimed at minimizing the 

operation cost function subject to the load energy 

requirements as well as to the DG and the battery 

operational constraints. The main purpose of the 

developed control algorithm is to minimize the DG’s 

operation cost in the electricity generation process. The 
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non-linearity in the fluctuation of the load demand, the 

non-linearity of the DG fuel consumption curve as well as 

the battery operation limits have been considered in the 

developed model. The simulations of two different load 

types have been performed using fmincon interior point 

implemented in MATLAB; the results have been 

compared with the case where the DG is used alone to 

supply the load. 

 

2. HYBRID SYSTEM COMPONENTS AND 

OPERARTION DESCRIPTION  

 

2.1. Diesel generator  

 

     A DG is normal diesel engine coupled to an electrical 

generator. DGs are usually designed in such a way that 

they always operate close to their power rating to achieve 

high efficiency; this condition can be used later as an 

operation constraint. With this operation strategy as well 

as operation constraint, the DG is expected to run at high 

load factors, which will result a decrease of the fuel 

consumption, of the Carbon footprint and increase of the 

DG lifespan [3]. 

     The fuel cost (FC) is calculated for a day is given by 

the quadratic non-linear function below: 
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N = the number of sampling intervals within the 

operation range or period of the system;  

a ,b, c = the fuel cost coefficients;  

j = the j
th

 sampling interval;  

PDG(j) = the output power from the DG at j
th

 sampling 

interval; 

Cf  = the price of one litre of fuel. 

 

2.2. Battery storage system  

 

     The output power from the DG and the load demand at 

any given sampling interval j, determine whether the 

battery is charging or discharging. The dynamics of the 

battery state of charge (SOC) can be expressed in 

discrete-time domain by a first order difference equation 

as follows [4]: 
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Where: SOC is the state of charge of the battery; ηBat is 

the battery charging or discharging efficiency; Enom is the 

battery system nominal energy, PBat is the power flowing 

from the battery system, Δt is the sampling time. 

 

2.3. battery-integrated DG hybrid system 

 

     The schematic of a battery-integrated DG hybrid 

system’s power flow is shown in Fig. 1. The system main 

components are the DG operating and the battery bank 

used through a bi-directional converter. In this 

configuration, the battery is used to supply the load; and 

is allowed to be discharged within the preset operating 

limit. If the load demand is cannot be met by the battery, 

the then DG comes into operation either to supply the 

deficit of power from the battery needed by the load, or to 

supply the load and recharge the battery simultaneously. 

 

 
Figure 1: Hybrid system layout (power flow) 

 

 

3. OPTIMIZATION MODEL AND PROPOSED 

ALGORITHM 

 

     The optimization problem addressed in this work aims 

at finding the daily optimal scheduling of energy 

production at any given time that minimizes the DG fuel 

expenses while totally responding to the load energy 

requirements within the system’s operating limits and 

constraints. As stated in the introduction, the control of 

the hybrid system is implemented using the continuous 

operation control strategy. 

 

3.1. Continuous operation control modeling 

 

     In this case the DG is always ON and its output power 

continuously controlled, depending on the demand, to 

minimize the fuel usage resulting in operation cost.  

 

3.1.1. Objective function 

 

     The objective is to minimize the fuel consumption cost 

from the DG during the operation time. This can be 

expressed as: 
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3.1.2. Constraints 

 

     The different constraints on the operation are as 

follows: 

 

• Power balance: 

At any sampling interval j, the sum of the supplied 

powers from the DG and from the battery must be equal 

to the demand. This can be expressed as: 

 

)()()( jLjBatjDG PPP                                                (4) 



• Variable limits: 

     The DG and battery modules are modelled as variable 

power sources controllable in the range of zero to their 

rated power for the 24 hour period. Therefore the variable 

limits are the output limits of these different power 

sources as well as of the battery storage system at any 

time t. These constraints depend on the characteristics of 

each power source and can be expressed as: 

 

)1(0 max

)( NjPP DGjDG                               (5)   

                                                                                                                                                                                                        

)1()( NjPPP rated

BatjBat

rated

Bat                    (6) 

 

• Battery state of charge: 

     The available battery bank state of charge in any 

sampling internal must not be less than the minimum 

allowable and must not be higher than the maximum 

allowable state of charge. This can be expressed as: 
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min SOCSOCSOC j                                 (7)  

 

     Equation (2) can be replaced in equation (7) to link the 

battery dynamics to its operation limits; this gives: 
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3.2. Proposed algorithm 

 

     The objective functions have been modeled as a non-

linear function of the DG output power. The non-linear 

optimisation problem can be solved using the “fmincon” 

function in MATLAB [5]. This function solves problems 

in the form: 
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Where: 

 x, b, beq, lb, and ub = vectors; 

A and Aeq = matrices; 

c(x) and ceq(x) = functions that return vectors; 

 f(x) = function that returns a scalar. 

 f(x), c(x), and ceq(x) can be nonlinear functions. 

 

4. CASE STUDIES 

 

4.1. 24 hours load demand 

 

     A typical South African rural household and a base 

transceiver system (BTS) daily load demands are selected 

as two case studies to analyze the benefit of battery-

integrated hybrid system compared to the DG alone [6-7]. 

The 24h demand for both cases are shown in Fig 2 and 

Fig 3. These data are used as input to the energy 

optimization model developed in section 3 above. It has 

to be noted that this household daily load profile can 

changes with the social habits on the occupants as well as 

with the seasons. 
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Figure 2: Household load profile 
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Figure 3: BTS load profile 

 

4.2. Component size and model parameters 

 

The components’ sizes as well as the different parameters 

used in the simulations are given on the table 1. 

 

Table 1: Simulation parameters 
Item Household BTS 

Sampling time (Δt) 15 min 15 min 

Battery nominal capacity 5.6kWh 5.6kWh 

Battery maximum SOC 95% 95% 

Battery minimum SOC 40% 40% 

Battery charging 
efficiency 

85% 85% 

DG rated power 5.6kW 2.6kW 

Diesel fuel price 1.4$/l 1.4$/l 

a 0.246 -0.0113 

b 0.0815 0.3527 

c 0.4333 1.1531 

 
Using the sampling time in minutes, the daily number of 

sampling intervals used in the simulation can be 

calculated as: 

 

t
N

6024
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5. SIMULATION RESULTS AND DISCUSSION 

 

5.1. Case 1: Rural household 

 

     Fig.4 shows the load demand, the DG output power, 

the battery power flow as well as the battery SOC during 

a 24h period. It can be noticed that during the night and 

early morning the load demand is low; therefore it is 

successfully met only by the DG which is at the same 

time charging the battery to its maximum SOC.  

The load demand starts increasing, and the first peak 

demand occurs from 7h00 to 8h00, therefore the battery 

and DG output powers increase. After this first peak 

demand, the DG output power is kept constant to 

recharge battery system; this can be noticed on the top-

left figure where the negative part of the battery power 

flow (PB) represents the charging process. 

From 9h00, the demand rises again, to reach a peak of 

5.6kW, in this case the battery is extensively used and its 

SOC is reduces to the minimum operating limit at around 

12h00 (40%). Therefore, after the peak, the DG produces 

more power than the load requirement to recharge the 

battery. This situation is also repeated during the evening 

peak. 

     Form the figure, it can be seen that neither the DG nor 

the battery reached their maximum operating power 

limits. The continuous operation control can allow a 

considerable reduction on the size or ratings of the DG 

and battery which can be lower than the one required 

during the peak demand. This can considerably increases 

the load factor as well as decrease the initial cost 

compared to the case where the DG is used alone. 

 

5.2. Case 2: BTS Load 

 

     From figure 5, it can be noticed that the BTS load 

profile is generally flat, except during the daytime when 

the air-conditioning system is switched on giving a 4kW 

peak demand for six hour (from 12h00 to 18h00). During 

that peak demand, the battery system is operated first at 

its maximum limit to supply the load while the DG is 

kept low. The DG output power increases later, when the 

battery energy is depleted, to balance the deficit of energy 

needed by the load.   

After the peak, the SOC of the battery is at its minimum 

operation limit (40%); therefore the DG produces more 

than the load requirement. This surplus is used to 

recharge the battery bank for future use as shown in 

Figure 5.  

  
5.3. Daily operation costs summary 

     Table 2 shows how much fuel (cost) can be saved by 

using the hybrid system instead of the selected DG (only) 

in both the household and BTS cases. The results 

obtained from the simulation demonstrate the importance 

of considering the non-linearity of the DG fuel 

consumption curve as well as the one of the load when 

operating the hybrid system in order to minimize the 

daily operation costs.  

     It has to be highlighted that the amount of fuel saved 

is highly dependent of the type of DG (fuel consumption 

parameters) as well as on the battery operation settings 

(initial, maximum and minimum SOC). 

 

Table 3: Daily fuel cost savings 
 Household BTS Load 

Consumption 
(L) 

Cost ($) Consumption 
(L) 

Cost 
($) 

DG only 19.06L 26.7$ 24.06L 33.7$ 

Hybrid 

system 

12.96L 17.8$ 18.47L 25.8$ 

Savings 6.1L 8.9$ 5.59L 7.9$ 

 

6. CONCLUSION 

 

     A mathematical model to minimize the daily operation 

of a battery-integrated DG hybrid system has been 

developed. This model aims to minimize the use of the 

diesel generator while optimizing the use of the battery 

storage system. As already mentioned, this work 

considers the non-linearity of the load demand as well as 

diesel fuel consumption resulting in uniform daily 

operational costs. The hourly load demand as well as the 

diesel generator fuel consumption curve parameters data 

has been used as input data for simulation purposes. The 

simulation results shows that by using the battery-

integrated DG hybrid system and taking into account the 

non-linearity in daily load demand, more fuel (operation 

cost) can be saved compared to the case where the DG is 

used alone. 

     In this work, only the continuous control of the DG 

used in the hybrid system has been studied, therefore for 

future work, the ON/OFF operation control of the DG 

should also be studied and the results compared with the 

continuous control.  
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Figure 4: Daily load, DG, battery power flow and battery SOC (Household case

0 5 10 15 20 25
0

1

2

3

4

P
L
 [

k
W

]

Time [h]

 

 

0 5 10 15 20 25
-2

-1

0

1

2

P
B
 [

k
W

]

Time [h]

 

 

0 5 10 15 20 25
0.4

0.5

0.6

0.7

0.8

0.9

Time [h]

S
O

C

 

 

0 5 10 15 20 25
0

1

2

3

4

P
D

G
 [

k
W

]

Time [h]

 

 

P
L

P
B

P
B
 max

SOC

SOC max

P
DG

P
DG

 max

 
 

Figure 5: Daily load, DG, battery power flow and battery SOC (BTS case) 
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Abstract: This paper presents the solution of economic load dispatch problem using quadratic cost 

functions of Nigerian thermal power plants by means of Genetic Algorithm (GA) and Differential 

Evolution (DE). These techniques are particularly useful for optimization problems with non-convex, 

discontinuous and non-differentiable solution. The two techniques were tested and validated on the 

Nigerian Grid system. The results obtained by both techniques were compared with and without losses 

considered. It is shown that DE gives better results than GA. The results demonstrate the applicability 

of the two techniques for solving economic load dispatch problems. 

 
Keywords: Economic Load Dispatch, Differential Evolution, Genetic Algorithm, Quadratic Cost 

Function. 

 

1. INTRODUCTION 

 

Economic load dispatch (ELD) is an important task in 

the power plants operation, which aims to allocate 

power generation to match load demand at minimal 

possible cost while satisfying all the power units and 

system constraints[1]. Its main objective is to minimize 

the total cost of generation and satisfy the system 

operation constraints of the different generation 

resources. Therefore, the ELD problem is a large scale 

constrained non-linear optimization problem. 

 For the purpose of economic dispatch studies, 

online generators are represented by functions that 

relate their production cost to their power output. 

Quadratic cost functions are used to model generators in 

order to simplify the mathematical formulation of the 

problem and to allow many of the conventional 

optimization techniques to be used. The ELD problem is 

traditionally solved using conventional mathematical 

techniques such as lambda iteration and gradient 

schemes [2]. These approaches require that fuel cost 

curves be increased monotonically to obtain the global 

optimal solution. The input-output of units are 

inherently non-linear with valve point loading or ramp 

rate limits and having multiple local minimum points in 

the cost function. 

    Techniques such as dynamic programming 

might not be efficient since they require too many 

computational resources in order to provide accurate 

result for large scale systems. But, with the advent of 

evolutionary algorithms which are stochastic based 

optimization techniques that search for the solution of 

problems using a simplified model of the evolutionary 

process found in nature, ELD problems can be solved 

easily. The success of Evolutionary Algorithms (EAs) is 

partly due to their inherent capability of processing a 

population of potential solutions simultaneously, which 

allows them to perform an extensive exploration of the 

search space [3].  

    Evolutionary Algorithms includes Genetic 

Algorithm (GA), Simulated Annealing (SA), Particle 

Swarm Optimization (PSO), Differential Evolution 

(DE), Artificial Bee Colony (ABC) [2,3,4,5], etc. 

Genetic Algorithm methods have been employed 

successfully to solve complex optimization problems, 

though recent research has identified deficiencies in 

their performances which is apparent in applications 

when optimized parameters are highly correlated 

thereby, hampering crossover and mutation operations 

and compromising the improved fitness of offspring 

because population chromosomes contains similar 

structures. 

SA is designed to solve the high non-linear 

ELD problem without restriction on the shape of the 

fuel cost function. EP also takes a long computation 

time to obtain solutions. PSO converges more quickly 

than EP, but has a slow fine tuning ability of the 

solution [3].  

      Differential Evolution (DE) is a recently 

developed heuristic evolutionary method for solving 

constrained optimization problems. DE is a powerful 

algorithm that improves the population of individuals 

over several generations through the operators of 

mutation, crossover and selection. DE offers great 

convergence characteristics and requires few control 

parameters which remains fixed throughout the solution 

process and requires minimal tuning. 
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2. PROBLEM FORMULATION 

Consider an interconnected power system consisting of 

n thermal power stations as shown in Fig.1, the ELD 

problem seeks to find the optimal combination of 

thermal power plants that minimizes the total cost while 

satisfying the total demand and system constraints [8]. 

 
Fig.1: Interconnected power system 

 

The ELD problem is formulated as follows: 

(1)                           )(CMin  
1

T 



n

i

ii PC

 Where: 

)( ii PC = Cost function of the 
thi unit 

)( ii PC  = 
2

iiiii PP    is a quadratic cost 

function as shown in Fig. 2. iii  ,, = are cost 

coefficients of the i
th 

generator, which are found from 

the input-output curves of the generators and are 

dependent on the particular type of fuel used. Pi = the 

power output of 
thi  unit. 
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Fig.2: Quadratic cost function 

The minimization is subject to the following constraints: 

The total power generated must to be equal to the sum 

of load demand and transmission-line losses as given in 

eqn. ( 2): 
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Where: 

 

PD = the power demand  

PL = the transmission loss 

The transmission loss can be represented by the B-

coefficient method as shown in eqn. (3): 
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where Bij is the transmission loss coefficient. 

 
maxmin

iii PPP           

 
min

iP = the minimum power output 

max

iP = the maximum power output 

The above cast problem (1) is an optimization one. This 

will be solved using both genetic algorithm and 

differential evolution methods and demonstrated on 

Nigerian thermal power plants. 

3. OVERVIEW OF GENETIC ALGORITHM  

 Genetic Algorithm searches a solution space for 

optimal solutions to a problem. The key characteristic of 

GA is how the searching is done. The algorithm creates 

a “population” of possible solutions to the problem and 

lets them “evolve” over multiple generations to find 

better and better solutions. The following steps were 

used to solve a problem using GA: 

1. Create a population of random candidate 

solution named pop. 

2. Until the algorithm termination conditions are 

met, do the following (each iteration is called a 

generation): 

a. Create an empty population named 

new-pop. 

b. While new-pop is not full, do the 

following: 

i. Select two individuals at 

random from pop so that 

individuals who are more fit 

are more likely to be 

selected. 
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ii. Cross-over the two 

individuals to produce two 

new individuals. 

c. Let each individual in new-pop have a 

random chance to mutate. 

d. Replace pop with new-pop. 

3. Select the individual from pop with the highest 

fitness as the solution to the problem. 

The population is the collection of candidate solutions 

that are considered during the course of the algorithm. 

Over the generations of the algorithm, new members are 

“born” into the population, while others “die” out of the 

population. A single solution in the population is 

referred to as an individual. The fitness of an individual 

is a measure of how “good” the solution represented by 

the individuals is. The selection process is analogous to 

the survival of the fittest in the natural world. 

Individuals are selected for cross-over based upon their 

fitness value- the fitter the individual the more likely the 

individual will be able to reproduce and survive to the 

next generation. The cross-over occur by mingling the 

solutions together to produce two new individuals. 

During each generation there is a small chance for each 

individual to mutate, which will change the individual 

in some small way. 

Two GA methods were considered in this work which 

include the: micro-Genetic Algorithms (MGA) and the 

classical-Genetic Algorithm (CGA). The MGA is a 

“small population “ GA that operates on the principle of 

natural selection or “survival of the fittest” to evolve the 

best potential solution over a number of generations to 

the most-fit, or optimal solution. In contrast to the CGA, 

which requires a large number of individuals in each 

population (i.e., 30-200), MGA uses a population of five 

individuals.  

4. OVERVIEW OF DIFFERENTIAL 

EVOLUTION  

Differential Evolution (DE) is a relatively new 

evolutionary algorithm proposed by Storn and Price [7] 

which is simple, yet powerful, for solving complex, 

practical optimization problems. Practical optimization 

problems are often characterized by several non-

linearities and competing objectives. 

In a DE algorithm, candidate solutions are 

randomly generated and evolved by simple technique 

combining simple arithmetic operators with the classical 

events of mutation, crossover and selection. The basic 

evolutionary search mechanisms for DE are summarized 

in the following salient steps : 

 

4.1 Initialization operation 

In DE, a solution or individual i, in generation G is 

a multi-dimensional vector given by eqn. (4): 

 

𝑋𝑖
𝐺 = (𝑋𝑖,1, … 𝑋𝑖,𝐷)                                                   (4) 

Where kiX ,  is given by eqn. (5) 
 

  )(*1,0 minmaxmin, kkkki XXrandXX      (5) 

            𝑖 ∈ (1, 𝑁𝑃) 𝑎𝑛𝑑 𝑘 ∈ (1, 𝐷)     

 

Where: 

 

 NP = the population size 

D = the solution’s dimension i.e. number of control 

variables   

rand[0,1] = a random number uniformly distributed 

between 0 and 1.  

Each variable k in a solution vector i in the generation G 

is initialized within its boundaries Xkmin and Xkmax.  

 

4.2 Mutation operation 

DE does not use a predefined probability density 

function to generate perturbing fluctuations. It relies 

upon the population itself to perturb the vector 

parameter. Several population members are involved in 

creating a member of the subsequent population. For 

every i ϵ[1,NP] the weighted difference of two randomly 

chosen population vectors, Xr2 and Xr3, is added to 

another randomly selected population member, Xr1 , to 

build a mutated vector Vi given as in eqn. (6). 

 

𝑉𝑖 = 𝑋𝑟1 + 𝐹 ∗ (𝑋𝑟2 − 𝑋𝑟3)                (6) 

                                    

Where: 

 r1, r2, r3 ϵ [1, NP] =  integers and mutually different 

F ˃ 0 = a real constant mutation rate to control the 

different variation  𝑑𝑖 = 𝑋𝑟2 − 𝑋𝑟3.   

                                  

4.3 Crossover operation 

The crossover function is very important in any 

evolutionary algorithm. In DE, three parents are 

selected for crossover and the child is a perturbation of 

one of them whereas in GA, two parents are selected for 

crossover and the child is a recombination of the 

parents. The crossover operation in DE can be 

represented by the following eqn. (7): 

 

𝑈𝑖(𝑗) = {
𝑉𝑖(𝑗), 𝑖𝑓 𝑈𝑖(0,1) < 𝐶𝑅

𝑋𝑖(𝑗),         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     
                       (7)                                                                                             

 

Where: 

 

 CR = the cross over rate of DE. 

 

4.4 Selection operation 

In DE algorithm, the target vector Xi,G is compared 

with the trial vector Ui,G+1 and the one with the better 

fitness value is admitted to the next generation. The 



selection operation in DE can be represented by eqn. 

(8): 

 

= {
𝑈𝑖,𝐺+1 𝑖𝑓 (𝑈𝑖,𝐺+1) < 𝑓(𝑋𝑖,𝐺)

𝑋𝑖,𝐺 ,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒              
                          (8)                      

Where: 

 i ϵ [1, NP]. 

 

4.5 Verification of the stopping criterion 

Loop to step 3 until stopping criterion is satisfied, 

usually a maximum number of iterations, Gmax.  

5. NIGERIAN GRID SYSTEMS 

The Nigerian national grid belongs to rapidly 

growing power systems faced with complex operational 

challenges at different operating regimes.  Indeed, it 

suffers from inadequate reactive power compensation 

leading to wide spread voltage fluctuations coupled with 

high technical losses and component overloads during 

heavy system loading mode.  The standardized 1999 

model of the Nigerian network comprises 7 generators, 

out of which 3 are hydro whilst the remaining 

generators are thermal, 28 bulk load buses and 33 extra 

high voltage (EHV) lines. The typical power demand is 

2,830.1MW and bears technical power network loss of 

39.85MW.  The single line diagram of the 330kV 

Nigerian grid system is shown in Fig.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Single line diagram of Nigerian 330kV 31-bus 

grid systems 

 

 

 

The Nigerian thermal power plants characteristics are 

shown in Table 1 with each plants cost coefficients and 

their corresponding minimum and maximum power 

outputs. 

 

Table 1: Nigerian thermal power plants characteristics 

Units α β γ Pi
min

 Pi
max 

Sapele 6929 7.84 0.13 137.5 550 

Delta 525.74 -6.13 1.2 75 300 

Afam 1998 56 0.092 135 540 

Egbin 12787 13.1 0.031 275 1100 

 

The Table 2 below shows the parameters setting for the 

minimization of the cost functions using GA and DE 

methods. 

 

Table 2: Parameters setting for GA and DE 

Control parameters  MGA   CGA   DE 

Generation 200 200 200 

Population 5 50 30 

Crossover 0.85 0.85 0.8 

Scaling factor for mutation     0.5 

 

6. RESULTS 

In this work, the ELD is applied to the four thermal 

plants of Egbin, Sapele, Delta and Afam. The results of 

the ELD with and without losses considered were 

shown in Table 3 and Table 4 respectively. With a total 

power generating capacity of 2823.1MW, the 

contribution of each thermal power plant to the total 

power generated and the cost of generation using GA 

and DE methods were shown. DE method produced the 

least cost of generation as compared to GA from the 

simulation results obtained for both cases that were 

considered. 

 

Table 3: Solution of ELD without losses 

   MGA          CGA     DE 

Egbin 1075.71 937.5 1020.3 

Sapele 174.81 227.88 263 

Delta 79.59 81.03 81 

Afam 202.99 289.68 168.8 

Shiroro 490 490 490 

Kainji 350 350 350 

Jebba 450 450 450 

PG 2823.1 2823.1 2823.1 

PD 2823.1 2823.1 2823.1 

Cost $/hr   99818.29 101302.53 98380.05 
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Table 4: Solution of ELD with losses  

       MGA      CGA    DE 

Egbin 838.39 814.56 818.08 

Sapele 345.35 457.79 365.93 

Delta 68.48 69.51 68 

Afam 320.46 230.82 318.36 

Shiroro 490 490 490 

Kainji 350 350 350 

Jebba 450 450 450 

PG 2862.68 2862.68 2860.37 

PD 2823.1 2823.1 2823.1 

PL 39.58 39.58 37.27 

Cost $/hr 114521.33 116946.55 107430 

  

7. DISCUSSION 

The ELD was implemented on Mat Lab 2009 platform. 

The contributions of the hydro power plants to the load 

demand were fixed, while the least cost schedule of the 

online thermal power plants were determined. The 

minimum cost of production as shown in Table 3 

without losses is $98380.05 by DE method. Also, with 

losses considered in Table 4, DE gives the least cost of 

production of $107430 and lowest transmission loss as 

compared to MGA and CGA.  The generators schedule 

reflects the best possible contribution of the individual 

generators based on the demand. The MGA give a lower 

total cost compare to CGA, while DE gives an overall 

better cost minimization and losses for both cases.  

8. CONCLUSION 

In this paper, GA and DE methods have been applied to 

schedule online generators on the Nigerian thermal 

power plants. The results show that these methods are 

capable of being applied successfully to the economic 

dispatch problem of larger thermal power plants. The 

results of the two methods were compared and it is 

shown that DE gives a better cost minimization and 

reduced transmission losses. 
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Abstract: Energy storage systems such as batteries are an essential component to renewable energy 

generation. These batteries are generally expensive and it is important to make full use of their 
capacity. For this reason, effective battery charging control is applied to maximise the efficiency of 

the power supply system. The proposed control method in this paper is a fuzzy logic controller which 
will manage the state of charge of the battery. 
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1. INTRODUCTION 

 

Gradual depletion of fossil fuel, environmental pollution 

caused by fossil-fuel energy generation and rising global 
energy demand has led to the harnessing of renewable 

energy resources such as wind, solar, marine, etc. 

Currently solar power is the leading renewable energy 

source in the world [1]. A commonly used set up for 

capturing solar energy is individual households having a 

separate battery and solar panel running the household 

appliances instead of the grid. Design of these stand-

alone systems requires cost effective solutions. Fuzzy 

logic is a fairly new control strategy and it is currently 

being applied effectively to many classical control 

problems and finding more optimum solutions. 

 

This paper will address the problem of intelligently 

managing batteries in order to reduce their required 

maintenance and increase their lifetime. It will also 

develop and simulate a battery management system for 

a stand-alone residential solar photovoltaic system. 

 

This study will cover the battery charge control design 

whilst not including maximum power point tracking 

(MPPT).  

 

The initial component of this paper will review lead acid 
battery management and operation, it will also review 

fuzzy logic and neural networks and how they can be 

applied to solar systems. Subsequently the paper will 

explain simulations and discuss results. Finally 

conclusions will be drawn and recommendations will be 

made. 

 

2. LEAD ACID CELLS OPERATION 

 

Lead acid battery cells are one of the first types of 

rechargeable battery cells to be produced. They consist of 

lead plates submerged in sulphuric acid and release 

energy through a chemical reaction.  

 

2.1  Discharging the Cells 

 

During the discharge of the battery the chemical process 
leads to lead sulphate forming and slowly building up on 

the plates. This causes the overall voltage that the battery 

can produce to drop. This can, however, be reconverted 

into lead and sulphuric acid if the battery is recharged 

immediately. If the battery is left in the discharged state, 

the lead sulphate will begin to crystallize which cannot be 

reconverted. Once every ten discharge cycles it is 

recommended to perform an equalizing charge which 

involves applying a certain voltage for a short period of 

time in order to equalize the chemical reaction and reduce 

the build-up of lead sulphate [2]. 

 

Lead acid batteries also experience self-discharging when 

left alone, which is usually around 1 percent of the state 

of charge per day [3]. 

 

2.2 Charging the Cells 

 

During the charging process a certain voltage is applied to 

the battery. During the recharging process, electricity 

flowing through the electrolyte which consists of water 

and sulphuric acid, hydrogen and oxygen are formed from 

the water. This process is called gassing. This causes 
water loss and requires batteries to have water added to 

them periodically [2]. 

The most commonly used battery type is a lead acid 

battery which has long service time and good reliability, 

the batteries can be easily damaged by overcharging, [4] 

which is why it is important to implement a charging 

controller.  
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Figure 1: Charging process of lead-acid battery 

 

Traditionally, as shown in the graph, the battery is 

directly charged from the solar panel, without any current 

control, until it reaches its overcharge point, at this point 

the battery has between 50-80 percent of its maximum 

capacity. During the second phase, the voltage is 

maintained while the current is gradually reduced, until 

the battery has reached its maximum capacity. Phase 3 

reduces the voltage and current to avoid overcharge while 

still maintaining 100 percent voltage [4]. 

 

3. FUZZY LOGIC COONTROLLER MODEL 

 

3.1 Creating the fuzzy rules 

The fuzzy rules derived in this paper were created using 

Wang and Mendels’ guide in [5], where labels are given 

as listed: 

S1 – Small 1 

B1 – Big 1 

CE - Centre 
  

The rules that the controller uses are the same as normal 

logic in that it makes use of if statements to make its 

decision. For a battery controller this is simple as there 

are only the three states of charge (SOC) as pictured in 

Figure 1. The rules that were created in the simulation are 

as follows: 

If SOC is "S1" AND Voltage-Error is "S1" then PWM is 

"B1"  

If SOC is "S1" AND Voltage-Error is "CE" then PWM is 

"B1"  

If SOC is "S1" AND Voltage-Error is "B1" then PWM is 

"CE"  

If SOC is "CE" AND Voltage-Error is "S1" then PWM is 

"CE" 

If SOC is "CE" AND Voltage-Error is "CE" then PWM is 

"CE"  

If SOC is "CE" AND Voltage-Error is "B1" then PWM is 

"S1" 

If SOC is "B1" AND Voltage-Error is "S1" then PWM is 

"S1"  

If SOC is "B1" AND Voltage-Error is "CE" then PWM is 

"S1"  
If SOC is "B1" AND Voltage-Error is "B1" then PWM is 

"S1" 

 

Table 1: Fuzzy Logic Rule Base 
 State of charge 

  

Voltage 

Error 

 

 S1 CE B1 

S1 B1 CE S1 

CE B1 CE S1 

B1 CE S1 S1 

The rules were derived in the same way any feedback set 

point tracking controller would apply rules by raising the 

voltage when the state of charge is below the set point, 

lowering the voltage when the state of charge is above the 

set point and maintaining the voltage when the state of 

charge is at in the region of the set point. The advantage 

of fuzzy logic is that these rules can be broadly applied. 

These rules can be more easily visualised in a rule base 

which is shown in Table 1.  

 

3.2 Creating a membership function 
 
The membership function is used to decide the weighting 

of each input based on its relative importance to the 

overall system. Membership Functions are generally 

triangular as this reduces computing complexity however 

Gaussian and other functions can be used if a more 

regularised output function is required. Due to the fact 

that the task of battery charge management does not 

require high precision, triangular membership functions 

will be used. The most commonly used and simplest 

membership function is also the triangular function. The 

membership functions were designed based on intuition 
and on the method described by Wang and Mendels [5]. 

The overall structure of the fuzzy logic controller can be 

seen in Figure 2. Figure 3 shows the input state of charge 

membership function and Figure 4 shows the input 

voltage error membership function. The output 

membership functions can be seen in Figure 6. 
 

 
Figure 2: Overall structure of fuzzy controller 

 

 

 
Figure 3: State of charge membership function 

 

In the state of charge (SOC) membership functions the 

CE linguistic variable, which corresponds to the correct 

battery state of charge was given a membership function 

with outer points of 82 and 94 because this is what was 

determined to be an acceptable range of state of charge. 

The S1 and B1 variables will cause the controller to 

charge the battery or stop charging the battery 

respectively. 

 

 



 
Figure 4: Voltage error membership function 

 

In the Voltage error membership function the voltage 

error refers to how far away the regulator circuit voltage 

is away from the set point of 12.1 Volts. So the CE 

linguistic variable represents a near zero deviation from 

the set point whereas S1 and B1 variables represent 

voltages too low and too high respectively. 

 

The function of the controller is to ensure that the voltage 

is reasonably close to this value in order to ensure gassing 

does not occur. 

 

 
Figure 6: Pulse width modulation membership function 

 

The output membership functions S1 variable ensures that 

the buck converter turns off so that the battery can reduce 

some of its charge into the load, the CE variable ensures 

that the battery will maintain its current state and the B1 

variable causes the battery to charge. 

 

For determining how to weight the pulse width modulated 

signals, the calculations of the buck boost designs 

maximum and minimum duty ratios were taken into 

account, the rate of change of the pulse width modulation 

required was designed by using narrower triangular 

membership functions near the set point for more 

precision. 

 
4.3 Surface function 

 
When the input and output membership functions are 

combined a non-linear surface function is generated by 

the fuzzy logic tool box in MATLAB in order to help 

understand how the controller is reacting. This can be 

shown in Figure7. 

 
Figure 7: Surface relating input and output variable of fuzzy 

logic controller 
 

 

 

4.4 Fuzzy logic controller implementation in Simulink 

 

 
Figure 8: Simulation of fuzzy logic controller circuit 

 

The filter from the state of charge is implemented so that 

the initial value that is fed into the controller is always 0. 

The voltage input error is generated by subtracting the 

measured terminal voltage of the battery by a constant 

value of 12.5 

 

4. DOMESTIC SOLAR PV MODEL 

 

The complete circuit simulated in Matlab Simulink is 

displayed in Figure 5. The solar PV model is based on the 

electrical data for Tenesol solar PV modules as obtained 

from reference [6] and the lead acid battery electrical data 

is obtained from the data sheet for valve-regulated lead 

acid battery type LC-R127R2P manufactured by 

Panasonic [7]. Figure 5 shows an overview of the 

positioning of the different components in the scheme. In 

contrast to the usual domestic PV installations, the 

innovative installation proposed in this paper includes a 

fuzzy logic controller. The Fuzzy Logic Controller 

receives its inputs from the battery itself and uses it to 
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Figure 5: Overall circuit simulation  



output an optimal duty cycle for the second converter in 

the circuit.  

 

 

5. TESTING METHODOLOGY 

 

A temperature and irradiance database for Cape Town, as 

shown in Figures 9 and 10 respectively, has been used to 

realistically simulate the output of the solar panels and 

the charge of the battery cells [8][9]. The following 

simulation conditions were run to obtain an 

understanding of the system operation during different 

conditions: 

- No load Test 

- Constant Load Test 

- Sudden load change Test 
 

From the results obtained in the different tests, a 

conclusion was derived on the efficiency of the system as 

described in the above sections. 

 
Figure 9: Average irradiance per square meter in Cape Town, 

South Africa during a 24 hour period [9] 

 

 
Figure 10: Average temperature in Cape Town, South Africa 

over a 24 hour period [8] 

 

6. RESULTS 

 

6.1 No load simulations 

 

The first battery simulations were run without any load to 

determine how the controller charged the battery. Figures 

11 and 12 show the battery charging with the solar panel 

set to a constant current and varying current respectively. 

 
Figure 11: Battery charging with a constant solar panel current 

 

 
Figure 12: Battery state of charge over 3 days, with a varying 
solar panel current superimposed 

 
6.2 Constant load battery charging 

 

The subsequent battery simulations were run with a 

constant load. Figure 13 shows how the battery charged 

when there was a constant current supplied from the solar 

panel. Figure 14 shows how the battery charged with a 

varying current from the solar panel over a 3 day period. 

 

 
Figure 13: Battery charging with a constant load and constant 
solar panel current, controller output superimposed 

 

 
Figure 14: Battery SOC over three days with a constant load 
and varying solar panel current(superimposed) and control 

signal (superimposed)  

 
6.3 Response to sudden addition of load 

 

Figure 15 and Figure 16 show the response of the 

controller and the change in state of charge when the 

resistive load, varying in different manners, is added to 

the system. The pulse signal that connects the resistive 

load is also superimposed on this figure. 

 

 
Figure 15: The change in state of charge when a resistive load is 

added as well at the controller response (superimposed) 

 



 
Figure 16: The change in state of charge when a higher varying 

resistive load is added as well at the controller response 

(superimposed) 

 
7. CONCLUSION 

 

The fuzzy logic controller proved that it could adequately 

charge the battery to the required battery state of charge 
with no overshoot and then stop the solar panel from 

charging the battery completely. This was tested with the 

solar panel generating a constant current due to it being 

fed a constant irradiance and temperature and also with 

the solar panel producing a varying current when the solar 

panels is fed time varying irradiance and temperature data 

for a three day period. 

 

The simulations under constant current (no load) show 

that the controller managed to charge the battery to 98 

percent charge and then cease charging. The controller 

effectively reduced the speed of the charge when the 

battery reached 85 percent. When the solar panel was 

given varying irradiance and temperature data in 

correspondence to 3 days’ worth of sunshine and heat the 

batteries state of charge can be seen charging during the 

periods that the solar panel is active and remaining 

constant when there is no current supplied. During the 

third day it can be seen that the controller stops charging 

the battery when it reaches 98 percent charge.  

 

During the constant load simulations the battery was 

connected in parallel with a constant load, the load was 
set as a constant resistance. During these simulations the 

battery took longer to charge due to the power loss in the 

load. As can be seen in Figure 13, under constant current, 

the controller charges the battery up to 98 percent charge 

and then stops charging it. Figure 14 demonstrates the 

circuit’s ability to power the load whilst also charging the 

battery. During the periods when the solar panel is active, 

the battery is charging, and when the solar panel is not 

active, the power lost in the load can be seen reducing the 

batteries state of charge. When the battery enters the 80th 

percentile of charge the controller’s voltage drops which 

reduces the current flowing into the battery. Finally when 

the battery state of charge reaches the 90th percentile the 

controller switches of the current to the battery 

completely. This simulation demonstrates that the 

controller is capable of effectively managing the state of 

charge of a battery which is having its power drained by a 

constant load. 

 

In Figure 15, the controller’s response to a resistor being 

added suddenly to the battery, this test gives a reasonable 

understanding of how the system would react to a 

constantly varying load that would be present in a real life 

situation. As Figure 15 indicates, the battery charges to its 

full safe voltage in the 90th percentile of charge and the 

controller switches the buck boost circuit off, it remains in 

this state until the load is added, the charge is then drawn 

out of the battery and the controller quickly responds by 

turning the buck boost circuit back on. When the load is 

subsequently removed the controller continues to charge 

the battery until it is full and switches off afterwards. In 

Figure 16 the same experiment is repeated with a larger 

load which shows when the batteries state of charge drops 

below 80 percent the controller attempts to charge the 

battery at a greater rate. 

 

Hence it is concluded that fuzzy controller can be 

effectively used for battery charge and discharge control 

in a stand-alone solar PV battery system. The authors 
recommend the development of other functionalities using 

fuzzy logic such as MPPT, taking into account seasonal 

variation of temperature and irradiance, and developing a 

laboratory set-up of the simulated circuits as a teaching 

tool for undergraduate students in Electrical and 

Electronic Engineering. 
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Abstract: A laboratory process demonstrator was constructed and can be used show how abstract
control theory connects to real world systems. The process constitutes four interconnected tanks,
two tanks are placed on top and two tanks are placed at the bottom. The system has two inputs and
two outputs. The system has an adjustable zero, that can be placed in either the right or left-half of
the s-plane by adjusting the position of a valve. A mathematical model of the system is derived and
simulated in the Simulinkr environment of MATLABr. From the model, the system components can
be specified. A decentralised PI controller is developed with the help of MATLABr and implemented
by making use of dSPACEr. The aim is to control the liquid levels in the bottom two tanks. The results
show that this is possible and the physical results can be compared to the simulated results.

Key words: Keywords - Quadruple-tank process, dSPACEr software, multivariable control,
adjustable zero

1. INTRODUCTION

Benchmark process control platforms are used to
demonstrate the control dynamics involved in the system
for the community that is interested in control. The
platform can then be used to evaluate different control
strategies. A benchmark control platform is very helpful
to gain insight with respect to the actual system. A
benchmark process control platform is also very useful in
that it can be used for more than one study.

The benchmark control platform considered is a multi-
variable system, thus the process should include more
than one input and more than one output. With this
multivariable system, the possibility of an adjustable zero
originates. There are however not many processes that can
demonstrate the effect of the adjustable zero’s location [1].
The quadruple tank process was developed to demonstrate
these effects [2]. Specifically the performance limitations
that are associated with a zero in the right half of the
s-plane are illustrated by this process.

The quadruple tank process constitutes four interconnected
water tanks. The schematic diagram of the system is
illustrated in Figure 1. The inputs to the system are the
voltages to the two pumps and the outputs are the water
levels in the lower two tanks. The system can be seen as an
interconnection of two decoupled two tank subsystems [3].

There are two valves that control the percentage of flow
to the lower tanks. The valve positions are not seen as
inputs to the system but as parameters and are set prior
to an experiment. In [1], it is shown that the positions of
the valves determine whether the system is in a minimum
or non-minimum phase condition. For this system, the
minimum phase is when the flow to the lower tanks are

Figure 1: A schematic diagram of the quadruple-tank
process

more than the flow to the upper tanks and the system is in
non-minimum phase when the flow to the upper tanks is
greater than the flow to the lower tanks [1].

The adjustable zero that has been mentioned above, can
be located in either the left or the right half-plane just by
changing the position of one of the valves. The quadruple
tank process is a non-linear system and as the zero can
be moved with the changing of a valve position, the
valve position also affects the control performance of the
system. Thus the platform can also show the sensitivity
of the design method for a non-linear system [1]. The
outline of this paper is as follows. An analytic model
for the physical process will be derived in section II. The
model will then be simulated in Simulinkr environment



of MATLABr. This will be given in section III. The
simulation model is made to obtain practical parameters
for the physical components and to later compare the
simulation results with the physical results. Section IV
discussed the practical implementation of the system and
the use of dSPACEr to control the system. The results
of the system will be discussed in section V and some
concluding remarks will be given in section VI.

2. MATHEMATICAL MODEL

In this section a mathematical model of the system will
be developed and linearised. A schematic layout of the
system is shown in Figure 1. The aim is to control the
water levels in the bottom two tanks which are given by y1
and y2. This is achieved by controlling the voltages v1 and
v2 to the pumps.

By applying Bernoulli’s law [4] to a single tank one can
obtain the velocity at the outflow of the tank which is given
by:

V =
√

2gh (1)

where g is the acceleration constant and h the liquid level
in the tank. From the mass balances it is known that

Qi−Qo = A
dh
dt

(2)

where
Qi is the volumetric flow into the tank [m3/s],
Qo is the volumetric flow out of the tank [m3/s] and
A is the cross sectional area of the tank [m2].

By combining the above principles the height change in
each tank is given by

dh1

dt
=

1
A1

([
k1Np1γ1 +a3

√
2gh3

]
−a1

√
2gh1

)
,

dh2

dt
=

1
A2

([
k2Np2γ2 +a4

√
2gh4

]
−a2

√
2gh2

)
,

dh3

dt
=

1
A3

(
k2Np2(1− γ2)−a3

√
2gh3

)
and

dh4

dt
=

1
A4

(
k1Np1(1− γ1)−a4

√
2gh4

)
(3)

where Ai is the cross sectional area of tank i [m2],
ai is the cross section area of the outlet hole [m2],
hi is the water level in tank i [m] and
γi is the setting between 0% and 100% of valve i.

The model is linearised by using the variables xi := hi−
h0

i and ui := vi− v0
i . A state space representation is thus

obtained by differentiating (8) to h and v to obtain

Ẋ = AX +BU
Y =CX ,

(4)

where

A =



− 1
T1

0
A3

A1T3
0

0 − 1
T2

0
A4

A2T4

0 0 − 1
T3

0

0 0 0 − 1
T4


, (5)

with

Ti =
Ai
√

2hi

ai
√

g
, (6)

B =


k1γ1
A1

0
0 k2γ2

A2

0 k2(1−γ2)
A3

k1(1−γ2
A4

0

and (7)

C =

[
1 0 0 0
0 1 0 0

]
. (8)

From the state space model a transfer function for the
system can be obtained by using (9).

G(s) =C(sI−A)−1B (9)

The transfer function of the system is given by:

G(s) =

[ c1γ1
(1+sT1)

(1−γ2)c1
(1+sT1)(1+sT3)

(1−γ1)c2
(1+sT2)(1+sT4)

c2γ2
(1+sT2)

]
(10)

where c1 = T1k1kc/A1 and c2 = T2k2kc/A2.
By taking the determinant of the above equation, [2] states
that the system has two zeroes, the one is always located
in the left half-plane, and the other can be located in either
the left hand or the right half-plane.

As previously stated, the position of the valves determine
whether the system is in minimum phase or non-minimum
phase. In minimum phase, the flow to the lower tanks are
greater than the flow to the upper tanks. This is when

0 < γ1 + γ2 < 1.

In non-minimum phase, the flow to the upper tanks are
greater than the flow to the lower tanks. This is when

1 > γ1 + γ2 < 2.

When γ1 + γ2 = 1 the zero is located at the origin. This is
when the flow going to the tanks on the left is the same as
the flow going to the tanks on the right.

In [1] it is stated that the system is more easily controlled
in minimum phase and harder to control when the zero is
located at the origin.



Figure 2: Model of a tank as given by Bernoulli’s law and
the mass balances equation

3. SIMULINKr MODEL

A simulation model is developed in Simulinkr, an
environment in MATLABr. The simulation model is then
used to obtain the physical parameters of the components.

In order to model the tanks, the mathematical equations
as given in (1) and (2) are used. It can be represented by
making use of mathematical Simulinkr function blocks
as seen in Figure 2. The model from Figure 2 is then
used as a sub-system along with the models of a valve
and a pump to model the full system as shown in Figure
3. A rough specification of the demonstrator size was
given by the client as 1.5 m x 1 m x 0.5 m. Taking this
into account along with the data from the simulation, the
height of the tanks was chosen as 500 mm, the diameter
as 200 mm and the outlet holes’ diameter as 10 mm. By
running experiments in the different modes with different
parameters, it was estimated that a flow of at least 18 l/min
or 0.0003 cm3/m was needed.

In order to vary the voltages to the pump, a signal with a
variable duty cycle has to be given as input to the pump.
There is however not a set relation between the duty cycle
and the rotational speed of the pump, it differs for every
pump, the situation the pump is used in and every operating
point. Therefore special care must be taken when choosing
the pump to make sure that the flow is sufficient for the
system.

The total head loss is not included in the model but is
present in the physical system. The characteristics of
different pumps were considered at and the total head loss
compared to the flow rate at that head loss. It was estimated
that a centrifugal pump of 32 l/min will have a flow of 20
l/min at a head loss of 3 m [5]. The total head loss includes
the pressure drop over the valves and the flow resistances
of the pipes.

The following results were obtained by the simulation of
the system in minimum phase (both valves set that 75%
of the liquid flows to the bottom tanks) and non-minimum
phase(both valves set that 75% of the liquid flows to the
top tanks). The set points for both lower tanks are chosen
as 15.24 cm. Figure 4 shows the water levels and output of
the controller for minimum phase and Figure 5 shows the

Figure 4: Minimum phase simulation results

Figure 5: Non-minimum phase simulation results

water levels and controller output for non-minimum phase.

4. PRACTICAL IMPLEMENTATION

Once the parameters of the components were obtained
in the simulation stage, the system was designed and
constructed. As the system will make use of the dSPACEr

environment for control, hardware and software will be
discussed.

4.1 Hardware

The quadruple-tank process is a demonstrator. Thus it
was decided to make use of perspex for the tanks so that
the user can view the levels in the tanks. The tanks was
mounted on a steel frame as can be seen in Figure 6. Two
32 l/min 12 V, 6 A, submersible in line pumps were chosen.
Four two way ball valves were used to create the three way
flow that is needed. The pipes used in the system are 20
mm see through flexible perspex pipes. It was decided to
use an eTapeT M [6] as a sensor, a continuous fluid level
sensor that looks like a ruler and makes use of pressure
differences to estimate the liquid levels. The eTapeT M

works as a variable resistor and is attached to the inside



Figure 3: A model of the quadruple-tank process in Simulinkr.

Figure 6: The physical system.

of the tank. The higher the liquid level, the smaller the
resistance. Several circuit stages had to be designed to
ensure that the correct signal is sent to and from dSPACEr

whilst making sure the dSPACEr hardware is protected.
The outputs, namely the levels of the bottom two tanks
are discussed first. A simple voltage divider is used to
convert the varying resistance of the eTapeT M to a voltage
that can be measured. Then the signal is passed though a
second order RC filter to eliminate noise and lastly through
a protection circuit to ensure that the dSPACEr A/D does
not receive a voltage greater than 10 V. 9.1 V Zener diodes
will be used to accomplish the task.

To control the pumps a simple circuit is used, MOSFET
technology was used along with an opto-isolator to isolate
the software from the hardware and protect the dSPACEr

hardware.

4.2 Software

As mentioned throughout, dSPACEr will be used to
control the system. A graphic user interface is used so that
the user can stop and start an experiment, display the water
levels in the tanks and plot the liquid levels of the bottom
tanks. The user interface can be seen in Figure 7. The
bars at the sides make it possible for the user to specify the
set point for a tank. The model that is used to control the

Figure 7: The graphic user interface that is used when an
experiment is run.

Figure 8: The Simulinkr model used to measure the signal
from the sensors.

Figure 9: The Simulinkr model used to provide output to
the power circuit of the pumps.

system is designed in Simulinkr and is shown in Figures 8
and 9. The RTI blocks are used to represent the inputs and
outputs on the dSPACE card. Some of the blocks depicted
are connected to the graphic user interface. For example
the level of Tank 1 is connected to the tank in the user
interface to show how the level varies. It was decided to
make use of a decentralised PI controller. The controller
model can be seen in Figure 10. The advantages for
this method are a reasonable settling time, less percentage
overshoot and a correct response even if disturbances are
introduced in to the system [7].



Figure 10: The decentralised PI controller that is used to
control the quadruple-tank process.

Figure 11: Minimum phase results

5. RESULTS

The results of the different experiments will be discussed
in this section. As stated, the quadruple tank process
has three different modes of operation, minimum phase,
non-minimum phase and when the adjustable zero is at the
origin. A practical experiment was conducted for each of
the three modes. Only the results for the minimum and
non-minimum modes are shown. The set points for the
bottom tanks are chosen as 6 inches (the eTapeT M makes
use of inches) or .1524 m.

5.1 Minimum phase

The system is in minimum phase when the flow to the
bottom tanks is greater than the flow to the top tanks.
The valves are turned accordingly so that 75% of the
flow goes to the bottom tanks (tanks 1 and 2) and 25%
to the top tanks (tanks 3 and 4). Figure 11 shows the
results obtained by ControlDeskr. It can be seen that the
simulation results, seen in the Simulinkr model section,
differ from the practical results. This means that the
simulation model does not reflect the real-world system
and should be adjusted. It can be seen however that if
the fluctuations are ignored, the settling time of tank 2
is almost the same for both sets of results. Figure 11
illustrates that the flow to tank 2 is greater than the flow
to tank 1. It was determined that this is due to the pumps
that do not have the same flow rate.

Figure 12: Non-minimum phase results

5.2 Non-minimum phase

The system is in non-minimum phase when the flow to
the bottom tanks is less than the flow to the top tanks.
The valves are turned accordingly so that 25% of the flow
goes to the bottom tanks (tanks 1 and 2) and 75% to the
top tanks (tanks 3 and 4). Figure 12 shows the results
obtained by ControlDeskr. It can be seen from Figure
12 that the system could not be practically controlled. The
simulation results however show that it is possible. This
reveals unmodelled effects in the simulation model.

5.3 Adjustments made to simulation

During the experiments, it was noted that the pipes took
some time to fill (especially due to the vertical placement
of the pipes). Thus there is a delay between the output to
the pumps and the moment the tanks started filling with
water. A delay was inserted into the model to simulate
this delay. As it takes longer for the water to reach the
bottom tanks, a longer delay is used for the bottom tanks
in comparison with the top tanks.

The results of the adjusted model (in blue) are illustrated
in Figure 13 along with the practical results (in green) it is
seen that the practical results are closer reflected by the
adjusted simulation results. The only adjustment made
to the simulation is the delay time. The mean absolute
percentage error (MAPE) for the levels in tank one is
15.2% and for tank two 6.7%. The discrepancy can be
ascribed to external factors. The MAPE only used data
points beyond 10 seconds. (Due to the inaccuracy of the
sensor at very low water levels.)

When the graphs in Figure 14 are compared it is seen that
the practical results (in green) are closer reflected by the
adjusted simulation results (in blue). The delay time was
adjusted as well as the positions of the valves. From the
practical experiment it was clear that a there was more flow
to tank 4 than to tank 3. When the settings for valve one
was adjusted to 0.3 and 0.7, the simulation results reflected
the practical results more closely. The MAPE for the levels
in tank one is 87.85% and for tank two 13.9%. The error
for tank one is very large and is due to a small error at first
that had an impact on the controller output and escalated



Figure 13: Minimum phase adjusted simulation and
practical results

Figure 14: Non-minimum phase adjusted simulation and
practical results

as the process continued. The discrepancy can also be
ascribed to external factors especially the accuracy of the
sensors. There is still a discrepancy in the results, but this
can be ascribed to external components.

5.4 External factors

The external components referred to can be a slight
difference in pipe lengths from the pumps, that the valves
for tanks 1 and 4 are placed higher than the valves for
tanks 2 and 3 or a slight difference in the outlet hole
diameters. Furthermore when the experiment is practically
run, and the water is lower than a certain level, a vortex
is formed inside the tank. This is not included in the
simulation model and can be a cause for the discrepancy.
The inaccuracy of the sensors greatly effect the system.
The sensor cannot measure the first 5 cm correctly and
shows a value of 0 when the water level is below 5 cm. The
sensors are not that accurate as they have to be calibrated
before each experiment and this is done visually. The fault
of parallax has an influence.

5.5 Discussion of the different modes

From both the practical and simulation results it can
be seen that the system takes longer to stabilize in
non-minimum phase than in minimum phase and the
overshoot percentage is larger for non-minimum phase.

This confirms that there is limits in control performance
when the system is in non-minimum phase as a larger
amount of water is supplied to the top tanks.

6. CONCLUSION

As a laboratory demonstrator, the quadruple tank process
is ideal to link the real-world system with the mathematics.
The adjustable zero allows the system to operate in three
different modes. The positions of the valves determine the
mode. The position of the zero directly impacts the liquid
level in the top tanks if the set points are the same for the
different modes and only the valve positions are changed.

It was possible to control the system for two of the three
modes namely in minimum phase and when the zero is
located at the origin. The system could not be controlled
in non-minimum phase. This is ascribed to inaccuracies in
the hardware.

The Simulinkr model is a reflection of the practical
system and shows that it is possible to build a model of
the system. The model can be updated to include the
vortices that sometimes form inside the tanks. Future work
is warranted in terms of improving the model as well as
non-linear control techniques.
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Abstract: Energy is associated with all engineering disciplines including electrical, mechanical and 
chemical engineering, and therefore a multi-domain concept.  An energy visualisation for large-scale 
industrial systems can portray the system’s steady state response from an energy perspective.  If a 
controller can be based on the energy in a system, then any discipline can form a reasonable 
understanding of how to optimise a system from an energy perspective.  This paper aims to derive a 
nonlinear model for an axial-flow compressor system similar to Greitzer (1986) in state space format.  
From the state variables the steady state energy flow rate in the system is calculated and visually 

presented.  Evaluating the representation, a clear concept of the energy flow of the system is formed 
to determine the energy conversion at two different operating points.   
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1. INTRODUCTION 

 

A model of a large-scale industrial system is most often 

derived from the conservation of mass, momentum and 

energy equations.  Such a set of equations can either be 

linear or nonlinear depending on the complexity of the 

system.  These equations are an accurate depiction of the 

system, but in most cases these models have been 
linearised at a certain operating point.  The limitation of a 

linear model is that dynamics over a large operating range 

cannot be represented accurately. 

 

Compressors form part of many of the systems found in 

the industry.  One of the most common systems that 

includes a compressor is the Brayton-cycle. This system 

consists of a compressor, combustor and a turbine.  Two 

types of compressors can be differentiated, namely 

positive displacement and dynamic compressors.  

Dynamic compressors are a type of continuous-flow 

compressors and unlike positive displacement 
compressors, they deliver a fixed volumetric flow [1].  

Dynamic compressors can therefore be categorised into 

axial-flow compressors and centrifugal compressors.  In 

axial-flow compressors the flow leaves the compressor in 

the axial direction and in the case of a centrifugal 

compressor the air leaves in a perpendicular direction 

with respect to the shaft [2]. 

 

Greitzer developed a nonlinear one dimensional lumped-

parameter model for an axial-flow compressor in [3] to 

predict the transient response of a compressor system and 
to determine if compressor instability, rotating stall or 

surge will be encountered by operating the compressor 

near the stall line.  In [4] and [5] a model was presented 

for the analysis of stall effects of a multi-stage axial 

compressor. 

 

Considering literature focusing on the analysis of multi-

domain nonlinear systems, passivity-based approaches 

came out as the most prevalent.  The underlying idea 

behind passivity-based techniques is the consideration of 

complex systems as energy manipulation devices.  

Lyapunov theory stemming from stability analysis also 

plays a vital role and is associated with energy analyses.  

Recent literature also considers complex systems in port-

Hamiltonian framework which combines a bond-graph 

approach with theoretical mechanics.  These approaches 
solely rely on energy principles [6]. 

 

In a multi-domain environment where thermal, hydraulic 

and the electric domains are present, a controller can be 

designed to control a nonlinear model from first 

principles of energy and to visually represent the energy 

and energy flow in the system.  

 

An energy visualisation can be in the form of an energy 

signature for a system at a specified operation point.  

From a combination of these operating points it can be 

determined if the system is operating at maximum 
efficiency.  Condition monitoring and fault detection and 

isolation (FDI) can be done on the system by using the 

energy visualisation.   

 

The contribution of this paper is to describe the nonlinear, 

one-dimensional, lumped-parameter compressor model in 

state space format and to evaluate the energy flow with 

Bernoulli’s equation for the flow and kinetic energy of 

the system from the state variables.  The paper also 

focuses on visually presenting the energy flow of the 

system.   
 

Section 2 of the paper starts with the derivation of the 

model for an axial-flow compressor system.  In section 3 

the state space model for the system is derived.  Section 4 

shows the simulation of the state space equations and the 

response of the state variables for different operating 

points.  
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An energy visualisation is depicted in section 5 for the 

compressor system for different operating points and the 

paper concludes with suggestions of possible future work 

to continue the research and a conclusion of the findings 

in this paper. 

 

2. MODEL DERIVATION 

 

From the conservation of the mass and momentum 

equations, the model consisting of the compressor, 

plenum and throttle for the compressor system is derived.  
Unlike more recent compressor models the equations are 

preserved in dimensional form and the derivation of the 

states is kept with respect to time.  The compressor 

system for which the equations are derived is depicted in 

figure 1.  

 

 
 

Figure 1 : Diagram of compressor system 

 

A quadratic equation is used to describe the operation of 

the throttle and a cubic equation is used for the 

compressor’s steady state response.  This yields a 

nonlinear model for the compressor system.  A result of 

the derivation is a one-dimensional, lumped-parameter 

model describing the response of the compressor system. 

 

2.1 Mass and momentum equations 
 

The first order state equations for the compressor’s mass 

flow, throttle mass flow, plenum pressure and 

compressor’s pressure rise are given by 
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where Ac [m
2] and Ac [m

2] denote the active compressor 

and throttle area, Lc [m] and Lt [m] the length of the 

compressor and throttle duct, ΔP [Pa] the pressure 

difference from the plenum to atmosphere, ΔPt the 

pressure difference across the throttle, ΔPc,ss the steady 

state compressor pressure rise, a [m/s] the speed of sound 

and Vp [m
3
] the plenum volume.  The compressor’s time 

lag   is given by  
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with R [m] as the mean compressor radius, NStall as the 

number of revolutions required to develop a stall cell and 

U [m/s] as the mean rotor velocity. 

 

2.2 Compressor characteristic 

 

The compressor is modelled as an actuator disk, therefore 
energy is added to the system by the compressor in the 

form of a pressure rise in the working fluid.  Equation (6) 

assumes a cubic equation to describe the compressor’s 

steady state pressure rise for a given mass flow rate and 

rotor speed as   
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with C0 as the shut off value, H and W as the compressor 

semi-height and semi-width respectively and N as the 

rotor speed. 

 

2.3 Throttle characteristic 

 

A quadratic equation is used to describe the throttle 

characteristic for a given mass flow rate and throttle 

position so that the pressure drop over the throttle is 

given by 
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with 
tu as the throttle position and  [kg/m3] as the 

density. 

 

3. STATE SPACE MODEL 

 

The states variables of the compressor system are chosen 

as follows: 
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with ṁc [kg/s] as the compressor mass flow rate, ṁt [kg/s] 

as the throttle mass flow rate and pp [Pa] as the plenum 

pressure of the system.  The state differential equation [7] 

is then given by 
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where the A and B  matrices are  given by 
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It can be seen that the A-matrix contains some of the state 

variables and therefore the state space model can be 

considered as nonlinear.  The output equation that relates 

the inputs of the system with the outputs of the system is 

given by  
 

 DuCxy   (12) 

 

4. SIMULATION 

 

4.1 Initial values and parameters 

 

The initial values for the states are given in (13) with the 

corresponding units of the state variables as discussed in 

(8).  
 

  T17001017003.03.00 x  (13) 

 

The parameters used to describe the system are given in 

table 1.  These parameters remain fixed for the duration 

of the simulation. 

 

Table 1 : Simulation values 

Parameter Value Parameter Value 

a  340 [m/s] stallN
 

2 

cA  0.1 [m2] ip
 100 [kPa] 

tA
 

0.1 [m2] op  100 [kPa] 

0C  0.3 
 1.15 [kg/m3] 

cL  3 [m]
 

R  0.1 [m] 

tL  0.8 [m] pV  1.5 [m3] 

N 4591 [rpm]   

 

 

 

4.2 System response 

 

The compressor system is started from a steady state 

operating point with a throttle position ut of 4.  

Instantaneously the throttle position ut  is changed to 1 

and a new steady state operating point is reached within a 

time window of 0.3 seconds. 

 

In figure 2 the compressor pressure rise is superimposed 

on the compressor and throttle characteristics.  The 

intersection of these two characteristics determines the 
steady operating point of the compressor system.  

 

 
 

Figure 2 : Compressor pressure rise response 

superimposed on system characteristic 

 

The response of the four states of the system with respect 

to time is shown in figure 3.  It can be seen that all of the 

states settle to a new value when steady state is reached 

for the new throttle position. 

 

 
 

Figure 3 : Transient response of state variables 
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4.3 Model validation 

 

Flownex® is a systems CFD software package capable of 

simulating thermo-fluid systems.  Flownex
®

 incorporates 

a variety of components and the components are 

validated. 

 

The values for different steady state operating points for 

both the derived model and a Flownex® model are shown 

in figure 4.  Only an operating range where the 

compressor is stable is shown in the figure. 
 

 
 

Figure 4 : Steady state response comparison of derived 

model and Flownex® 
 

The percentage error for all operating points is calculated 

and shown in figure 5.  The error is due to the fact that 

Flownex® takes temperature rise across the system into 

account, where the derived model neglects the 
temperature rise. 

 

 
 

Figure 5 : Difference of the derived model and Flownex
®
 

model as a percentage error 

 

 

 

 

 

5. ENERGY VISUALISATION 

 

Energy is a fundamental concept in systems and can be 

used to describe multi-domain systems.  It can therefore  

be seen to connect all domains and can depict a systems 

state using energy as the unifying domain [8]. 

 

5.1 Bernoulli equation 

 

The Bernoulli equation is concerned with the 

conservation of kinetic, potential and flow energy to 
describe the mechanical energy of a particle in a 

streamline [9].  Bernoulli’s equation is an approximate 

relation between the pressures, velocity an elevation. 

Bernoulli’s equation is derived by using the conservation 

of linear momentum principle and can be evaluated at any 

point in a streamline where pressure, velocity, density 

and elevation are known for steady incompressible flow, 

and is given by  

 

 

constgz
VP


2

2


, (14) 

 

with P [Pa] as the pressure, ρ [kg/m3] as the density, V 

[m/s] as the velocity, g [m/s2] as the gravitational 

acceleration and z [m] as the height of a particle from a 

reference point.  The first term P/ρ is recognized as the 

flow energy, V2/2 as the kinetic energy and gz as the 

potential energy.  The equation that relates the pressure to 
the energy flow rate can be calculated from the Bernoulli 

equation as 
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to obtain the flow energy flow rate or a type of potential 

energy flow rate due to pressure Ef  [J/s].  The energy 

flow rate that relates to the velocity can be calculated by  
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to obtain the kinetic energy flow rate Ek [J/s].  The 
potential energy flow rate can also be calculated by 

multiplying the potential energy by the mass flow rate. 

 

5.3 Node selection 

 

The selection of nodes in the compressor system is done 

in such a way that each node can represent both the 

pressure and mass flow rate of the corresponding 

component at a node.  The selection of nodes must also 

enable the evaluation of the flow energy rate at each 

node.  The node diagram of the system is depicted in 

Figure 6. 
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Figure 6 : Compressor system node diagram 

 
Nodes 1 and 5 represent ambient conditions and nodes 2, 

3 and 4 represent the compressor, plenum and throttle 

respectively. 

 

Energy from node 1 as well as external energy converted 

to flow energy by the compressor on the working fluid, 

enter node 2.  Because the model does not account for 

losses in the system, the energy that enters node 3 will 

flow through node 4 and exit at node 5.  In the flow of 

energy through the nodes the energy is only converted to 

and from flow and kinetic energy. 

 
5.3 Steady state energy flow rate 

 

In this section the energy flow rate for the flow and 

kinetic energy of the compressor system at the nodes is 

graphically portrayed through bar graphs.  The potential 

energy is disregarded because it is assumed that the 

height change is negligibly small. In steady state it is 

assumed that the mass flow rate is steady and the density 

at the different nodes is fixed, therefore the energy flow 

rate for a certain operating point of the system can be 

evaluated.  A visualisation cannot be analysed with the 
standard Bernoulli equation when the compressor enters 

rotating stall or surge, since the flow is unsteady under 

these conditions and Bernoulli’s equation does not hold 

in the case of unsteady flow. 

 

The results are obtained for a pressure reference of 

100kPa.  The compressor system is initially set to a 

throttle position that restricts the mass flow of the system 

and results in a steady operating point.  Figure 6 depicts 

the total energy flow rate entering and exiting each node. 

 

 
 

Figure 6: Total energy flow rate with a throttle setting of 

4  

 

The total energy flow rate for each node is discretised 

into the flow and kinetic energy components. This can be 

seen in figure 7 and how the energy is converted to and 

from flow and kinetic energy at nodes 2 and 4. 

 

 
 

Figure 7: Energy flow rate with a throttle setting of 4 

(discretised) 

 

When the throttle position is changed, meaning that the 

throttle restriction of the flow changes, a new steady state 

operating point is reached within 0.3 seconds.  This leads 

to a change in state variables, thus changing the energy 

flow rate.   

 
The energy flow rate for the new throttle position is 

shown in figure 8. 

 

 
 

Figure 8: Total energy flow rate with a throttle setting of 

1 

 
Again the total energy flow for each node is discretised 

into the flow and kinetic energy.  The new discretised 

energy flow rate for each node is shown in figure 9. 
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Figure 9: Energy flow rate with a throttle setting of 1 

(discretised) 

 

It can be deduced from the graph in figure 9 that the 

energy flow rate due to the work done by the compressor 

decreases and the energy flow rate due to the mass flow 

rate entering the compressor increases when compared to 

the energy flow rate of the initial throttle position. 

 

The energy balance is achieved through the summation of 
the energy flow rate in and out of each node.  Through 

this, possible energy lost at a node as well as the 

efficiency of a system can be determined. 

 

6. FUTURE WORK 

 

Future work includes adding a thermal domain to the 

compressor system and re-evaluating the representation at 

the different nodes for the flow energy rate.  The future 

research also aims to evaluate the transient energy in each 

node with the extended Bernoulli equation and to 
describe the stored energy in each node. 

 

The energy requirement to move from one operating 

point to another can be determined through this and it can 

suggest if the transition is energy efficient.   

 

7. CONCLUSION 

 

Energy visualisation seems relevant to use in research for 

alternative multi-domain system analysis and 

optimisation.   
 

A nonlinear model for an axial-flow compressor system 

accurately depicts the response of the system and the flow 

and kinetic energy flow rates are determined with the 

Bernoulli equation from the state variables. From the 

steady state energy flow representation it is possible to 

determine the amount of energy entering and exiting the 

system and how it changes at different operating points. 

 

Another advantage seen in the visualisation is to 

distinguish between flow and kinetic energy flow rate and 

how energy is shaped from one sub-subsystem to another. 
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Abstract: This paper discusses engineering details of a brachiating robot for the industrial application 

of power line inspection. An Euler-Lagrange model with constraints is presented along with 

simulation of a brachiation manoeuvre. The mechanical design for the robot configuration and gripper 

mechanism are also presented. 
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1. INTRODUCTION 

 

The supply of electricity is crucial to the proper operation 

of an economy as it has an impact on nearly every sector. 

Both the high-voltage transmission and intermediate 

voltage distribution infrastructure requires regular 

inspection and maintenance to ensure reliability of the 

electrical network down to the reticulation level. The 

most common method for inspecting power lines is by a 

line crew walking along the line, which is labour 

intensive and not very reliable due to inconvenient access 

to servitudes and reliance on human judgment. An 

alternative or supplement to ground patrols is the use of 

fixed wing aircraft and helicopters to perform 

inspections. These are faster but significantly more 

expensive and also have limitations. 

 

In recent years, a number of robotic platforms have been 

developed to perform autonomous inspection of power 

lines. Introducing a robot to perform power line 

inspection has a number of advantages such as: 

 

 Faster and more effective inspection 

 Cost-effectiveness 

 Safety for operating crew 

 

However, despite the number of robotic platforms that 

have been developed, very few are currently in 

commercial use, due to the challenges of operating in a 

real-world environment. 

 

Among the most successful robotic platforms are the 

Expliner [1], LineScout [2], and the University of 

KwaZulu-Natal’s Power Line Inspection Robot (UKZN 

PLIR) [3]. These robots have all been successfully 

operated in real-world industrial power line environments 

even if not commercially. Despite their success, they are 

either kinematically complex or rely on bulky, static 

schemes for obstacle navigation requiring high torque 

meaning bigger actuators and therefore bigger robots. 

Thus, a robot capable of operating in the real world while 

still remaining simple and compact is required. 

 

This paper is focused on the design of a brachiating robot 

for industrial application to power line inspection.  

Brachiation allows for the design of a light-weight and 

compact robot which is capable of negotiating obstacles 

with less effort than current robotic platforms. The 

research presented in this paper builds on [4] in which the 

specifications of the brachiating robot were detailed. In 

this paper, an improved dynamical model of the robot is 

presented (in Section 2), followed by simulation results of 

a jumper-to-cable swing manoeuvre (in Section 3). The 

mechanical configuration design is then discussed in 

Section 4 and gripper design in Section 5. Finally, 

Section 6 concludes the paper and discusses future work. 

 

2. DYNAMIC MODEL 

 

The brachiating robot is modelled as a planar double 

pendulum, actuated at the elbow.  

 

The generalised coordinates of the configuration are 

shown in Figure 1. 𝜃1, is the angle of the first link with 

respect to the vertical and 𝜃2 is the angle of second link 

with respect to the first. The angle ∅ represents the angle 

of the slope and allows for brachiation on slopes to be 

simulated. Coordinates 𝑥 and 𝑦 are parallel and 

orthogonal distances, respectively, and allow for the 

imposition of constraints on the model. 

 

The differential equations-of-motion are obtained using 

the Euler-Lagrange equation. The Lagrangian of the 

system is defined as, 

 

𝐿 = 𝑇1 + 𝑇2 − (𝑈1 +  𝑈2), (1) 

 

where 𝑇 represents the kinetic energy and 𝑈, the potential 

energy of the system. 

 



 
Figure 1: Generalised coordinates of robot 

 

The kinetic and potential energies of the links are given 

respectively by, 

 

𝑇1 =  
1

2
 𝑚1 [(�̇�𝑐𝑜𝑠(∅) + �̇�𝑠𝑖𝑛(∅) + 𝑙𝑐1𝜃1̇cos𝜃1)2

+ (�̇�𝑠𝑖𝑛(∅) − �̇�𝑐𝑜𝑠(∅)

+ 𝑙𝑐1𝜃1̇sin𝜃1)2] +  
1

2
 𝐼1 �̇�1

2  

(2) 

𝑇2 =  
1

2
 𝑚2 [(�̇�𝑐𝑜𝑠(∅) + �̇�𝑠𝑖𝑛(∅) + 𝑙1𝜃1̇cos𝜃1

+  𝑙𝑐2cos (𝜃1 + 𝜃2)(𝜃1̇ + 𝜃2̇))2

+ (�̇�𝑠𝑖𝑛(∅) − �̇�𝑐𝑜𝑠(∅)

+  𝑙1𝜃1̇sin𝜃1 +  𝑙𝑐2sin (𝜃1

+ 𝜃2)(𝜃1̇ + 𝜃2̇))2] +  
1

2
 𝐼2 �̇�2

2  

(3) 

𝑈1 =  
1

2
 𝑚1 𝑔(𝑥𝑠𝑖𝑛(∅) − 𝑦𝑐𝑜𝑠(∅) − 𝑙𝑐1 cos 𝜃1)  (4) 

  

𝑈2 =  
1

2
 𝑚2 𝑔 (𝑥𝑠𝑖𝑛(∅) − 𝑦𝑐𝑜𝑠(∅)

− 𝑙1cos 𝜃1 + 𝑙𝑐2cos𝜃2)  
(5) 

 

  

The generalised vector of coordinates, 𝑞, is defined as, 

 

𝑞 = (  𝑥  𝑦  𝜃1  𝜃2 ) 𝑇 , (6) 

 

By solving the Euler-Lagrange equations, the equation-

of-motion can be written as, 

 

𝑀(𝑞)�̈� + 𝐶(𝑞, �̇�)�̇� + 𝐺(𝑞) + 𝐹 = 𝐵𝜏 + 𝐴(𝑞)𝑇λ, (7) 

 

where, 

 

𝐵 =  [
0 0
0 1

], (8) 

 

and the constraint matrix A is, 

 

𝐴 =  
𝜕ℎ

𝜕𝑞
=  [

1 0 0 0
0 1 0 0

], (9) 

 

A detailed derivation can be found in [4 & 5]. 

Finally, the torque output of the motor is modelled as 

 

𝜏 = ɳ(𝜎 𝑢) −  𝜑𝜔, (10) 

  

𝜎 =
𝑁𝑘𝑀𝑉

𝑅
, (11) 

  

𝜑 =  
𝑁𝑘𝑀

2

𝑅
, (12) 

  

where 𝜎 is the stall torque, 𝜑 is the back EMF coefficient, 

𝑁 is the gearbox ratio, 𝑘𝑀 is the motor constant, 𝑅 is the 

winding resistance, 𝜔 is the speed of the gearbox output 

shaft, ɳ is the efficiency of the gearbox, 𝑉 is the motor 

voltage  and 𝑢 ∈  [−1, 1] is the control input. 

 
3. SIMULATION 

 

The robot was simulated in various brachiation scenarios 

to assess the feasibility of the concept and to gain insight 

into the dynamics. Simulations were performed in open 

loop with no disturbances, in order to determine the 

optimal trajectories. These trajectories will be used in the 

development of a minimum energy control scheme with a 

robust controller at a later stage in the research.  

 

A constrained non-linear optimisation algorithm 

(Matlab’s fmincon function) was used in order to 

determine these optimal trajectories. Details of the 

algorithm and the parameters used can be found in [4]. 

 

The most interesting brachiation scenario is the jumper-

to-cable swing manoeuvre, shown in Figure 2. The ability 

to navigate jumper cables greatly increases the autonomy 

of the robot. This manoeuvre is particularly difficult as 

the robot must swing while on an incline while raising its 

centre of mass, which requires large actuation torque.  

 

 
Figure 2: Jumper-to-cable swing manoeuvre 

 

 

 



The parameters used for the simulation are presented in 

Table 1 and Table 2. The simulation results of the 

jumper-to-cable swing manoeuvre are also presented, 

where the jumper cable is inclined at 45. 

 

Table 1: Robot parameters 

Link 
Symbols (unit) 

𝒎𝒏 (kg) 𝒍𝒏 (m) 𝒍𝒄𝒏 (m) 𝑰𝒏 (kgm
2
) 𝑭𝒏 (Nms) 

n=1 5 1 0.5 1.67 0.1 

n=2 5.2 1 0.5 1.73 0.1 

 

Table 2: Motor parameters 

Motor Parameters (unit) 

𝑽 (V) 𝑵 𝑹 (Ohm) 𝒌𝑴 (mNm/A) 𝒌𝑴 (rpm/V) ɳ 

24 51 0.341 13.5 705 0.7 

 

 
Figure 3: Trajectory of robot links 

 

 
Figure 4: Speed of robot links 

 

 
Figure 5: Torque output  

 

 

 

4. MECHANICAL CONFIGURATION DESIGN 

 

The mechanical configuration represents the way in 

which the major components namely, the arms, payload 

and grippers connect together. This has a direct influence 

on the way the robot achieves brachiation. 

 

An optimal configuration is one which achieves 

brachiation but minimizes the associated mechanical and 

control complexities. 

 

In [4] critical design factors for selecting an optimal 

configuration were discussed. Based on these design 

factors, 3 configurations were considered, namely: 

 

 2-link configuration, payload split equally onto 

each link, fixed payload 

 2-link configuration, payload split equally onto 

each link, moveable payload 

 3-link configuration, payload on central link, 

moveable payload 

 

These configurations were simulated in various 

brachiation scenarios in order to assess their feasibility 

and allow for comparison between configurations. 

 

Based on the simulation results and weighing up 

mechanical and control complexities, a 2-link fixed 

payload configuration is selected. This configuration 

offers the most simplistic and robust design, which is 

crucial for an industrial-level robotic platform. 

 

4.1 Link actuation 

 

In [4] two link actuation schemes are discussed, a 

traditional link actuation scheme and an energy storage 

scheme. 

 

Traditional link actuation schemes offer mechanical 

simplicity and robustness, but suffer from higher power 

requirements. Conversely, energy storage schemes offer 

lower power requirements but are more mechanically 

complex and hence less robust. 

 

A traditional link actuation scheme, shown in Figure 6, is 

selected as it ensures robustness and simplicity which is 

favoured above all else. 

 

 
Figure 6: Schematic diagram of link actuation mechanism 



5. GRIPPER DESIGN 

 

The mechanical design of the gripper is critical to the 

success of the robot as it has a number of functions, 

namely: 

 

 Opening and closing around/above the line 

quickly and with sufficiently precise timing 

 Gripping onto the line, actively through a 

gripping mechanism or passively via friction 

between the gripper and line 

 A drive mechanism for traversing the line 

 A wrist mechanism, which allows the robot to 

perform out-of-plane manoeuvres 

 

The initial gripper design was presented in [4] and is 

shown in Figure 7. The design of the gripper is simple, 

robust and light-weight. Details of the mechanical 

structure, drive mechanism and pulley design can be 

found in [4]. Although we present a design development 

below, it is instructive to note that in the initial design 

shown, the gripper arms and gears are attached to a 

common shaft and actuated by a motor via a pinion gear. 

Half-pulley profiles are attached to the ends of each 

gripper arm which form a wheel once the gripper is 

closed. A motor is attached to one of the half-pulleys to 

allow the robot to drive along the line. 

 

 

 
Figure 7: Solidworks render of initial gripper design 

 

 

 

 

 

5.1 Swinging on an incline 

 

Swinging on a slope presents a challenging problem as a 

large actuation torque is required. Additionally, slipping, 

of the gripper attached to the line, while swinging is also 

a potential problem. If the gripper slips while swinging, 

the robot will slide down the incline and fail to brachiate 

successfully. This is especially the case for the gripper 

design presented in [4] as it relies on the friction between 

the pulleys and the line to avoid slipping while on a 

slope. 

 

In order to determine whether the robot will slip, the 

dynamic reaction forces exerted on the gripper during a 

jumper-to-cable swing are analysed. By imposing 

constraints on the movement of the gripper in the Euler-

Lagrange dynamic model, the attached gripper can be 

modelled as a pin joint and the dynamic reaction forces 

analysed as shown in Figure 8.  

 

 
Figure 8: Reaction forces exerted on robot during jumper-

to-cable swing 

 

The frictional force acting against the force parallel to the 

slope can be defined as: 

 

𝐹𝑓𝑟𝑖𝑐 =  𝐹𝑜𝑟𝑡ℎ𝑜𝑔𝑜𝑛𝑎𝑙𝑓𝑠, (13) 

 

where 𝐹𝑜𝑟𝑡ℎ𝑜𝑔𝑜𝑛𝑎𝑙 , is the force acting orthogonal to slope 

cause by the weight of the robot and 𝑓𝑠 is the static 

coefficient of friction between the gripper pulley and the 

line. 

 

In Figure 9 the robot is simulated performing a jumper-

to-cable swing manoeuvre with different friction 

coefficients to determine the minimum coefficient 

required to prevent sliding.  

 

From Figure 9 it can be seen that a minimum friction 

coefficient of 1.6 is required to prevent the robot from 

sliding while brachiating on an incline. 

 

Based on the simulation results, the robot will slip since 

the friction coefficient between the half-pulleys 

(aluminium) and the line (aluminium) is 1 [6] and a 

coefficient of 1.6 is required. 



 
Figure 9: Slip conditions with various friction 

coefficients, where a 1 represents slip and 0 no slip 

 

In order to prevent sliding, the gripper pulleys can be 

lagged (covered) with conductive rubber. The conductive 

rubber ensures that the robot remains at the line potential 

and also increases the friction coefficient between the 

pulley and the line.  

 

The friction coefficient between the rubber and 

aluminium line is dependent on the surface roughness of 

the line and the surface free energy of the rubber. An 

increase in surface free energy of the rubber or surface 

roughness will result in an increase in the friction 

coefficient.  

 

In [7] the kinetic friction coefficient between rubber and 

aluminium was found to range between 2 – 4.5, 

depending on the surface free energy of the rubber. The 

static coefficient of friction is usually greater than, or at 

least equal to, the kinetic friction coefficient. Therefore 

covering the pulleys with rubber will prevent the robot 

from sliding while brachiating on an incline as the 

friction coefficient is greater than the minimum required 

coefficient. 

 

5.2 Re-designed gripper 

 

A new gripper concept has been developed, shown in 

Figure 10. 

 

The gripper is based on a 4-bar mechanism similar to the 

mechanism used in a vice grip. It allows the robot to 

drive along the line as well as actively grip onto the line. 

This offers the advantage of being able to use the pulley 

drive motor to assist in brachiation. In addition, by 

actively gripping onto the line the robot can perform an 

“inch-worm” manoeuvre [8] to navigate steep slopes that 

it would ordinarily not have been able to traverse. 

 

The gripper arms are attached to gears which are driven 

by a worm, which is not back-driveable. This ensures that 

the gripper remains closed while performing a brachiation 

manoeuvre. 

 

 
 

Figure 10: Schematic design of gripper mechanism 

 

A spring-loaded mechanism is used to transmit torque 

between the two half-pulleys. This ensures that the 

maximum tractive force is achieved, which is essential 

for traversing steep slopes, such as on jumper cables. 

 

The transmission of torque between the half-pulleys can 

be done via interlocking ends of the spring-loaded 

mechanism or by friction between the two ends of the 

mechanism. 

 

 

6. CONCLUSION 

 

This paper presented further work towards the 

development of a brachiating robot for power line 

inspection. A constrained Lagrange model was developed 

to simulate swinging on slopes and to analyse reaction 

forces during swings. Simulation results from a jumper-

to-cable swing manoeuvre were presented and analysed. 

This provided insight into mechanical design of the robot 

configuration and its gripper. 

 

Future work for this research project includes 3D-

modelling of the gripper and mechanical configuration, 

and development of a minimum energy control scheme 

using a robust controller. 
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Abstract: This paper reports on a study to provide a reliable, low-cost reconstruction of a 3D model
of a transmission tower from 2D images. The model is intended for later use for object tracking and
robotic localization. The tower is considered to be a wiry object and a 3D reconstruction method,
based on state-of-the-art work, is investigated and successfully reproduced with modifications. The
algorithm coded in this research is capable of reconstructing 3D models, from 2D images, up to scale.
Reconstruction is based on using multiple images of the target, robust 2D line detectors, and pinhole
camera models in order to triangulate corresponding lines into 3D hypotheses. These 3D hypotheses are
subsequently scored and clustered to remove spurious lines. Finally, a wiry reconstruction is achieved
which preserves the geometry of the wiry object and is more compact than point cloud representations.

Key words: 3D reconstruction, pin hole camera models, line segment detection, multi-view geometry.

1. INTRODUCTION

Image processing can be integrated into a multitude of
scenarios, one of which is in the growing power sector
in South Africa. South Africa has around 30 000 km
of transmission-level lines, and internationally, there is
more than a million km of lines at and above 220 kV.
Risk, cost and reliability are among the reasons to look
for ways of automating the inspection of the integrity
and condition of transmission line components. Current
inspections are performed manually by flying helicopters
and fixed-wing aircraft over the lines, and by ground
patrols. The maintenance task can be streamlined if
attention is focussed on problematic equipment. In
response, computer vision strategies for power line
inspection are currently being studied for both aerial
and line-based platforms. Examples of robots that are
capable of live line inspection include PLIR [1] and
the LineScout [6]. Image processing for these types of

Figure 1: Power Line Inspection Robot developed at
UKZN [1].

platforms have mostly focused on processing information
from 2D images. Most of the work is concentrated
around what the robot is expected to see when placed
on a transmission line. The problem of ambiguity, poor
lighting, occlusion and other unforeseen circumstances in
the outdoor environment makes it difficult to rely on 2D

information alone. The present work aims to construct
a 3D model of a transmission tower which can be used
for localization by an inspection platform as the first step
in high resolution inspection tasks. The model must be
compact and encapsulate the geometry of the underlying
structure.

2. LITERATURE REVIEW

To understand how computer vision and image processing
tools for a power line application may be used,
state-of-the-art research is acknowledged. These can be
separated into two broad categories i.e. a) shape primitives
(line, circles and ellipses) which are detected in images
and are used to infer the presence of specific components –
e.g. dampers and insulator strings [4], conductor cables [5]
and spacers [3], and b) 3D models of objects acquired
through laser scanners. The work of [1] used Sobel edge
detection to parametrize image lines in order to suggest
the presence of cable and damper-ends. The experiments
in [1] revealed that the overall approach was vulnerable
to lighting changes and occlusion, and broken image lines
were detected. In [3], a two-step approach involved the
use of image-filters to first locate conductor cables before
attempting to detect spacers. However, the intrusion of
background clutter was unavoidable and resulted in false
positives.

For 3D modelling, Hydro-Québec has recently incorpo-
rated a LIDAR device on their robot, the LineScout [7].
The UTM-30LX device was selected for its detection range
and price. Their goal is to equip the robot with this small
scanner and detect objects in 3D. Experiments conducted
in [8] showed that in order to detect splices, dampers
and clamps, operational problems included waiting for the
scanner to warm up.

Stand-alone point clouds of transmission towers also exist
and are further examples of 3D models, but they are
stored in files that often take up hundreds of megabytes



of disk space. They also require specialised software and
hardware.

An interesting approach is to construct a 3D tower from
2D images. The tower is regarded as a ‘wiry’ object due
to its lack of solid texture and the dense configuration of
beams. This was exploited in [9], where a camera moved
around a real transmission tower and 106 images were
captured. Mathematical models of cameras (for each of
the images), called pinhole camera models, were obtained
using automated tools. This resulted in camera models
which did not cater for scale and therefore scale had to
be known a priori. Thereafter, between image-pairs, lines
were then detected using a robust line segment detector
(LSD) [11] and triangulated into 3D. These 3D lines (or
hypotheses) were scored in order to remove spurious lines,
and the final phase of the algorithm, the clustering phase,
ensured that the reconstructed tower had representative line
segments that preserved scale and angles. In the present
work, 3D models are shown to be reconstructed from
images using the approach followed in [9]. Changes made
in the experiment work are explained.

3. PROJECTIVE GEOMETRY

To perform the 3D reconstructions from 2D images, first
the pinhole camera model needs to be understood. This
mathematical model is made up of camera intrinsics
(K) and extrinsics (R and t). The intrinsics (internal

Figure 2: Conceptual 3D-2D projection [12].

parameters) describe attributes such as focal length and
optical centre, thus describing how a 3D point is projected
onto a 2D image plane, as shown in Figure 2. These
quantities are represented in a matrix as:

K =

 f px
f py

1

 . (1)

Extrinsic parameters describe the pose (3 × 3 rotation
matrix R) and position (3× 1 translation vector t) of the
camera sensor. Combining both intrinsic and extrinsic
parameters, the pinhole camera model (3× 4 matrix, P)
may be denoted as

P = K[R | t] (2)

where intrinsic parameters may be found by performing
standard calibration. In this work, extrinsic parameters
are found by manually establishing point correspondences
in different views. This was to alleviate the need
for scale correction after reconstruction. Ultimately, a
(homogeneous) point in 3D, e.g. X = [X ,Y,Z,1]T in Figure
2 which is a 4× 1 vector, may be mapped to its image
equivalent, x = [x,y,w] – also homogeneous – as:

x = PX. (3)

Homogeneous coordinates are used so that a linear
formulation of the projections may be used.

3.1 Multi-view geometry

Understanding of one camera may be extended to the
scenario where different cameras observe the same object
from different positions. Note that this is equivalent to a
single camera taking pictures at different locations around
the target. The principles of epipolar geometry relates
these cameras. An illustration of this concept is shown in
Figure 3 for two cameras, where a crucial observation is
that P3D points X, X1 and X2 project to the same image
point, x, in the left image plane, but to a line l′ in the
right image. Line l′ is the image of the line-of-sight that
exists between the left camera and 3D point X. The fact
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Figure 3: A visualization depicting how two cameras view
the same point [12].

that epipolar geometry maps points to lines, allows for
corresponding points (across different images) to have a
1D search space (line l′) and not a 2D one (the entire image
plane). This is exploited in the hypothesis-generation
phase (Section 4.1) of the reconstruction scheme pursued
by [9] and this work.

4. LINE RECONSTRUCTION

The method of reconstructing a wiry model, as presented
in [9], is reproduced here. The three phases — hypothesis
generation, scoring and clustering, are presented with
modifications. Changes are made based on computational
runtime and in an effort to understand the nature of the
algorithm.



4.1 Hypothesis Generation

For line detection, the line segment detector was used as it
was more robust than the Hough transform. Figure 4 shows
a comparison between the two line detection schemes.
Even though some lines are not detected by the LSD
algorithm, there are fewer spurious lines produced than the
Hough transform. The output of the LSD algorithm are

(a)

(b)

Figure 4: Hough (4a) vs LSD (4b) on a tower image
provided by [2].

line-endpoints. Consider a pair of images, Ii and I j, in
Figure 5 and a single, detected line li. The two epipolar
lines (green) are generated in image I j thanks to the
knowledge of I j’s pinhole camera model. A corresponding
line in image I j would ideally start and end between the
epipolar lines. The LSD algorithm is also applied to
image I j and all lines between the green epipolar lines
are accepted as possible matches for line li. In this case,
the two blue candidates will each be triangulated to form
3D hypotheses. If a line, li, proposed by the LSD in
image Ii, has k candidate matches in image I j, k pairs of
endpoints are triangulated into 3D. At most, the candidate
set contains one correct solution but it is possible that
all candidate lines are false positives. This process is
repeated for every line the LSD finds in image Ii and
subsequently, every image. At this point, the algorithm
cannot discriminate between good and false candidates.
After processing all lines in all images, the scoring process
is applied to the set of 3D hypotheses, {S}.

p
q

li l

l’

Ij

Ii no match

possible matches

Figure 5: An illustration to show line matching is
performed [9].

4.2 Scoring

Scoring aims to quantify how meaningful each of the 3D
candidate lines are. Neighbouring views of a valid line
segment on a wiry object should be similarly visible (but
not identical), and adhere to the pinhole camera models at
those locations i.e. obey Equation. 3. In contrast, spurious,
unwanted lines would not be consistent with projections
by pinhole camera models at the varying locations around
the target. To formulate this concept, the scoring measure
relies on the construction of image neighbourhoods, where
each neighbourhood, Ni, consists of a fixed number of
frames (or cameras) that are close to each other —
within dc metres — and have similar lines-of-sights i.e.
within dang degrees. For each image neighbour (in a
given neighbourhood) the set of 3D hypotheses, {S}, are
reprojected onto this image. The scoring process makes
use of line-pixel intensities, which is why image gradients
are used. The boundaries of wiry objects are prominent.
Candidate Lm is scored as proposed by [9],

s(Lm) =
1

|N(Ii)| ∑
I∈N(Ii)

∑
x∈M(I)

||5 I(x)||
|M(I)|

e−
(

λ.dist(x,Lm)
2.distmax(Lm)

)2

(4)
where ||5 I(x)|| is the pixel’s image gradient (magnitude),
M is measurement pixels, and Ni is the neighbourhood.

The e−
(

λ.dist(x,Lm)
2.distmax(Lm)

)2

term places more weight on mea-
surement pixels closer to the reprojected line. This
weighting scheme is done because of the Gaussian-like
roll-off of e−x2

which weights far pixels smoothly. (If these
calculations are onerous, a reasonable approximation near
e−x2

— for small x — is (1+ x)(1− x) and this be used in
parallel computing strategies).

In Figure 6, Lm will receive a high score from this
image neighbour since there is significant overlap between
the reprojected line and the underlying image gradient.
Measurement pixels, M, are used to measure the amount
of overlap. Figure 6 shows red measurement pixels and
the reprojected version of Lm (blue), with underlying
image gradient content. Finally, the overall score for
candidate Lm is averaged over all other neighbours and
eventually, all other neighbourhoods. Scores of hypotheses



Close up of (red) Measurements along (blue) Reprojected line

x

y

Figure 6: In this example, Lm projects well onto the image
gradient.

are independent of each other. An outline of the scoring
process is provided in Algorithm 1. Furthermore, if a

Algorithm 1 Iterative scoring

1: procedure SCORING({S}) . Read hypotheses
2: for <Each Neighbourhood i> do
3: for <Each Neighbour n > do
4: pts2D← 3D−2D projections of {S}
5: for <Each hypotheses Lm > do
6: Gmag← image gradient of n
7: score(Lm)← score(Lm)+ update
8: end for
9: end for

10: end for
11: return score . vector of cumulative scores
12: end procedure

line segment is occluded, the score does not update until
the line segment comes into view again. Due to the
iterative nature of the algorithm (consultation of every
neighbourhood), the scoring phase is extremely slow.
MATLAB was chosen to facilitate the understanding and
development of the algorithm, but no optimization was
implemented. Execution (scoring) of code i.e. processing
18000 lines took 5 hours on a i7 16GB Machine.

4.3 Clustering

After scoring all lines, representative line segments are
required. In order to minimise repeated line segments,
and filter out noisy lines, clustering is performed on scored
candidates. Starting with the highest scoring line, line Lm
is extended by 10% on either side and forms the principal
axis for a cylinder with radius r. All other line segments are
checked to see if their endpoints fall within this cylindrical
volume. If there are at least Hmin line segments in the
cylinder, this volume is a successful cluster (see Figure 7a).
All lines that were accepted are removed from the list of
candidates so that they do not form nuclei of cylinders
themselves. If the number of lines does not meet the
minimum requirement, Lm is discarded. This process is
repeated for all scored lines.

After establishing successful clusters, each cluster is
generalized so as to have a single line segment with length

r

(a) A cluster with all endpoints.
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(b) All endpoints projected onto the direction vector. Length
spanned by two-outermost points.

Figure 7: All lines accepted in a particular cylinder collapse
onto a final line segment.

and direction. It is the aggregated line segments that
make up the end reconstruction. To further illustrate
how a successful cluster is generalised into one line
segment, consider the set of endpoints {Sm} in a 3D
cylinder. By performing a singular value decomposition
on the endpoints, the largest eigenvalue corresponds to
an important eigenvector, the direction of this model line
segment. Subsequently, all endpoints in the cylinder are
projected onto this vector, and the two outermost points
determine the length of the model line segment (Figure 7b).
This process is repeated for all successful clusters.

5. EXPERIMENTS AND RESULTS

5.1 Lab test on simple polygons

To test the reconstruction approach outlined above, 100
images of simple wiry polygons were taken in an indoor
environment. In Figure 8, the area within the red square

Figure 8: Green lines are detected by the Line Segment
Dectector algorithm.

was calibrated (to find the internal parameters of the



pinhole camera model). Thereafter a single camera was
moved in a circular trajectory, and for each of the frames a
pinhole camera model was devised. The camera matrices
were refined via bundle adjustment, so as to provide a
best joint-estimate for the set of cameras. This step
deviated from the way camera models are estimated in [9].
The approach followed in this work meant that it was
more tedious to estimate camera models, but scale was
accounted for in the final reconstruction i.e. no known
marker had to be accounted for. After establishing camera
models in this way, the algorithm proposed by [9] was
implemented and this allowed for comparison between
physical and virtual bodies.
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(a) After creating 3D hypotheses.
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(b) After the clustering process in the algorithm, the
final reconstructed scene is shown.

Figure 9: The total number of lines decreased from 1800 to
335.

For the experiment consisting of simple wiry polygons,
r was set to 2.5 cm and Hmin was set to 15. These
values were selected by trial and error which indicates
a downside to the method proposed by [9]. It was
observed that the clustering parameters had an influence
on the final reconstruction. Setting the cylinder radius,
r, to a small value, while increasing Hmin, decreased the
number of spurious lines in the reconstruction, as these
effects impose stricter citeria about which lines constitute
a cluster. However, the final reconstruction preserves the
scale and structure of the objects.

Having performed tests on simple objects, the same code
was applied to a dataset provided by [10], that consisted
of 106 images and the associated 106 pinhole camera
models. From 106 images, 524700 hypotheses in 3D
were formed. Scoring was deliberately performed on one
neighbourhood because of how slow the scoring process
was. Both the reconstructed tower and cameras are shown
in Figure 10b. From 524700 hypotheses, 983 lines were
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Reconstructed tower r = 1cm, Hmin = 3 : 983 lines

x

(a) A result resembling the tower obtained in [9] but with spurious
lines.

(b) Reconstruction after using one neighbourhood.

Figure 10: Even after scoring 1 neighbourhood, a tower can
be visualized.

arrived at even though only one scoring neighbourhood
was used. However, unwanted lines were also produced
(Figure 10a). The tower has a height of approximately
30 m, thus conforming to the structure of a real tower.



6. PARAMETER SELECTION

This algorithm is severely dependent on a wide range of
parameters that are fixed by trial and error. Parameters
dc and dang are not automatically derived while clustering
parameters r and Hmin are not adaptive. Increasing Hmin
and decreasing r indicates a strict requirement on the
error-tolerance of 3D lines. These values depend on the
context of the object, and to some extent, on how well
the pinhole cameras are modelled. For the experiment
consisting of simple polygons, the dc parameter was set
to 1 m and dang was 50◦. For the reconstruction of a
real transmission tower, dc was set to 30 m and dang was
30◦. The reconstruction itself is promising in its ability
to encapsulate the underlying geometry of a wiry object.
The changes between the work in [9] and this study is in
the number of neighbours (for image neighbourhoods) and
how camera models are arrived at. In [9], a neighbourhood
of size 20 was used while experiments for this work used a
neighbourhood consisting of 9 images.

7. CONCLUSION

The algorithm proposed by [9] is novel because it applies
fundamental aspects of multi-view geometry to both
propose and prune line-hypotheses. This method of
reconstruction does not require expensive equipment such
as laser scanners and specialised software, and the compact
models arrived at are quantifiable and measurable. The
reconstruction is formed from 2D images which can serve
as records themselves. However, the shortcomings of
this algorithm are based on the non-adaptive parameter
selection (dc, dang, r and Hmin), as well as the slow runtime
of the scoring phase, suggesting that this reconstruction
is best performed offline. To set these parameters would
require some manual intervention and a known context
(expected size of the tower height, for example). The
pinhole model must also be well estimated.

8. FUTURE WORK

Adaptive clustering parameters should be investigated to
speed up (and automate) the model generation process.
A more important objective, however, would be to use
the final reconstruction of the tower (its 3D coordinates)
in order to track the target, from 2D images, in real
time. Doing this would allow the robot to determine its
position and orientation (relative to the tower). This aspect
of robot localization would be a primary step in visual
inspection. This ability would allow a robot to search for
a known target, rather than ‘blindly process image feeds in
order to infer the presence of components. Subsequent to
localization, the robot can zoom in on specific hardware in
order to inspect for defects.
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Abstract: Due to the vague description in the literature, the learning curve for Passivity-based control
is particularly steep from an engineering perspective. In this article, the authors attempt to offer a
layman’s guide to Interconnection and Damping Assignment Passivity-based Control (IDA-PBC) that
may ease the demystification of the techique for other researchers. Through thorough discussion, the
application of this theory is demonstrated for a parallel RLC circuit and a magnetic levitation system.
Both examples feature prominently within popular literature. This article is therefore meant to be a
valuable companion guide to material on the subject of IDA-PBC. Simulation parameters and results are
included for comparison by researchers who may be interested in duplicating the results. The simulation
results for the RLC system show the quality of the controller as well the improved energy dissipation
obtained by implementing the control. The MAGLEV system simulation shows how different response
characteristics may be obtained with the free parameters in the control law.
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1. INTRODUCTION

In the experience of the authors, the greatest challenge
to Passivity-based control is the understanding and then
reproducing of the controller design process. One reason
for this challenge is the cryptic and sometimes mistaken
description of certain critical steps within the calculation
procedure as discussed in literature. Although many
steps such as the solving of partial differential equations
may seem relatively intuitive, the authors had spent
much time understanding how the prominent researchers
of IDA-PBC have worked toward the mathematical
steps that were just briefly noted within articles. The
authors also found it necessary to cross-reference between
several articles before certain steps were completely
understood. Motivated by this challenging experience with
the understanding of the IDA-PBC technique, the authors
have made it their goal to write a companion guide to
material on the subject of IDA-PBC. It is expected that this
material will be especially valuable to engineers who do
not have the extensive experience with the application of
partial differential equation solutions for control problems.

One of the primary reasons for the interest of the
authors in this technique is its ability to control nonlinear
systems. PBC is in fact known to simplify the controller
development strategy. Ortega et al. [1] state that
monolithic theory for the nonlinear control problem is
simply too difficult for the vast and varied array of
nonlinear systems. Passivity-based control has at least
served for some form of unification for nonlinear control
theory of passive systems. A vast array of systems have
been controlled with Passivity-based control [1,2]. Control
of these varied systems may at least be approached with a
similar set of effective tools.

PBC also allows the designer to do the modelling and
control from a framework that is commonly understood
over various disciplines of engineering. Ortega and Van
der Schaft [2] called energy concepts the “lingua franca”
among various engineering disciplines. According to [2]
and [3], the design of controllers become more intuitive
when viewed from an energy-shaping perspective, which
allows one to move away from approaching controllers as
signal processors. In some cases, it can be beneficial to
see how the controller effects the stability of the system
when viewed as an energy-transforming system [2, 4].
The benefits of approaching the controller design from
the energy system perspective over the energy processing
perspective is elaborated upon in [2].

2. BASIC THEORY

2.1 Preliminary assumptions and recommendations

Since this article focuses on the applications of IDA-PBC
rather than the mathematical proof of the technique,
stability proofs are not included within this article.
However, a concerted effort was made to include all
the practical computations necessary to understand the
application of IDA-PBC to control problems. While an
understanding of the basic state-space representations of
systems and the computation of partial derivatives are
assumed, the reader does not require any prior experience
in the solution of PDEs. Neither is an understanding of
Hamiltonian mechanics required. An effort was made to
discuss all the practical theory within the sections below.
Researchers who are interested in additional properties and
proofs for this technique are encouraged to study [2, 5, 6].

Both the RLC circuit example and the MAGLEV example
are discussed within [2], albiet not with simulation results.
The article does offer additional insight into theory that



could not be discussed within this article due to space
constraints. Readers are also recommended to study the
work in [7] for clear discussions and excellent examples.

2.2 Port-Hamiltonian representation

IDA-PBC is based upon the port-Hamiltonian repre-
sentation of systems. This is simply an alternative
representation of the a linear or non-linear state-space
system as given by:

ẋ = F(x)+G(x)u. (1)

Instead, the equations of motion are described by:

ẋ = [J(x)−R(x)]
∂H
∂x

(x)+g(x)u (2)

where:

x is the state vector.

J(x) is called the interconnection matrix used to
indicate the interconnection between states; it is
typically composed of the terms −1, 0 or 1.

R(x) represents the damping matrix and includes
all the dissipation terms, usually in the form of
resistances or damping constants.
∂H
∂x (x) is the gradient of the Hamiltonian
function. The Hamiltonian function is composed
of the sum of the energies of the system.

g(x) is the regular input gain matrix.

u is the regular input matrix.

The simplest way to understand the port-Hamiltonian
representation of a system is to review an example of
system modelled in this form. Readers are encouraged
to study the modelling of the RLC circuit example in
section 3 for a concise description that represents the
intuitive nature of this representation.

2.3 IDA-PBC matching equations

As a preliminary, it is necessary to define the concept of the
left annihilator and the Moore-Penrose inverse of the term
g(x). The left annihilator g(x)† of g(x) is the solution to the
equality g(x)†g(x) = 0. g(x)† is not necessarily uniquely
determined by g(x). This is illustrated in the two examples
below. Suppose that g(x) =

[
0 0 1

]ᵀ, then:

g(x)†g(x) =
[

0 1 0
]

g(x) = 0, and

g(x)†g(x) =
[

1 1 0
]

g(x) = 0.

Generally, to solve the matching equations defined below,
the inverse of g(x) is required. However, g(x) is rarely
a square matrix, and therefore a different form of the
inverse is used. The Moore-Penrose inverse given by
[g(x)ᵀg(x)]−1 g(x)ᵀ is selected throughout [3, 5] and [6].

The objective of the matching equations of IDA-PBC is
to add control terms in the form of β(x) to the system

given by (2) so that the integrated system demonstrates
new behaviour. This objective is stated in:

[J(x)−R(x)]
∂H
∂x

(x)+g(x)β(x) =

[Jd(x)−Rd(x)]
∂Hd

∂x
(x). (3)

The desired forms of the terms on the right side of
the above equation serve to assign specific qualities to
the interconnection and damping structures. Also, the
desired Hamiltonian should have at least an isolated local
minimum at the desired equilibrium point x∗ [2, 5, 7]. In
order to alter the Hamiltonian of the system from H(x)
to Hd(x) an additional function Ha(x) is added to H(x).
Therefore, Hd(x) , H(x) + Ha(x). One may substitute
Jd(x), J(x) and Rd(x), R(x) into (3), such that:

[J(x)−R(x)]
∂H
∂x

(x)+g(x)β(x) =

[J(x)−R(x)]
∂H
∂x

(x)+ [J(x)−R(x)]
∂Ha

∂x
(x), (4)

The terms [J(x)−R(x)] ∂H
∂x (x) cancel, such that:

g(x)β(x) = [J(x)−R(x)]
∂Ha

∂x
(x). (5)

This is precisely the PDE that [2] posed to solve for
β(x). However, being able to select Jd(x) 6= J(x) and
Rd(x) 6= R(x) allows for additional degrees of freedom
when solving for β(x). Indeed, the MAGLEV example
from [2] illustrates that in some cases, the unmodified
interconnection matrix will cause the controller to be
unstable. The energy-shaping objective is not altered if
one were to set Jd(x) 6= J(x) and Rd(x) 6= R(x). If one
sets Jd(x), J(x)+Ja(x) and Rd(x), R(x)+Ra(x), then
(3) may be simplified as given by (6).

[J(x)−R(x)]
∂H
∂x

(x)+g(x)β(x) =

[J(x)+Ja(x)−R(x)−Ra(x)]
∂Hd

∂x
(x),

[J(x)−R(x)]
∂H
∂x

(x)+g(x)β(x) =

[J(x)+Ja(x)−R(x)−Ra(x)]
[

∂H
∂x

(x)+
∂Ha

∂x
(x)
]
,

g(x)β(x)− [Ja(x)−Ra(x)]
∂H
∂x

(x) =

[J(x)+Ja(x)−R(x)−Ra(x)]
∂Ha

∂x
(x). (6)

With appropriate Ja(x), Ra(x) and Ha(x) terms, one is able
to solve for the control law u = β(x). These three free
parameters are calculated from the definitions for Jd(x),
Rd(x) and Hd(x). One can conclude that one needs to
understand how to select the desired matrices to design an



IDA-PBC with this technique.

2.4 Alternative form of matching equations

Dorfler et al. [7] make use of (3) together with the
left-annihilator and Moore-Penrose inverse defined earlier
to derive two alternative matching equations as defined in
(7) and (8). These are included for the reader’s reference,
though they are not applied within this article.

g†(x) [J(x)−R(x)]
∂H
∂x

(x) =

g†(x) [Jd(x)−Rd(x)]
∂Hd

∂x
(x) (7)

β(x) = g−1(x)
(
[Jd(x)−Rd(x)]

∂Hd

∂x
(x)
)
−

g−1
(
[J(x)−R(x)]

∂H
∂x

(x)
)

(8)

2.5 Solving of the partial differential equations

The most complex task of the IDA-PBC design is to
obtain an appropriate solution of Hd(x) for the matching
equations. The use of computational tools such as Maple

TM

greatly ease this process, but in many cases, Maple
TM

includes an arbitrary differential function F(z) in the
solution. Here z is a combination of several states. Any
function of z will be sufficient as long as it is differentiable.
However, very few functions will satisfy the additional
requirements posed by the IDA-PBC technique.

In order to enforce passivity, IDA-PBC also requires that
Hd(x) has at least a local minimum, and preferably a global
minimum, at the desired equilibrium point x∗. Therefore,
F(z) should be selected such that ∂Hd

∂x (x∗) = 0 is satisfied.
The examples within this article will clearly illustrate how
these conditions are met for the controller design. One
final comment about F(z) is necessary. Generally, the
function F(z) will be in one of two forms [7]:

F(z) =−
Kp

2
(z− zd)

2 +φ or F(z) = Kp (z− zd lnz)+φ.

(9)
Here, zd has the same form as z, but instead of the
states, zd incorporates the desired value for each respective
state. φ represents the additional terms necessary to ensure
that ∂Hd

∂x (x∗) = 0. The squared and ln forms are chosen
specifically because they both have global minimums.
The proportional constant Kp offers an additional degree
of freedom. The zd term provides the reference term
necessary to force the minimum of Hd(x) to occur at x∗.

The final step in the design procedure is to write out
the control law. The nature of the matrix g(x) from
(2) introduces both zero and nonzero gain factors that
are multiplied with the system input. For this reason,
(5) will produce both homogeneous and nonhomogeneous
matching equations. The nonhomogeneous matching
equation will be used to solve for the control input β(x)

while the homogeneous equations are used to determine
the arbitrary differential function F(z). This will once
again be illustrated best within the examples below.

2.6 General Algorithm

The general procedure for IDA-PBC design may now be
summarised. Assuming that the system model is already in
port-Hamiltonian form and that desired equilibrium point
x∗ is known:

1. Determine the most appropriate form of the matching
equations to be used. This may require trial and error.

2. Solve the homogeneous matching equation to
determine the form of the arbitrary differential
function F(z).

3. Ensure that the choice of F(z) satisfies the condition
∂Hd
∂x (x∗) = 0.

4. Use the entire homogeneous solution to solve the
nonhomogeneous matching equation for β(x).

The control input β(x) may then be used within a
simulation of the system.

3. RLC EXAMPLE

The port-Hamiltonian model of the circuit in Figure 1 is
wholly based upon Kirchhoff’s current and voltage laws.
The important differences within this model are that the
states are not the voltage and current of the circuit. Instead,
they are the charge accumulated in the capacitor, qC, and
the flux flowing through the inductor, φL. Of course, flow
of the charge, q̇C, is current. So is the term 1

L φL. Similarly,
the flow of flux, φ̇L, induces a voltage and the voltage
across the capacitor terminals is given by 1

C qC. Therefore,
the state-space model from KVL and KCL is given by (10).

ẋ1 = q̇C = − 1
RC

x1 +
1
L

x2,

ẋ2 = φ̇L = − 1
C

x1 +u. (10)

Figure 1: RLC circuit layout

To obtain the port-Hamiltonian model as defined by (12),
the Hamiltonian should be defined as the sum of the
individual energies:

H(x) =
1

2C
x2

1 +
1

2L
x2

2. (11)



x =

{[
0 1
−1 0

]
−
[

1/R 0
0 0

]}[ ∂H
∂x1

(x)
∂H
∂x2

(x)

]
+

[
0
1

]
u.

(12)
Readers may easily confirm that (10) and (12) represent
the same system.

Ortega and Van der Schaft [2] started with the following
matching equation:

[J(x)−R(x)]
∂Ha

∂x
(x) = g(x)β(x). (13)

From (12) the above matching equation may be expanded
to:

− 1
R

∂Ha

∂x1
(x)+

∂Ha

∂x2
(x) = 0,

−∂Ha

∂x1
(x) = β(x). (14)

The authors used Maple
TM

to obtain that:

Ha(x) = F(Rx1 + x2), (15)

with F(·) : R→R is the differentiable function that is left
to the choice of the designer. Let (Rx1 + x2) = z. For the
purpose of passivity-based control F(z) should be chosen
such that Hd(x) has a minimum at the desired equilibrium
point x∗. If the desired source input is given by u∗ then
x∗ =

[
Cu∗ L

R u∗
]

which may be readily confirmed by
recalling the definitions for the charge in a capacitor and
the flux in an inductor, qC =CVC and φL = LIL respectively.

From [2] it was shown that F(z) was chosen to be a
quadratic function such that:

Ha(z) =
Kp

2
[z− zd ]

2−Ru∗z. (16)

However, by substituting Ha(z) into Hd(x) and solving for
∂Hd
∂x (x∗), it may readily be seen that this form does not

satisfy the equilibrium conditions:

∂Hd

∂x
(x∗) =

[
KpR [(z∗)− (zd)]−u∗R2 + Cu∗

C

KpR [(z∗)− (zd)]−u∗R+
L
R u∗

L

]
6= 0. (17)

Instead, a slightly different form for Ha(z) is proposed:

Ha(z) =
Kp

2
[z− zd ]

2− u∗
R

z. (18)

In this case, ∂Hd
∂x (x∗) = 0 is satisfied:

∂Hd

∂x
(x∗) =

[
KpR [(z∗)− (zd)]−u∗+ Cu∗

C

KpR [(z∗)− (zd)]− u∗
R +

L
R u∗

L

]
= 0. (19)

From (14) one can solve for the control law:

β(x) =−K pR [R(x1− x1∗)+(x2− x2)]+R2u∗−
x1

C
.

(20)

4. MAGLEV SYSTEM

Due to space constraints the model for the MAGLEV
system shown in Figure 2 is nog discussed in great detail
here. Instead the reader is referred to [2] and [8]. It
is believed that the reader will be able to confirm the
port-Hamiltonian model. Kirchhoff’s voltage law for the
coil of the electromagnet and Newton’s second law was
used to derive the model. The coil has a resistance R and an
inductance L(θ). The force of the electromagnet is given
by (21):

Figure 2: MAGLEV system layout

F =
1
2

∂L
∂θ

(θ)i2. (21)

θ is the distance of the ball from the nominal position. The
inductance may be suitably approximated with:

L(θ) =
k

c−θ
, (22)

where the nominal position has been set equal to c and k
is positive constant. This approximation is valid for the
interval −∞ < θ < 1.

If one selects the states as the flux through the
electromagnet λ, θ and mθ̇, then x =

[
λ,θ,mθ̇

]>
. Once

again, the Hamiltonian is given by the sum of the system
energies:

H(x) =
1
2k

(c− x2)x1
2 +

1
2m

x3
2 +mgx2.

The port-Hamiltonian model may then be stated as given
in (23).

x =


 R 0 0

0 0 1
0 −1 0


︸ ︷︷ ︸

J(x)−R(x)


∂H
∂x

(x)−

 1
0
0


︸ ︷︷ ︸

u

g(x)

. (23)

The chosen equilibrium points are selected to be x∗ =[√
2kmg, x2∗, 0

]>. x2∗ is a setpoint that is left to the choice
of the designer.

In [2] it is shown that by investigating the Hessian of Hd(x)
above, it may be shown the system is sign indefinite for



all Ha(x1). This will cause instability of the IDA-PBC
controller. In order to solve the problem, which apparently
stems from the lack of effective coupling between states,
[2] propose a new form for J(x).

J(x) =

 0 0 −α

0 0 1
α −1 0

 ,
where α > 0 is a constant. Note that later within [2],
a shuffling of the damping matrix R(x) is also done to
simplify the control law. It is important to take note that
such simplifications and adaptions may be made, but these
adaptions are not the focus of this article.

The resulting matching equations for the new J(x) are then
given by:

−R
∂Ha

∂x1
(x) =

α

m
x3 +β(x),

∂Ha

∂x3
(x) = 0,

α
∂Ha

∂x1
(x)− ∂Ha

∂x2
(x) = −α

k
(1− x2)x1. (24)

Solving the last of these in Maple
TM

results in a solution
for Ha(x1,x2):

Ha (x1,x2)=
1
6

x1
3

αk
+

(
1
2

x2

k
− 1

2k

)
x1

2+ F1
(

x1 + x2α

α

)
.

(25)
The arbitrary differentiable function F1

( x1+x2α

α

)
is given

by [2] as (26).

F1
(

x1 + x2α

α

)
= mg

[
−x2 + x2d−

x1− x1d

α

]
+mg

[
1
2

b
(

x2− x2d +
x1− x1d

α

)2
]

(26)

By substituting (26) into (25) and then solving for
Hd(x) = H(x) + Ha(x), one can test whether the
equilibrium conditions x∗ =

[√
2kmg, x2∗, 0

]> will satisfy
the requirement that ∂Hd

∂x (x) = 0.

Again, Maple
TM

was used to determine that

∂Hd

∂x
(x) =

 mg
(
− 1

α
+ b

α

( x1−x1d
α

+ x2− x2d
))

+ 1
2

x1
2

kα

mg+mg
(
−1+b

( x1−x1d
α

+ x2− x2d
))

x3
m

 .
By substituting x∗ =

[√
2kmg, x2∗, 0

]> into the above, it
may be seen that the choice of (26) is correct. It may be
reasoned that with a little trial and error, the reader could
also arrive at this choice of (26).

According to [2], both α,b > 0. It was confirmed within
the simulations that α < 0 or b < 0 produce unbounded
outputs.

The first condition from (24) was solved with Maple
TM

to

produce the control law given by:

u =−R
(

1
2

x1
2

αk
+

(x2−1)x1

k

)
+mgR

(
− 1

α
+

b
α

(
x2− x2d +

x1− x1d

α

))
− αx3

m
. (27)

With some rearrangement of the terms as given below, one
may arrive at the form of u given in [2].

u =−R
α

x1
2

2k
+

R
k
(−x2 +1)x1

−mg
−R
α
− mgRb

α

(
x2− x2d +

1
α

x1− x1d

)
− αx3

m
(28)

Notice that Kp would then be set equal to mgRb
α

. The
authors found that by simply selecting Kp > 0 as suggested
by [2], the system would not necessarily stabilise for too
large a value of Kp.

5. SIMULATION RESULTS AND DISCUSSION

5.1 RLC example

The systems described in sections 3 and 4 were simulated
within MATLAB R© SimuLink

TM
using the parameters as

defined by:

ud = 12 V R = 200 Ω

C = 625 µF L = 10 mH
Kp = 24.96

Figure 3 shows the response of the system for the capacitor
charge qC, both for the controlled and uncontrolled voltage
sources. The values for R and C were specifically selected
to produce a response with a poor damping constant so as
to evaluate the controlled response. A strongly damped
system will show considerably less difference between the
controlled and uncontrolled responses.

Figure 4 displays the cumulative energy dissipation within
the resistor of Figure 1. It may be clearly seen that
the oscillatory response of the uncontrolled system adds
excessive energy dissipation.
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Figure 3: Capacitor charge over time

5.2 MAGLEV example

The MAGLEV example was simulated using the
parameters from [8] as defined by:
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Figure 4: Energy dissipation of circuit over time

c = 5×10−3 m k = 6.4042×10−5 H·m
R = 2.52 Ω m = 0.0844 kg

Kp = 3.16 g = 9.81 m/s2

x1d = 0.0103 Wb x2d = -3×10−3 m
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Figure 5: Ha1(x): Sweep of the α-parameter, MAGLEV system

Figure 5 shows a sweep of the α parameter for the control
law of (28). Sweeping the parameters in this way allowed
the authors to change the response of the system to the
reference input. The final simulation with the parameters
b = 5 and α = 3.3 allowed for the shortest settling time
and least overshoot of the ball position from its reference
point. The b parameter may be swept in a similar manner
to obtain the response desired for the particular control
problem.

6. CONCLUSIONS

Within this article, the port-Hamiltonian theory and
matching equations that form an integral part of the
IDA-PBC methodology have been discussed thoroughly.
The authors have also given a clear discussion of two
popular examples of IDA-PBC to control problems.
Simulation results with practical system parameters were
included to demonstrate the effect of the controllers
produced with this technique.

The results for the above simulations should be simple
for the reader to reproduce with the parameters given in
sections 5.1 and 5.2. Working through these examples
should give readers a clear introduction to the technique,
allowing them to apply the principles to other control
problems and further research.

Figures 3 to 5 show that high quality controllers may be
developed with the IDA-PBC technique. Also, energy
dissipation may be lowered. The system output may
be controlled to stabilise at a set equilibrium point with
minimal overshoot and a short settling time. When the
control law contains several free parameters as in (28), the
designer has more control over the shape of the response.

Testing the hypothesis that lowered energy dissipation
will reduce maintenance costs in systems could constitute
future work. Similarly, investigating the effect on energy
dissipation of the various forms of the controlled response
as for the MAGLEV system invites several more research
questions. One would expect a more stringent response
to dissipate more energy within the electromagnet, but
initial investigations have proposed that the total energy
dissipation of the system may be less for more stringent
control laws even though the energy dissipation in the
electromagnetic field may be larger.
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Abstract: In the current world energy saving has become more important due to the vast increase
in consumption. Heat exchangers have become important components in terms of energy transfer
and efficiency. This paper proposes a multi-domain thermal-fluid state space model to investigate the
transient response of a counter flow heat exchanger. The fundamental laws of conservation of energy,
moment and mass are used to derive the state space equations. The state space model is simulated in
MATLAB R© and the model results are compared to a Flownex R© simulation as validation. The power
transferred between the fluids and the power stored are discussed with an analysis of the influence of a
change in pressure on the energy stored in the heat exchanger.

Key words: Counter flow heat exchanger, heat exchanger model, fluid dynamic, thermodynamic, state
space model, energy analysis

1. INTRODUCTION

Heat exchanger technology has rapidly advanced in
the last century due to the increase in complexity of
industrial processes that requires higher efficiency heat
exchangers to meet the industrial processes’ demand at
an acceptable cost [1]. Heat exchangers are widely used
in many energy conversion applications ranging from
process, power, transportation and air-conditioning to heat
recovery, alternate fuels and manufacturing industries [2].
Heat exchangers is therefore an important component that
warrants optimisation in terms of energy efficiency.

In the present world where energy consumption is
significantly rising due to an increasing demand, energy
efficiency has become more important [3]. With this in
mind the importance of heat exchangers in energy transfer
and efficiency has become even more apparent [2]. It
is therefore advantageous to describe the heat transfer
process that occurs inside a heat exchanger by means of
energy due to: (1) heat exchangers relation to energy and
(2) the conservation and management of energy gaining
much more importance at the present.

When the overall energy of a heat exchanger is evaluated
for the purposes of energy visualization, the fluid dynamic
effects have to be taken into account. This study aims
to provide a combined thermal-fluid state space model of
a heat exchanger with the focus on using this model to
characterize the energy representation or visualisation. In
turn this understanding of the energy in the heat exchanger
can lead to control, optimization, fault identification and
prevention.

This paper will discuss a combined thermal and fluid
dynamic state space model of a counter flow heat

exchanger. The model results will be compared to a
Flownex R© model in order to verify and validate the results.
An energy representation will then be derived from the
model results in order to gain insight into the current
operating conditions and efficiency of the heat exchanger
by analysing the energy.

In section 2 an overview of counter flow heat exchangers
are described and section 3 describes the derivation of
the thermal-fluid state space model. Section 4 lists the
results of the state space model including the Flownex R©

simulation model. Section 5 describes the energy
visualization of the heat exchanger system and section 6
concludes the paper.

2. COUNTER-FLOW HEAT EXCHANGERS

A heat exchanger is a device used to efficiently transfer
heat between two fluids that are at different temperatures
and usually separated by a solid wall [4]. Heat exchangers
are classified into several categories depending on the flow
arrangement. Typical flow arrangements include parallel
flow, counter flow and cross flow [5]. Heat exchangers
can be operated in two different operating conditions;
(1) steady state conditions where mass flow rate and
temperatures are constant and (2) transient conditions
where there are changes in the temperatures and mass flow
rate [5]. Figure 1 shows a basic illustration of a counter
flow heat exchanger.

The heat exchanger of interest in this paper is a
counter flow double-pipe heat exchanger. In a counter
flow heat exchanger the hot and cold fluid flows in
opposite directions to achieve better heat transfer since the
difference between the hot and cold fluid temperature (δT )
remains mostly constant with respect to the length (x) of



Figure 1: Basic illustration of a counter flow heat exchanger

the heat exchanger. The overall heat transfer rate of a heat
exchanger is mostly dependent on ∆T . For a counter flow
heat exchanger ∆T varies little with x resulting in more
heat transfer than a parallel flow heat exchanger.

3. STATE SPACE MODEL

Figure 2 shows a segment of a double-pipe counter flow
heat exchanger. From the figure, one can see that the heat

Figure 2: A segment of the counter flow heat exchanger

exchanger segment consists of 2 pipes. The inner pipe has
a radius of r1 and the outer pipe has a radius of r2. The hot
fluid will flow in the inner pipe, whereas the outer pipe will
house the cold fluid. The length of the pipe is denoted by
l and the fluids are separated by a wall of thickness d. The
purpose of the double-pipe setup is to maximize the heat
transfer area between the two fluids. In order to derive the
model of the heat exchanger, the system will be divided
into a node and element network. Figure 3 shows this
nodal network. Each node represents a temperature and
pressure whereas each element represents a mass flow rate
and energy transfer. The network constitutes of two control
volumes for each of the hot and the cold fluid. The control
volumes are based on the node centred approach. This
implies that pressure and temperature is constant within
the control volume and mass and thermal energy enters the
control volume from the adjoining elements.

The system inputs are given by Pc,i and Ph,i denoting the
inlet pressures and Pc,3 and Ph,3 the outlet pressures with
the subscripts h and c referring to the hot side and cold
side respectively. Tc,i and Th,i are the inlet temperatures
whereas the system outputs is given by Th,o and Tc,o which
is the outlet temperatures. Energy is exchanged with the
conductive separation wall via convection. Conduction

Figure 3: The element and nodal diagram of a counter flow heat
exchanger

heat transfer occurs between the two wall elements with
temperatures denoted by Tw,1 and Tw,2. The state space
model can now be derived by applying the conservation
of mass and energy laws to each node and the conservation
of momentum law to each element.

3.1 Conservation of mass

The conservation of mass equation states that the rate
of change of mass in the control volume is zero. The
conservation of mass for a control volume as shown in
(1). The first term indicates the change of mass in the
control volume while the second term indicates the mass
flow through the control surface [6].

∂

∂t

∫
CV

ρdV +
∫

CS
ρv.ndA = 0 (1)

Replacing the integrals with summations, introducing a
change of variable from mass to pressure and simplifying
in order to solve numerically, yields (2).

dPj

dt
= ṁ j−1− ṁ j+1 (2)

P is the pressure [Pa] in the element, ṁ j−1 is the mass flow
rate [kg/s] of the node preceding the element and ṁ j+1 is
the mass flow rate of the node after the element. (2) thus
relates the pressure in a element with the mass flow rate
entering and leaving the element.

3.2 Conservation of momentum

The conservation of momentum equation states that the
time rate of change of the momentum of the fluid in a
control volume is equal to the sum of all the external forces
acting on the fluid. This governing equation is shown in
(3) [6].

∂

∂t

∫
CV

vρdV =−
∫

CS
vρv.ndA+

∫
CS

τdA+
∫

CS
βρdV (3)

The term on the left represents the rate of change of
linear momentum of the control volume. The first term
on the right represents the rate of linear momentum flow
through the control volume. The second term gives



the total surface-force distribution on the control surface.
Surface-force is force that arises from direct contact
between the fluid and the control surface. The main
contributor to this force is the force needed to overcome
the friction cause by a fluid flowing in a non-smooth pipe.
The last term represents forces acting on the fluid due
to non-contact. The most common non-contact force is
gravity. Integrating, simplifying and taking note that the
effect of gravity is neglected because ∆z = 0, (3) yields,

dṁ j

dt
=

A
l
(Pj−1−Pj+1)−

f
2ρDA

|ṁ j|ṁ j, (4)

with ṁ j the mass flow rate [kg/s] through the node,
A the pipe surface area [m2] and l the distance [m]
between nodes. Pj−1 and Pj+1 is the pressure [Pa] in
the element before and after the node respectively. The
Darcy-Weisbach friction factor is denoted by f while ρ

represents the fluid density [kg/m3] and D is the hydraulic
diameter [m] of the pipe.

3.3 Conservation of energy

The law of conservation of energy states that the change
in stored energy with respect to time, in a control volume
must be equal to the energy entering the control volume
minus the energy leaving the control volume plus the
energy entering the control volume due to heat transfer and
work transfer. The conservation of energy law is shown in
(5) [6].

∂

∂t

∫
CV

eρdV =−
∫

CS
eρv.ndA+ Q̇+Ẇ (5)

The term on the left is the time rate change of stored
energy in the control volume. The first term on the right
is the energy entering and leaving the control surface. The
heat transfer rate, Q̇, represents all the ways in which
energy enters the control volume due to heat transfer and
Ẇ represents the rate of work done on the control volume.
Integrating, simplifying and noting that all work energy is
negligible, (6) yields,

V ρcp
dTj

dt
= ṁcp(Tj−1−Tj)+Q, (6)

with V the volume [m3] of the element, cp the specific heat
[J/kg.K] of the fluid, Tj the temperature [K] of the element
and Tj−1 the temperature [K] of the element preceding this
one. A few points need to be noted. Firstly the fluid is
assumed to be an ideal gas and thus h = cpT . Secondly
the only heat transfer effect of interest in this paper is
convection heat transfer and, in the case of the separation
wall, conduction heat transfer.

3.4 State space model states

The states of interest can be defined by figure 3. Two
state space matrices will be used, one modelling the
thermodynamic effects and one the fluid dynamic effects.
The reason for this is that the fluid dynamic time constant
is much smaller that the thermal time constant implying

that the dynamic effects of the fluid dynamic model can
be ignored for the thermodynamic model. Table 1 lists
the states of the thermodynamic model and Table 2 list the
states of the fluid dynamic model.

Table 1: List of the thermodynamic states of the heat
exchanger system

x1 = Th,1 x2 = Th,2 x3 = Tc,1
x4 = Tc,2 x5 = Tw,1 x6 = Tw,2

Table 2: List of the fluid dynamic states of the heat
exchanger system

x1 = Ph,1 x2 = Ph,2 x3 = ṁh,1
x4 = ṁh,2 x5 = ṁh,3 x6 = Pc,1
x7 = Pc,1 x8 = ṁc,1 x9 = ṁc,2
x10 = ṁc,3

3.5 Fluid dynamic state space equations

The state space equations for the fluid dynamic model can
be derived by applying the (2) to each node and (4) to each
element. The state space equations of states x1 to x10 for
the fluid dynamic model are shown in (7) to (16).

ẋ1 =
Bh

ρhVh
(x3− x4) (7)

ẋ2 =
Bh

ρhVh
(x4− x5) (8)

ẋ3 =
Ah

lh
(Ph,in− x1)−

fh

2ρhDhAh
|x3|x3 (9)

ẋ4 =
Ah

lh
(x1− x2)−

fh

2ρhDhAh
|x4|x4 (10)

ẋ5 =
Ah

lh
(x2−Ph,out)−

fh

2ρhDhAh
|x5|x5 (11)

ẋ6 =
Bc

ρcVc
(x8− x9) (12)

ẋ7 =
Bc

ρcVc
(x9− x10) (13)

ẋ8 =
Ac

lc
(Pc,in− x6)−

fc

2ρcDcAc
|x8|x8 (14)

ẋ9 =
Ac

lc
(x6− x7)−

fc

2ρcDcAc
|x9|x9 (15)

ẋ10 =
Ac

lc
(x7−Pc,out)−

fc

2ρcDcAc
|x10|x10 (16)

3.6 Thermal state space equations

The state space equations for the thermodynamic model
can be derived by applying (6) to each node. The state
space equations of states x1 to x6 for the thermodynamic



model is shown in (17) to (22).

ẋ1 =
ṁh,1

ρhVh
(Th,in− x1)+

hhAh

ρhVhcp,h
(x5− x1) (17)

ẋ2 =
ṁh,2

ρhVh
(x1− x2)+

hhAh

ρhVhcp,h
(x6− x2) (18)

ẋ3 =
ṁc,1

ρcVc
(Tc,in− x3)+

hcAc

ρcVccp,c
(x6− x3) (19)

ẋ4 =
ṁc,2

ρcVc
(x3− x4)+

hcAc

ρcVccp,c
(x5− x4) (20)

ẋ5 =
hhAh

ρwVwcp,w
(x5− x1)+

hcAc

ρwVwcp,w
(x5− x4)

+
kAw

ρwVwcp,w
(x6− x5)

(21)

ẋ6 =
hhAh

ρwVwcp,w
(x6− x2)+

hcAc

ρwVwcp,w
(x6− x3)

+
kAw

ρwVwcp,w
(x5− x6)

(22)

By constructing the state space model of the state equations
listed in (7)-(22) in the form shown in (23),

ẋ = Ax+Bu (23)

with x containing the states, A and B are coefficient
matrices and u is the system inputs. For the
thermodynamic model x is a 6x1 vector, A is a 6x6
coefficient matrix. B is a 1x6 vector and u is a 6x1 vector.
For the fluid dynamic model x is a 10x1 vector, A is a
10x10 coefficient matrix, B is a 10x1 vector and u is a
10x1 vector.

4. SIMULATION RESULTS

This simulation was conducted with a counter flow heat
exchanger with pure water as the hot fluid and unused
engine oil as the cold fluid. Table 3 shows the heat
exchanger characteristics and table 4 lists the simulation
conditions.

4.1 Fluid dynamic model results

Figure 4 shows the results of the mass flow rate in the
centre element (ẋ1 and ẋ6) and figure 5 shows pressure
in the outlet nodes (ẋ4 and ẋ9) for the hot and cold fluid.
The oscillations in figure 4 and 5 in the pressure and mass
flow rate is due to the sudden addition of high pressure to
a system already in steady state, causing a sudden increase
in mass flow rate and results in a back pressure forcing the
mass flow to change flow direction until the pressure has
reduced. This is known as the water hammer effect.

4.2 Thermodynamic model results

Figure 6 shows the output temperatures of the hot and cold
fluid (states ẋ2 and ẋ4). It is important to note the difference
in time scale between the fluid dynamic domain (figures 4
and 5) and the thermal model (figure 6).

Table 3: List of the simulation parameters
Name Symbol Value Unit
Geometry
Inner pipe radius r1 0.008 m
Outer pipe radius r2 0.016 m
Inner pipe thickness d 0.00175 m
Pipe length l 2 m
Friction factor f 3
Hot fluid - at 300K
Specific heat cp,h 1909 J/kg.K
Density ρh 884.1 kg/m3

Convection coefficient hh 800 W/m2.K
Bulk modulus Bh 2.2×109 Pa
Cold fluid at 300K
Specific heat cp,c 4186 J/kg.K
Density ρc 1000 kg/m3

Convection coefficient hc 900 W/m2.K
Bulk modulus Bc 2.2×109 Pa
Separation Wall
Specific heat cp,w 421 J/kg.K
Density ρw 8933 kg/m3

Conduction coefficient kw 421 W/m2.K

Table 4: List of the simulation conditions
Name Symbol Value Unit
Cold Side
Inlet Pressure Pc,i 300 kPa
Outlet Pressure Pc,o 190 kPa
Inlet Temperature Tc,i 290 K
Hot Side
Inlet Pressure Ph,i 300 kPa
Outlet Pressure Ph,o 150 kPa
Inlet Temperature Th,i 330 K

Figure 4: The results of the fluid dynamic state space model -
Pressure



Figure 5: The results of the fluid dynamic state space model -
Mass flow rate

Figure 6: The output temperatures of the heat exchanger

The decrease in hot fluid temperature is significantly
more than the increase in cold fluid temperature due to
the differences in characteristics of the fluids mainly the
specific heat and mass flow rate.

4.3 Model validation

Flownex R© is validated simulation software that specializes
in simulations where fluids are the driving factor. Figure
7 shows the comparison of the output temperature of the
thermal model to the output temperatures of the Flownex R©

model. The difference in settling time of the temperatures
is attributed to the way and extent to which the thermal
capacitance is modelled. In the thermal model the wall
capacitance is more accurately modelled for a better energy
representation. Figure 8 shows the comparison of the mass
flow rate (ẋ4 and ẋ9) of the fluid dynamic model to the
output of the Flownex R© model.

The different oscillations present results can entirely be
attributed to the difference numeric solution techniques.
Although oscillations is present in both simulations, the
difference in magnitude of the oscillations is due to the
numeric techniques.

Figure 7: The comparison between the output temperature
results of Flownex R© and MATLAB R©

Figure 8: The comparison between the mass flow rate results of
Flownex R© and MATLAB R©

5. ENERGY VISUALIZATION

When an energy visualization of a heat exchanger is
considered, the dominant factor of importance is the
energy transferred between the hot and cold fluids.
Another important factor often omitted in heat exchanger
analysis is the energy storage effect the separation wall has
on the heat exchange process. The wall is an important part
of the energy analysis as it acts like a thermal capacitor,
storing energy. Thermal energy is transferred from the
hot side to the cold side via the wall. The rate of energy
transfer is given is (24),

Q̇ = ṁcp(Ti−To) (24)

with Q̇ the rate of energy transfer [J/s], ṁ the mass flow
rate [kg/s], cp the specific heat of the fluid [J/kg.K] and
Ti and To the inlet and outlet temperatures [K] respectively.
Figure 9 shows the power transferred from the hot side, the
power absorbed and stored and the power transferred to the
cold side.

It can be seen from figure 9 that the storage element
gains less energy as more energy is transferred to the
cold side increasing until such a point where the energy
storage element is saturated and all the energy transferred
from the hot fluid goes to the cold fluid. The energy



Figure 9: The power transferred and stored in the heat excahnger

approach includes the effects of the thermodynamic and
fluid dynamic domains. To illustrate this, figure 10 shows
the same results as figure 9 but with an increase in Ph,i of
50kPa to 350kPa.

Figure 10: The changes in power stored and transferred for a
step input in pressure at the hot side

One can see that the effects of the fluid domain is important
in heat transfer analysis as it affects the heat transfer rate
of the heat exchanger. Since there is a change in the power
transferred when an increase in pressure is applied, the
consequence of this increase in pressure on energy stored
can also be observed. Figure 11 shows the energy stored
in the system, including the increase in energy stored due
to the change in pressure. From figure 11 on can see that
the change in the energy stored is influenced by a change
in pressure. This indicates that occurrences such as a leak
or a pressure drop, due to a for instance a defective pump,
can be seen in an energy effect. The energy approach gives
a more universal representation of the system status using
energy transferred, absorbed and stored.

6. CONCLUSION

This paper discussed the process followed to derive a fluid
dynamic as well as a thermodynamic model of a counter
flow heat exchanger. The models were derived by applying
the principles of conservation of mass, momentum and

Figure 11: The changes in energy stored for a step input in
pressure at the hot side

energy to the heat exchanger. Both models were simulated
and an energy analysis was done on the results.

The thermal-fluid domain approach gives a more exact
representation of a heat exchanger by including an
additional domain (fluid dynamic domain) of the heat
exchangers’ behaviour. This leads to a more accurate
energy representation which in turn can be used to make
a more informed decision regarding the heat exchanger’s
current operating conditions or efficiency. The additional
information provided by the multi-domain model and the
energy representation can lead to efficiency optimization
as well as fault detection and isolation of a heat exchanger.

REFERENCES

[1] B. I. Master, K. S. Chunangad, A. J. Boxma, D.
Kral, and P. Stehlk: Most Frequently Used Heat
Exchangers from Pioneering Research to Worldwide
Applications, Heat Transf. Eng., Vol. 27 No. 6, pp.
4-11, June 2006.

[2] Q. Wang, M. Zeng, T. Ma, X. Du, J. Yang:
Recent development and application of several
high-efficiency surface heat exchangers for energy
conversion and utilization, Applied Energy, Vol 135,
pp.748-777, December 2014

[3] J. Rose, T. R. Nielsen, J Kragh, S. Svendsen:
Quasi-steady-state model of a counter-flow air-to-air
heat-exchanger with phase change, App Energy, Vol.
85 No.5, pp. 312-325, May 2008

[4] F.P. Incropera and D.P. DeWitt: Fundamentals of
heat and mass transfer, 5th ed. John Wiley Sons Inc.,
2002.

[5] S.E. Chouaba, A. Chamroo, R. Ouvrard, T. Poinot:
A counter flow water to oil heat exchanger:
MISO quasi linear parameter varying modelling and
identification, Simulation Modelling Practice and
Theory, Vol. 23, pp. 87-98, April 2012

[6] Y.A. Cengel and A.J. Ghajar: Heat and Mass
Transfer: Fundamentals and Applications, 4th ed.
McGraw-Hill.



Efficiency Benchmarking and Evaluation of Coal Fire Power Stations 

using Data Envelopment Analysis 

 
A. de Villiers* and H. J. Vermeulen**  

 
* Dept. of Electrical and Electronic Engineering, Stellenbosch University, Private Bag X1, 

Matieland,  7602, South Africa 

Email: almerod@sun.ac.za 

** Dept. of Electrical and Electronic Engineering, Stellenbosch University, Private Bag X1, 

Matieland,  7602, South Africa 

Email: vermeuln@sun.ac.za 

 

 

Abstract: South Africa’s current rate of increase in energy demand brings with it a need for 

optimized efficiency in existing power plants. Tracking plant efficiency can be troublesome, as 

traditional methods rarely include all relevant factors. This paper proposes Data Envelopment 

Analysis (DEA) as a diagnostic tool to assist in interpreting the efficiency performance of power 

stations. DEA is a non-parametric linear programming process used for calculating comparative 

efficiencies that can be adapted to encompass any factors deemed relevant. Results are presented for 

DEA Energy Efficiency (EE) case studies performed for a local coal-fired power station.  The 

performance of the station is comparatively evaluated on a month-to-month basis and against similar 

US plants.  Results from these analyses are analysed and explained. DEA is found to have potential as 

a viable M&V comparison tool, but is dependent on the availability of accurate data.  
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1. INTRODUCTION 

 

The South African power grid has been experiencing 

severe capacity constraints in generation and transmission 

in recent years.  This has given rise to major efforts to 

implement Energy Management (EM) initiatives in all 

load sectors, including the industrial, commercial and 

residential all load sectors. These efforts are supported by 

the construction of multiple new power plants, both 

thermal and renewable.  Additionally, the Energy 

Efficiency (EE) of existing plants is being optimized, 

which requires performance evaluation and 

benchmarking as part of Measurement and Verification 

(M&V) exercises.  

 

Traditional methods of evaluating power plant efficiency, 

such as heat-rate monitoring, are difficult and often 

produce inconclusive results due to a lack of online data 

and the complex nature of factors, such as environmental 

conditions, that determine the overall efficiency of the 

plants.  Furthermore, the savings impacts of many 

individual EE interventions are small compared to the 

plant ratings, resulting in difficulties in extracting the 

savings impacts from the noisy baseline.  High noise 

levels in trying to extract them may also be too rigid in 

structure to allow for use in both comparative 

benchmarking between individual plants and a time-

based evaluation of a single plant e.g. month-to-month or 

year-to-year. 

 

This paper applies Data Envelopment Analysis (DEA) as 

a means to gain some insight into the EE performance of 

power stations by tracking a metric of performance 

efficiency over a given timeline or comparing the relative 

efficiencies of similar stations.  The results do not 

represent a direct measure of efficiency for M&V 

purposes, but can assist in gaining insight into the relative 

efficiency over time and between plants.  DEA is a 

widely used, non-parametric, linear programming process 

used for calculating comparative efficiencies in Decision 

Making Units (DMUs) [1].  The DEA process can also be 

adapted to incorporate almost any factor deemed relevant, 

thus making it useful for determining the effect of such a 

factor on overall performance.   This can, in principle, 

assist in the M&V process. 

 

DEA have been used extensively to comparatively 

benchmark power stations [2] [3] [4].  In this paper a the 

EE performance of single coal fired plant is evaluated on 

a month-to-month basis, with the view to get an idea of 

the effects of changing input parameters on the 

performance over time, as well as comparitively to 19 

similar plants.  

 

2. DATA ENVELOPMENT ANALYSIS 

 

DEA is a non-parametric, non-linear benchmarking 

technique that utilizes linear programming as its basis [5]. 

The process comparatively evaluates individual DMUs 

based on the inputs and outputs provided. As these inputs 

and outputs can consist of any measurable values, the 

process can include almost any factor deemed relevant. 

Unlike a simple efficiency ratio, the analysis can have 

any number of inputs and outputs, yet still return a useful 

result [5]. Results are returned as an overall efficiency, as 

well as a combined weight, thus creating a hypothetical 

compound DMU, highlighting specific inefficiencies. 



Inefficient DMUs can thus benefit from following the 

practices found in efficient DMUs.    

 

The initial DEA model was first proposed by Charnes, 

Cooper and Rhodes in 1978 [1].  This model was 

developed as a way to evaluate non-profit and public 

sector operations [5] and became known as the CCR 

model (after their respective names). Their work was a 

continuation of that by that of Farrell (1957), who 

attempted to develop a more effective productivity 

evaluation method [6].  Presently there are numerous 

variations on the CCR, such as the Banker, Charnes and 

Cooper (BCC) model that attempt to expand various 

aspects of the original model [6]. In this paper the CCR 

model is used in an expanded form,  

 

2.1 Mathematical Formulation of DEA 

 

Efficiency is usually calculated as a ratio of total output 

to total input, as shown in Equation 1: 

 

𝜃 =
∑ 𝑜𝑢𝑡𝑝𝑢𝑡

∑ 𝑖𝑛𝑝𝑢𝑡
 

(1) 

 

 

where θ represents total efficiency. Thus, a higher 

efficiency is achieved but increasing the output and/or 

decreasing the input. Complex systems may have 

multiple Input and Output (IO) categories.  By 

associating weights with each IO category, the DEA 

process manipulates the relative contributions of the 

individual input and output parameters on the efficiency 

metric θ.  Weights also allow each DMU to become more 

efficient in the most suitable manner [7].   

 

When evaluating the j
th

 DMU of a total number of k 

DMUs, efficiency can be calculated using the relationship 

 

𝜃 =
∑ 𝑢𝑟𝑦𝑟𝑗

𝑠
𝑟=1

∑ 𝑣𝑖𝑥𝑖𝑗
𝑚
𝑖=1

  
(2) 

 

 

where 

 

xij denotes i
th

 input value of the j
th

 DMU,  

yrj denotes the r
th

 output value the j
th

 DMU, 

ur denotes the weight of output parameter  yrj, 

vi denotes the weight of input xij 

and 

m and s  denote the number of input and output 

parameters respectively. 

 

 

The DEA process maximises objective function 

represented by Equation 2, subject to the following 

constraints: 

 

 ∑ 𝑢𝑟𝑦𝑟𝑘
𝑠
𝑟=1

∑ 𝑣𝑖𝑥𝑖𝑘
𝑚
𝑖=1

 ≤ 1 
(3) 

 𝑢𝑟  ≥ 0, 𝑤𝑖𝑡ℎ 𝑟 = 1,2, … , 𝑠 (4) 

 𝑣𝑖  ≥ 0, 𝑤𝑖𝑡ℎ 𝑖 = 1,2, … , 𝑚 (5) 

 

Equations 2 to 5 represents the original form of the CCR 

model [1].  In order to solve the constrained optimisation 

problem by conventional linear programming methods, 

Equation 3 is written in standard mathematical notation 

as follows [7]: 

 

  
∑ 𝑢𝑟𝑦𝑟𝑘  ≤  ∑ 𝑣𝑖𝑥𝑖𝑘

𝑚

𝑖=1

𝑠

𝑟=1

 
(6) 

 

This gives rise to a simplified objective function given by  

 

  
∑ 𝑢𝑟𝑦𝑟𝑗  

𝑠

𝑟=1

 
(7) 

 

with constraints given by 

 

∑ 𝑢𝑟𝑦𝑟𝑘 − ∑ 𝑣𝑖𝑥𝑖𝑘

𝑚

𝑖=1

𝑠

𝑟=1

 ≤ 0  
(8) 

 

∑ 𝑣𝑖𝑥𝑖𝑗

𝑚

𝑖=1
= 1 

(9) 

 

𝑢𝑟  ≥ 0, 𝑣𝑖  ≥ 0 (10) 

 

The mathematical model represented Equation 1 to 

Equation 10 is known as the primal model.  It treats the 

rows of the linear programming problem as the model 

and seeks to maximize the output defined by Equation 7. 

In this paper a second model, known as the dual model, is 

utilized.  This differs from the primal as it rather strives 

to minimize the input.  Also, the columns of the linear 

programming problem are used to represent the model, 

rather than the rows. This method only requires a single 

weight in the form of λ, as input and output variables are 

no longer mixed [6]. 

 

Applying the dual model Equation 8 to 10 produces 

Equation 11 to 13, where the objective is to minimize 

inputs.  Also, from Equation 11 and Equation 12 it can be 

seen that input and output variables (x and y) are not 

mixed, thus the linear programming model is now 

considered in terms of its columns. 

 

∑ 𝜆𝑘𝑥𝑖𝑘  

𝑠

𝑘=1

≤  𝜃𝑥𝑗 
(11) 

∑ 𝜆𝑘𝑦𝑟𝑘  

𝑛

𝑘=1

≥  𝑦𝑟𝑗  
(12) 

𝜆𝑘  ≥  0 (13) 

 

From a computational perspective, the dual model is 

simpler compared to the primal model.  Since the input is 

being minimized, the resulting λ values can be interpreted 

as a hypothetical compound DMU, showing what 



percentages of relatively efficient DMUs inputs can be 

used by an inefficient DMU to produce the same output. 

 

3. CASE STUDY: COAL-FIRED POWER STATION 

 

The case study is performed for a coal-fired power station 

commissioned in the 1960s.  The station is rated for a 

total installed capacity of 1200MW, consisting of 

six 200MW units. The dataset used in the study consists 

of daily coal usage [ton], daily coal calorific and total 

moisture content values, daily fuel oil consumption [kg] 

and monthly generated and sent-out energy [MWh] for 

the timeline from 1 January 2012 to 31 December 2012.  

  

 3.1 Comparative Monthly Analysis. 

 

In the first case study the DEA analysis is performed on a 

month-to-month basis, using the individual months as the 

DMUs.  The same efficiency metric can thus be tracked 

over time and seasonal changes in inefficiency can 

identified. The practical usefulness and interpretation of 

DEA results are largely dependent on the nature of the IO 

categories that are chosen for analysis.  As the focus of 

the investigation is on EE performance, the following 

parameters are chosen: 

 

Inputs: 

  

 Coal consumption [kg] or [MJ] 

 Fuel oil consumption [kg] or [MJ] 

 Auxiliary plant energy consumption [MJ] 

 

Outputs: 

  

 Sent out energy [MJ] 

 

The available dataset does not contain calorific values for 

fuel oil and coal calorific data is incomplete.  Thus two 

separate analyses are performed. The first analysis uses 

the mass of coal and fuel oil as inputs (in tons and 

kilograms respectfully). The second analysis uses the 

calorific values for coal where available, with a monthly 

average when data is incomplete. Fuel oil energy is 

calculated using the supplied average value. Auxiliary 

plant energy and sent out energy are used in mega joules 

in both analyses. 

 

 3.2 Comparative Monthly Analysis Results 

 

The DEA is performed using Microsoft Excel’s 

SIMPLEX Solver add-on.  The results are summarised in 

Table 1 to Table 3, while Figure 1 shows a plot of relative 

efficiency over the analysis timeline.  The results show 

that May, August, September, November and December 

are the most efficient months in both analyses.   

 

 

 

 

 

 
Figure 1: Relative efficiency vs. month for 2012 

 

Table 1: Monthly efficiencies for 2012 

Month Efficiency (mass) Efficiency (energy) 

January 0.971 0.970 

February 0.914 0.892 

March 0.903 0.884 

April 0.969 0.939 

May 1.000 1.000 

June 0.997 0.984 

July 0.994 0.979 

August 1.000 1.000 

September 1.000 1.000 

October 0.999 1.000 

November 1.000 1.000 

December 1.000 1.000 

 

 
Table 2: Lambda values for mass analysis 

 

Lambda Values 

 

May Aug Sep Nov Dec 

Jan 0.200 0.251 0.550     

Feb   0.450   0.299 0.250 

Mar 

 

0.410 

 

0.114 0.475 

Apr   0.551     0.449 

May 

     
Jun   0.957     0.043 

Jul 

 

0.866 

  

0.134 

Aug           

Sep 

     
Oct   0.587     0.413 

Nov 

     
Dec           

0.820

0.840

0.860

0.880

0.900

0.920

0.940

0.960

0.980

1.000

1.020

Mass analysis Energy analysis



 

 

Table 3: Lambda values for energy analysis 

 
Lambda Values 

 
May Aug Sep Dec 

Jan 0.311 0.119 0.570   

Feb   0.063 0.705 0.232 

Mar   0.190 0.373 0.437 

Apr   0.378 0.247 0.374 

May 

    
Jun 0.225 0.592 0.183   

Jul   0.775 0.131 0.094 

Aug         

Sep   
   

Oct         

Nov   
   

Dec         

 

It can be seen from Table 1 and Figure 1 that there is not 

a large variation in efficiency from month to month, with 

March 2012, the least efficient month, reaching 88.4% of 

the efficient months. However, by following processes 

used in these months the stations output can be kept at 

current levels, but inputs decreased by a significant 

portion.  Table 2 and Table 3 show the lambda values for 

each inefficient month.  This data can serve as a guide to 

help M&V personnel identify the efficient processes in 

efficient months to be emulated in inefficient months.    

 

During the months January to April, the station’s relative 

efficiency is lower than in the later months.  This is due 

to scheduled unit maintenance during these months, 

which reduced overall productivity of the plant.  In 

addition, the summer months bring a greater average 

rainfall, increasing coal moisture content and thus 

lowering efficiency.  The drier winter months can be seen 

to be more efficient. Figure 2 shows the monthly average 

moisture content for 2012.  This data has a -54.6% 

correlation with the mass analysis in Figure 1, which 

supports the above speculations.  It should be noted that 

no moisture content data was available the month of July 

in Figure 2, thus the yearly average was used. 

 

Comparing the first analysis to the second, one can see 

that calorific value plays a major role in energy efficiency 

processes.  Despite having a 98% correlation, the energy 

analysis’s inefficient values are significantly lower.  This 

means that monthly inefficiencies cannot be attributed to 

lower quality coal.  This is supported by Figure 3, which 

shows average coal calorific content with very little 

variation between months.  It should be noted however 

that the previously mentioned inaccuracies in the data 

used could greatly affect the results of the analysis. 

 
Figure 2: Average coal moisture per month 

 
Figure 3: Average coal calorific content per month 

 

 3.3 Plant Comparison Analysis 

 

The objective of second case study is to perform a more 

conventional benchmarking analysis of the target power 

station, by comparing the performance metric to those of 

other similar plants.  These plants consist of 19 coal-fired 

power plants of varying capacity from a number of 

different states in the US.  The plants were selected to use 

similar quality of coal, as the calorific content of this fuel 

plays a large role in efficiency.  All plants in question 

primarily use sub-bituminous coal, which has an average 

calorific content of between 19 and 26 MJ per kg [8].  

The plants are also, approximately, of the same age as the 

target station.   The dataset used in the analysis ranges 

from 1 January 2012 to 31 December 2012 was used.  

This data is freely available from the US Energy 

Information Administration website 

(http://www.eia.gov).  

 

Only location, capacity, fuel input and energy output are 

available and, as such, the analysis does not include all 

IO categories considered in the first case study.  The 

following input and output parameters are used: 

 

Inputs:  

 Plant capacity [MW] 

 Energy input [MJ] 

 

 

Output:  

 Energy output [MJ] 
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The input energy input is the combined input of all fuels 

used.  The missing calorific data for the target station is 

handled as in section 3.1. The output energy output is the 

total energy supplied to the grid by the station.   

 

 3.4 Plant Comparison Analysis Results 

 

Table 4 shows the results of this plant comparison 

analysis. 

 

Table 4: Plant comparative analysis results 

Plant Name Location Efficiency 

Target plant South Africa 0.899 

Platte Nebraska, USA 1.000 

Whelan Energy Center Nebraska, USA 

 

1.000 

Aurora Energy LLC Chena Alaska, USA 1.000 

Escalante New Mexico, USA 0.938 

Holcomb Kansas, USA 0.986 

Cholla Arizona, USA 1.000 

Oklaunion Texas, USA 0.977 

Apache Station Arizona, USA 0.942 

Grand River Dam Authority Oklahoma, USA 0.903 

Limestone Texas, USA 0.991 

Joliet 29 Illinois, USA 0.940 

Arapahoe Colorado, USA 0.870 

Comanche Colorado, USA 1.000 

Bridgeport Station Connecticut, USA 1.000 

E D Edwards Illinois, USA 0.956 

Coffeen Illinois, USA 0.920 

Crawford Illinois, USA 0.901 

Waukegan Illinois, USA 0.939 

Burlington Iowa, USA 0.930 

 

Table 4 shows 6 different plants identified as efficient, 

Platte and Whelan Energy Centre in Nebraska, Aurora in 

Alaska, Cholla in Arizona, Comanche in Colorado, and 

Bridgeport in Connecticut. The target plant is seen to be 

the second least efficient plant in the analysis. The 

efficiency of all plants is compared in Figure 4. 

 

   

4. CONCLUSIONS 

 

When using DEA to evaluate the performance of a single 

power plant over time, it is easy to identify inefficient 

periods (in the case of this case study, these time periods 

are individual months).  The results give an indication of 

the overall effect of the various parameters that define the 

metric and can be evaluated. Plant processes and 

operations for efficient time periods can be used as 

benchmark to improve the performance for inefficient 

time periods, thus increasing overall performance. 

 
Figure 4: Relative efficiency per plant 

 

Additional input and output parameters can be 

incorporated, such as CO2 emissions, man-hours 

worked, etc., in order to gain insight into the effects 

of these parameters on the performance metric.   

 

This paper serves as an exploratory study into DEA’s 

usefulness for M&V application. However, further 

research is required to exploit the process’s potential. 

While DEA is not a replacement for heat rate 

calculations, it can in principle be a valuable 

diagnostic tool in performing M&V activities and to 

interpret the results and difficulties associated with 

M&V of power station efficiency.  

 

When using DEA to comparatively evaluate a 

number of plants, the sources of inefficiencies are 

also easily identified.  The efficient plants’ practices 

can be considered for use in inefficient plants as a 

means of increasing productivity. The process can 

also be expanded to include additional relevant 

factors such as station age, station employees or CO2 

emissions. M&V teams can use the process to gain a 

general insight into the overall efficiency of a single 

plant.  

 

DEA requires the availability of quality input data.  

This is often, as for the case studies performed in this 

investigation, a major problem in practice.  It is 

0.000
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difficult to make an assessment of the impacts of 

missing and inaccurate data on the overall results. 
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Abstract: The quality of power delivered to the consumers by the utility determines the functionality 

and performance of the most sensitive equipment or appliance. For an equipment or appliance to 

function and perform well, the voltage level of the distribution network must not exceed the 

acceptable limit or range. When DGs are connecting into the network, the voltage profile of the 

network may be altered above the standard limit, thus, the impacts of DGs on a network depend on 

the placement of such DGs in the network. The voltage profile of a network may not be influenced if 

the DG’s power injected into the network is very small compared to the load, otherwise, if the 

injected power by the DGs are more than the loads connected to the network, the grid voltage of such 

network can exceed an acceptable range of the grid code act or international standard specification. 

This paper presents the voltage profile of a distribution network under static loads and the percentage 

bus voltage drops along the network, it investigates the impacts of wind energy conversion system 

(WECS) (different power rating in kVA and MVA), the penetration level, the effects of WEC 

location and the level of common coupling. It showcases the comparison of the impacts of WEC on 

the voltage profiles in determining the maximum penetration level on the selected buses on IEEE 13 

test feeder using SIMULINK package in MATLAB. Based on the simulation results, recommendation 

are given to the utility or independently owned generating units on the suitable/wrong location of 

WECs in the network.  

 

 Keywords: voltage profiles, WECs, grid code, location and point of common coupling 

 

 

1. INTRODUCTION 

 

The introduction of DGs into the power system has 

benefits, but it causes the system to be more complicated. 

For instance, with large central generating units, the 

system operators are aware of the condition and security 

level of the arrangement while the situation is not 

applicable in case of the introduction of DGs into the 

network; the units are totally out of control of the system 

operator. For DGs with renewable energy sources like 

wind and solar, their productions are intermittent and 

fluctuating with time and it is hard to predict, which make 

power system planning and operation more complicated. 

The principal goals of the power system are the reliability 

of power supply and good power quality, DGs can play 

vital parts in reaching them. The voltage range within low 

and medium voltage networks of the power system 

determines how efficient and durable an equipment or 

appliances connected to the network can be [1], [2]. With 

the conventional generator, and small amount of DG 

power, voltage rise may not be a serious issue, but with 

the growth in the DGs penetration level in the network, 

voltage rise may need to be monitored [3].  In terms of 

network protection, there may be an economic 

optimisation for small DGs owners in installing a control 

and protective device in the course of electricity 

production to minimize the contribution of DGs into a 

fault. At that point, there is no important direct increase 

in the number of voltage dips with the distributed 

generation; otherwise, DG strengthens the grid, which 

can result in the number of dips experienced by the local 

customer being decreased. The impacts of the renewable 

DGs connected to the distribution network are 

investigated in this paper 
 

2. GRID CODE REQUIREMENT 

 

With the rapid growth in penetration of wind power in the 

power system, a number of transmission system operators 

issued grid codes imposing specific requirements 

concerning grid support during steady-state functioning 

as well as grid faults or disturbances. It becomes 

necessary requirement for wind farms to behave as much 

as possible as conventional power plants to sustain the 

network voltage and frequency. Due to this demand, the 

utilities in many countries have recently built or are 

developing grid codes for operation and grid connection 

of wind farms. The aim of these grid codes is to ensure 

that the continued growth of wind generation does not 

compromise the power quality as well as the security and 

reliability of the electric power system [4], [5], [6]. The 

grid code act is also utilized by the South African power 

utility to determine the minimum technical and design 

grid connection requirements for renewable energy 

connected to or seeking connection to a distribution 

system. The compliance with this grid connection code is 

applicable to the DG, depending on its rated power, and 

the nominal voltage at the point of connection (POC).  
 

2.1 Classification by category 

 

The integration of WEC or DG into the South African 

distribution network is divided into three categories based 

on the size of the facility and the connection voltage. 



 

 

According to the South African grid code rules [7], Table 

2.1 gives details. 
 

Table 2.1 WECs classification into distribution network 

Sub–

categories 

of 

Renewable 

power plant 

(RPP) 

Power Range Connect

ion 

Voltage 

Voltage 

limits 

% 

A1 0 < x ≤ 13.8 

kVA 

LV -15+10  

A2 13.8 kVA < x 

< 100 kVA 

LV -15+10  

A3 100 kVA ≤ x < 

1MVA 

LV - 15+10  

B 1MVA  x ≤ 

20 MVA, 

0 < x <1 MVA 

MV ± 10 

C x ≥ 20 MVA  HV ± 10 
 

 

2.2 Grid connection of WECs  

 

The voltage at the point of connection according to the 

South Africa grid connection code must be in the range of 

-15 % to +10 % (0.85 to 1.1 pu) for low voltage network 

and ±10 (0.9 to 1.1 pu) for medium and high voltage 

networks around the nominal voltage [7]. This condition 

is put into consideration in this paper 

 

2.2.1 WEC penetration level 

 

The bases for choosing WEC rated power and penetration 

level shall be according to the WEC categories mentioned 

in the Table 2.1 above. Wind penetration level can be 

defined thus: 

 

Wind capacity penetration level = 

  
                                    

                          
×100.................(1) 

 

Penetration levels will vary as the total load demand in 

the network varies.  
 

3. THE TEST SYSTEM DESCRIPTION 

 

To demonstrate the impacts of a WEC on a distribution 

network, the wind energy converter to be considered in 

this paper is a doubly fed induction generator (DFIG) and 

set to voltage control mode. DFIG is a wound rotor 

induction generator with voltage source converter 

connected to the slip-rings of the rotor; it interacts with 

the grid through the rotor and stator terminals. This 

character of wind turbine has been designed to increase 

the aerodynamic efficiency in several ranges of wind 

velocities. Their electrical system is more complex than 

the fixed-speed wind turbines. Better power quality, 

higher amount of energy extracted and less mechanical 

stress on the turbines are the main benefits. 

 IEEE 13 bus test system is considered as a standard test 

system to be used [8], [9], as shown in the figure 3.1, 

which has challenging voltage management task, as it 

exhibits extreme voltage issues. It is made of medium (1 

kV to 44 kV) and low voltage (50 V to 1 kV). The test 

feeder is short and relatively highly loaded for a 4.160 kV 

feeder, it has several key distribution system components 

such as overhead lines, underground cables, distributed 

loads, substation transformers, step down transformer 

between the buses 633 and 634, mixture of constant kW 

and kVAr loads, capacitors bank and voltage regulator 

etc. Only bus 634 receives 480 V, all other buses receive 

4.16 kV. 

 
 

Figure 3.1 IEEE 13 Node feeder test system 

 

4. SIMULATION 

 

For the simulation work presented in this paper, this test 

system (IEEE 13-bus Test Feeder system) is modified 

and modelled in MATLAB/SIMULINK according to the 

following cases 

 The unbalanced loads were made balanced 

(balanced network), this was achieved by extending 

the total loading 3.27 MW, 1.99 MVAr to 3.561 

MW, 2.310 MVAr (total loading of 4.3 MVA) and 

make each load balanced, underground cables are 

modelled as overhead lines and bus 634 is made 

overloaded since is the only low voltage bus, so 

that WEC can be connected to the bus. 

 Single and double phase lines were replaced with 

three-phase lines, installed capacitor bank at buses 

675 and 611 are removed. 

 The voltage regulator at the bus 650 is removed  
 

4.1 Purpose of the network modification 

 

 The network is made balanced in order to eliminate 

the unbalanced voltage drop, reduction in network 

losses and harmonic generation 

 The network loading is extended to ensure that 

loads are connected into all the buses. Since the 

network is taking balance load, it is obvious that all 

the single and double phase lines must be replaced 

by the three phase lines 

 The installed capacitor bank and the regulator were 

removed to monitor the original network nominal 

voltage from the substation to the farthest bus on 

the network without any compensation or voltage 



 

 

regulation, this is because the voltage profile of the 

network must be drawn and monitored 

with/without wind power integration 

 

5. SIMULATION RESULTS AND DISCUSSION 

 

Various simulation cases are investigated and the results 

obtained are discussed below: 

 

5.1 Voltage profile of the modified IEEE 13 node test 

system 
 

The network was designed, tested and simulated in  

MATLAB/SIMULINK; the voltages are measured at 

each bus bar of the network, the results obtained are 

depicted in Table 5.1, which is used to plot the network 

voltage profile in Figure 5.1, from the voltage profile 

plotted, the power flow through the feeder results in a 

smooth voltage drop from the beginning to the end of the 

feeder, i.e., the voltage drops along the feeder are within 

an acceptable limit in compliance with the normal 

permissive (± 10 %)  drop in the nominal voltage of any 

standard network and with South Africa Grid code for a 

distribution network except that there is a voltage dip in  

bus 634 which is the weakest bus. The transformer 

located at the bus was a step down transformer which 

stepped down 4.160 kV to 480 V (the load on the bus is 

the only load that is supplied by 480 V), it is found that 

the transformer was overloaded; the power rating of the 

transformer is 500 kVA while the load connected to the 

bus is 550.7 kVA. The voltage obtained at the bus is 

0.8359 V or has a drop of voltage 16.41 %, which is not 

acceptable (less than acceptable range). 

More also, there is a voltage drop (9.7 %) at the bus 652 

which is the second weakest bus compared to other buses 

in the network, this is because, the bus 652 is connected 

to a huge amount of load (about 1.2 MVA) that is almost 

two times that of any other bus in the network. Also, the 

voltage drop at bus 652 may be related to the line length 

and load current. When the length of the network line 

increases, the percentage of the voltage drop will also 

increase, this is due to the increase in the voltage drops 

along the network as the power flows from the source to 

the terminal end of the network. Bus 680 may be 

expected to be the weakest bus being the farthest bus, but 

it is not so because the load connected to the bus is not 

huge (very light load, which draw little power from the 

network) compared to buses 634 and 652 that have peak 

loads and draw more power in the network (Table 5.1) 

 

 
Figure 5.1 voltage profile of the modified IEEE 13 node 

test system without WEC  

 

Table 5.1 buses voltage measurement 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

5.2 Connection to the farthest bus 

 

The impacts of the wind energy integration on the voltage 

profile of a distribution network are demonstrated in the 

simulation of a modified 4.160 kV test feeder. Different 

generation scenarios (WECs range of 13.8 kVA, 100 

kVA, 300 kVA, 600 kVA, 1 MVA, 2 MVA and 2.8 

MVA) are considered to know the impacts of WEC in the 

network, to investigate the maximum penetration level of 

the WEC in the network without grid code act violation (-

10%) as stated in the sections 2.1 and to determine the 

impacts of WEC on the voltage profile along the feeder. 

Bus 680 is considered to be the point of integration into 

the network; this location is chosen because it is very far 

to the substation. 

When a 13.8 kVA, DFIG (0.3 % penetration level) is 

connected to the network at the bus 680 in relation to the 

category B as mentioned in Table 2.1, to supply the local 

load, the impact is negligible on the network voltage 

profile as shown in Figure 5.2 below. This is because the 

ratio of the 13.8 kVA wind power integrated into the 

network that consist of 4.3 MVA is 1:312, therefore, 

more wind power is required for the network voltage 

profile to be improved. At 2.3 % WEC penetration level, 

the network profile increased slightly, but a voltage dip is 

still noticed on the bus 634. From 7 % WEC penetration 

level, decrease in the voltage drop occurred, which brings 

about the increase in the voltage level of the network.  

 
Figure 5.2 voltage profile of the farthest bus 

 

Further increasing the injection of the size of WEC (14 

%, 23.3 %, 47 %, 58 % and 65 %) penetration levels, the 

network profile improved; at  bus 680 with 58 % 

injection scenario, it has an additional voltage of 0.0929 

(pu) i.e, (1.0929 pu – 1 pu = 0.0929 pu) or (+ 9.29 %) 

Bus  

Number 

Base 

Voltage 

(pu) 

Voltage 

drop (%) 

632 0.9242 7.58 

633 0.9232 7.68 

634 0.8359 16.41 

645 0.9107 8.93 

646 0.9101 8.99 

671 0.9076 9.24 

692 0.9076 9.24 

675 0.9070 9.30 

684 0.9061 9.39 

611 0.9060 9.4 

652 0.9030 9.7 

680 0.9071 9.29 



 

 

which is within an acceptable range in relation to the grid 

code act and is the best simulation result for the bus 680. 

Injection of WEC to 65 % penetration, the additional 

voltage on that bus is 0.1041 pu or +10.41 %, which is 

not acceptable in relation to the grid code act (± 10 %), 

i.e., the bus voltage is more than 1.1 pu voltage required. 

But this over voltage is only noticed at the point of PCC 

of the WEC (bus 680), while other voltages are still 

within an acceptable range, meanwhile, the penetration 

level cannot be increased further beyond this point. 

 

5.3 Determination and comparison of the maximum 

penetration level on other selected buses 

 

Having shown in the section above that the WEC can 

improve the voltage profile of a distribution network, it is 

necessary now to determine and compare the integration 

of WEC into different buses of the network to really 

know the bus that can take the highest WEC penetration 

level without violating the grid code act, when WEC is 

connected to buses 633, 652, 675, 611 and 646. The 

simulation results are depicted in the figures 5.3 (a) to (e) 

below. The maximum penetration level at each of the 

buses are shown in Table 5.2 

 

Table 5.: Penetration level at each bus 

Bus no Highest 

penetration level 

without grid 

code violation 

Figure 5.3 

633 81 % (a) 

652 93 % (b) 

675 70 % (c) 

611 70 % (d) 

646 70 % (e) 

 

Buses 675, 646, and 611 accept 70 % WECs penetration 

level; beyond this may lead to the grid code act violation. 

Integration of WEC into a distribution network by 

selecting a different location within the network bus 

confirm that its voltage profile can be improved, 

meanwhile, the penetration level may vary depending on 

the type of load connected to a particular bus (light or 

heavy load), and the distance of the bus bar from the 

substation. Some of the benefits of choosing the weakest 

bus for WEC integration in any network is that, voltage 

dips can be minimized, voltage drop can be reduced, 

more WECs penetration can be attained without the fear 

of an over voltage and the weaker network can be 

strengthened. Buses 633 and 652 (Figures 5.3 (a) and (b)) 

have the highest  penetration levels of the WEC in the 

network. However, as observed in the previous section, 

bus 680 which is the farthest bus takes only 65 % WEC 

penetration level which is lower compared to buses 675, 

646, 611, 652 and 633. This may be because it is lightly 

loaded. 

 

 

 

 

 
Figure 5.3: System voltage profile at different penetration 

level with WECs connected (a) bus 633 (b) bus 652 (c) 

bus 675 (d) bus 611 (e) bus 646 

 

Immediately a WEC is connected to a particular bus in a 

network, increase in the penetration level of the WEC 

will bring about an increase in voltage and the active 

power generated at the bus. As a result, it will turn the 

weak bus to an active bus compared to any other buses on 

the network. This increase in voltage at the point of 

common coupling should be monitored so that it does not 

go above the permissible range of the grid code act and 

the WEC should be designed in such a way that existing 

levels of voltage variations do not lead to premature 

failure or disconnection of the unit [11]. In the same vein, 

an increase in the voltage at the PCC should allow easy 

flow of power in both directions in the network. 

 

5.4 Impact of location of WEC on a low voltage network 

 

The previous section showed in details, the WEC 

penetration level comparison at different buses. In this 

section, the impacts of WEC location shall be considered. 

Bus 634 is the only bus that received low voltage (low 

voltage is within 50 V to ≤ 1 kV), and the maximum 



 

 

WEC integration into the low voltage network cannot 

more than 1 MVA as already stated in the Table 2.1 

above. Bus 634 has the total loading of 550.7 kVA and 

has the highest voltage drops (13.41 %) according to the 

voltage profile in Figure 5.1 and Table 5.1, which can be 

regarded as the weakest bus in the network, the 

transformer of the bus is overloaded, the power rating of 

that transformer is 500 kVA.  

When WEC of different power rating (13.8 kVA, 100 

kVA, 300 kVA, 600 kVA, and 1 MVA ) is connected to 

the bus, the impact of WEC till 7 % penetration level 

connected to the bus is accepted in relation to grid code 

act, but the impact is slightly felt on all other buses in the 

network (Figure 5.4). When the penetration level exceeds 

the 7 %, voltage rise occurs (The receiving end voltage 

on the bus is more than the sending end voltage therefore, 

the load connected to the bus will behave as a capacitive 

load), between the buses 633 and 634 which result in an 

unacceptable voltage profile and the grid code act is 

violated (Figure 5.4 indicated by the green arrow) while 

all other bus voltages in the network remained unaffected. 

This occurs as a result of reversed power flow, which is a 

function of the power generated by the WEC and the 

short-circuit power of the network at the point of 

interconnection. This reversed power flow effect gets 

stronger as the WEC injects more active power into the 

network, by this investigation, which means that bus 634 

is not the best location for WECs integration, as it cannot 

accept more WECs power. Bus 652 can be considered to 

be a very good location of WEC integration because it 

can take more WEC penetration level without the fear of 

over voltage. Also buses 633,675, 680,646 and 611can 

also be considered as a point of WEC integration into the 

network, but in this case, it can be so when two or more 

WECs are to be connected to the network either by the 

utility or independently own generating units.  

  
Figure 5.4: Bus 634 voltage profile with WECs 

penetration level 

 

5.4.1 Effect of WECs penetration level on bus loading at 

low voltage bus 

  

If bus 634 is to be considered for point of WEC 

integration, the rated power of such WEC must not be 

more than 500 kVA, any wind power more than that, a 

voltage rise may occur which can cause an unnecessary 

damage to the power equipment and the load connected 

to the network. Connection of WEC to a lightly loaded 

network can cause reverse power flow, which can cause 

the voltage at the WEC connection point to rise and the 

supply voltage of the customers connected to nearby 

WEC units may start to rise as well. As a result of this 

effect, energy flow may be interrupted, leading to rapid 

buildup of heat, machine over speed, damage the 

transformer coil, insulation breakdown, large over 

voltage and tripping of multiple generators can occur 

when the level of  the voltage quality variation 

(imbalance) reaches [2], [10]. This voltage rise is a steady 

state effect that depends on the resistance and the 

reactance ratio, load feeder and the power injection by the 

WEC units. 

WEC will trip for extreme levels of voltage quality 

variation and severe event in the network, the generator 

connected to the same part of the network will experience 

a similar disturbance thereby resulting into the tripping of 

multiple units [11]. Furthermore, a higher level of over 

voltage can cause faster power component aging, 

immediate disconnection of the generation from the 

network and damage to the customer equipment.  
 

5.4.2 Voltage rise at the bus 634 
 

 Inability of the power to flow back to the rest of 

the network because there is step down 

transformer between buses 633 and 634. 

 The WEC power injected into the bus is more 

than the load demanded or connected to the bus 

 

5.5  Methods of keeping the voltage within an acceptable 

limit in a distribution network 

 

 To avoid voltage rise problem, the Voltage of a 

distribution network can be kept to the allowed 

limits without violating the lower voltage limit 

by reducing the primary substation voltage, as 

this can work well for those feeders with the 

DGs connected to the same substation. But 

without the DGs, it may result into too low 

voltage at the substation; while in some cases, 

the voltage can be reduced to some extent 

without violating the lower voltage limit. 

 By increasing the conductor diameter of the 

specific feeder to which the DG unit is 

connected. It is possible when the distribution 

grid has to be extended due to the connection of 

the DG units [12]. 

 Reactive control in the network is also an 

alternative method. DG units, e.g. synchronous 

machine can absorb reactive power which helps 

to reduce the voltage rise or by using 

compensation device such as STATCOM. 

 Generation curtailment approach [13] 

 

5.6 The impact of WEC at the point of common coupling 

in the distribution network 

Haven successfully investigated the impact of WEC 

(different power ratings) on a voltage profile of a 

distribution network; the comparison has been made 

between different buses in relation to the penetration 

level, grid code act violation, implications of choosing 

the weakest and wrong location for WEC integration into 

the network. This section investigates the impact of WEC 



 

 

at the point of common coupling or point of connection 

of WEC into the network.  From the simulation results, in 

the figures 4.3 shown above, it can be noticed that the 

voltage on the bus where WEC is connected is slightly 

increased or higher than any other voltage of the bus of 

the network, but they are still within an acceptable range 

in relation to the grid act code as indicated by a red 

coloured arrow in each graph. This is because the 

integration of WEC at any point of common coupling to 

the network will inject active and reactive power at that 

point, there is no doubt that the voltage at the point of 

common coupling will be slightly more than any other 

bus that is not taking as the POCC 

 
6. SUMMARY AND FUTURE WORK 

  

In general, it can be seen that the connection of WEC to 

distribution network have the potential benefits of 

improving and supporting the voltage profile of the 

network. It also shows  the negative impacts that the 

ranges of WEC  penetration levels can have on a 

distribution network. The voltage profile graphs also 

revealed that at any point of WEC integration (point of 

common coupling) into a network, the voltage of that 

point is usually higher than the voltage of all other buses 

in the network. It is also observed that a small amount of 

WEC penetration level, e.g., below 14 % (500 kVA) 

installed in the wrong location (Figure 5.4) can cause 

unacceptable voltage profiles, at the same time very large 

amount of WEC that is close to 81 % penetration level 

installed with adequate strategy improved the voltage 

profile without grid code act violation and enabled 

acceptance of good operating condition (see Figure 5.3 

b). It is found that the over generation or higher 

penetration level of WEC in a localized area can cause an 

overvoltage or a voltage rise, which may cause the 

tripping of the network protection. 

The original voltage profile of any network should be a 

guide in determining the point of connection and strictly 

followed by the utility before DGs are considered for 

integration, which requires the cooperation between the 

network operators and the independently owned 

generator units. The impacts of WEC under variable 

loads, additional control mechanism for DG shall be 

considered for future work and research. 
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8. APPENDIX 

 

 Load parameters: bus 632 = 200 + j 116 kVA, bus 633 

= 170 + j 100 kVA, bus 634 = 480 + j 270 kVA, bus 645 

= 170 + j 110 kVA, bus 646 = 230 + j 132 kVA, bus 671 

= 300 + j 200 kVA, bus 692 = 170 + j 151 kVA, bus 675 

= 375 + j 202 kVA, bus 684 = 118 + j 93 kVA, bus 611 = 

270 + j 80 kVA, bus 652 = 950 + j 770 kVA, bus 680 = 

128 + j 86 kVA. Transformer data: substation 115/4.16 

kV, X/R is 8/1, in line transformer is 4.16 kV/480 V, X/R 

is 2/1.1, and frequency is 50Hz. DFIG data: 13.8 kVA, 

100 kVA, 300 kVA, 600 kVA, 1 MVA and 2 MVA, PF = 

0.98, stator resistance = 0.00706  , stator inductance = 

171 mH, magnetizing inductance  2.9 H, rotor resistance 

5 m  , rotor inductance 0.156 H, pole pair of 0.013 

Wind capacity penetration level = 
                                    

                          
×100  = 

   

   
     = 2.3 % 
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Abstract: In the current climate of energy shortages and attempts to reduce electricity consumption,
demand-side management has proven to be effective and popular. One implementation of demand-side
management has been to provide the end-user with control over the ubiquitous household water heater
(called geysers in South Africa). This paper presents a novel way to interact with water heaters, in which
water heater control and monitoring is provided on a website that is accessible through a Wi-Fi hotspot
interface. Both of these are hosted by the processor that controls electricity supply, tank temperature,
and water supply; and monitors electricity consumption, water consumption, inlet, outlet and tank
temperatures. The proposed system also provides protection against inevitable mechanical failure of
the water heater, by detecting leaks and bursts, and by stopping water and electricity supply in such
scenarios. This paper shows that the proof of concept is realisable in terms of cost, functionality, and
energy savings.

Key words: Demand-side management, intelligent control, user interface, water heater, geyser, power
saving.

1. INTRODUCTION

The demand for electricity in South Africa is rising and
rapidly approaching generation capacity. Incidences
where demand had the potential to exceed generation
capacity have been evidenced in recent years by the
institution of rolling blackouts, in an effort to maintain
grid stability [1]. Currently, at peak load, South Africa is
operating at a surplus capacity of just 8% - just over half
of the typical international minimum of 15% [2]. When
power generation plants are taken offline for necessary
maintenance or repair, this can drop even further.

This situation has resulted in Eskom having to take
measures to increase the generating capacity, in order
to maintain stability of the power system. These
measures included the reopening of power plants that
were mothballed in the 1990s, the construction of open
cycle gas turbine plants, and the construction of two
new power stations. Medupi and Kusile stations add a
capacity of 9564MW to the national grid, an additional
21.6% [3] [4]. However, all of these methods take time
to implement. Returning a mothballed power station to a
completely operational state takes approximately three to
four years. While the construction of a new coal power
station typically takes eight years [3] [4].

Eskom has instituted the shorter term solution of
Demand Side Management (DSM) in the interim. DSM
can be summarised as reducing the demand for power
through a change in consumer behaviour. This is achieved
by causing the consumers to use less power by providing
them with the incentive and means to do so. The incentive
is provided through the implementation of power tariff
increases of 78% between 2008 and 2011, to fund the the
production of the aforementioned additional generation

capacity. Additionally, power tariffs are set to further
increase by 8% per annum [1]. So far, implementations
have included the installation of Compact Fluorescent
Lights (CFLs) and solar water heaters in many homes and
workplaces, as well as pilot schemes to reduce power use
during times of peak load.

Applications that aid in the implementation of DSM
have the greatest potential to alleviate the situation of
excess demand in the short term. Water heating is the area
of greatest electricity consumption in the residential sector.
It offers the greatest opportunity for overall power usage
savings and peak power use reduction [5]. Applications
that focus on this area will offer the greatest per-unit return.

One of the suggested implementations of DSM has
been to retrofit a control system to the to existing water
heater installation [6]. Water heating contributes 35%
of residential electricity consumption [5], and is mostly
uncontrolled. The solution proposed in [6] provides
both control and metering information to the user. This
monitoring and control enables the user to implement
usage strategies that make more efficient use of electricity.
Another advantage of targeting this source of power use
is that water heaters have the ability to store energy in the
form of heat. This can be leveraged to shift power use
away from times of peak load to times of typically low
consumption, 2AM for instance, which reduces the peak
load on the the power system.

1.1 Contribution

This paper presents a novel way to interact with the
ubiquitous household water heater control system, such as
the one in [6], and also proposes novel control strategies
that leverages the novel interface. The system allows the



user to interact with the water heater through an interactive
and user-friendly web site, hosted by a Wi-Fi access point
(hot-spot) that is hosted by the control system. The user
connects to the Wi-Fi hot spot with any Wi-Fi enabled
device (e.g. smartphone, tablet, laptop) in-range of the
water heater, and uses any browser to access the features
of the geyser that are presented as an interactive web
site. The web site gives the user control over the element
state (on/off), set temperature, control scheme, and water
supply (on/off). The user is also able to monitor various
indicators, including element state (on/off and power),
water flow rate (litres/minute), tank temperature, inlet
temperature, outlet temperature, daily power consumption,
daily water consumption.

Through providing this interface, the user is empowered to
apply their own supply-side management in an easy way
with immediate feedback. The results from the tests of the
unit and the unit itself demonstrate both the feasibility and
the benefits of intelligent control.

The rest of this paper is structured as follows: Section 2
summarises the research that was done to contextualise
the work done in this paper. Section 3 records the design
process that was followed to create the unit. Section 4
provides the systems tests results as applied to the water
heater used. Finally, in section 5, a conclusion is reached
as to whether the unit met the objectives and possible
further work that could be done is suggested.

2. RELATED WORK

The authors of [6] analysed the data from water heater
control units installed in several homes to determine the
potential energy savings of installing a control unit. The
energy savings from operating a geyser on a timer was
proven theoretically and validated empirically. It was
found that, not only does a the installation of a control
unit result in reduced energy usage, it also changes the
behaviour of the user. This behavioural change results
in a further reduction in energy usage and is driven by
the feedback that a control module can provide [6]. The
control unit used for this study did not include a method
of measuring the water consumption and did not include
ease of installation and user interaction as a focus. Both of
these could adversely affect the wide scale acceptance of
the unit.

In [7], Müller et al. presents the implementation of a
water consumption measurement and control solution,
to enable remote utility monitoring and control. This
was done through the inclusion of a solenoid valve in
the water supply and the design of an orifice flow meter.
It was determined that the meter operated to within 3%
accuracy and provided an accurate indication of water
consumption rates [7]. However, the orifice flow meter
uses a pressure differential to measure water flow rate,
which makes it unsuitable for volumetric metering (any
meter inaccuracies will integrate over time). Moreover, the
unit was not specifically designed for geyser control but

rather as a proof of concept for the control and monitoring
of general utilities.

Nel et al. [8] implemented a smart phone application
that enabled users to monitor the status of a water heater
with the aim of informing the user of their historical
and near real-time water consumption. The application
takes the form of an application for Android-enabled
devices. The application is highly intuitive and the custom
GUI presents the information is a manner that is easy to
assimilate [8]. A drawback of this system is that it relies
on pre-installed hardware and the assimilation of separate
monitoring systems which increases the complexity and
cost. Moreover, the system relies on cellular networking
and cloud-hosted services.

3. SYSTEM DESIGN

This section describes the system presented in this
paper. The system diagram shown in figure 1 shows
the relationship between the various parts of the system,
hereafter referred to as the intelligent geyser module.

Figure 1: System diagram

3.1 Processing

The Beagle-bone Black was chosen to provide the
necessary processing capacity for the intelligent water
heater module. The Beagle-bone Black is a single
board computer that is approximately the same size as
a credit card. It typically runs a version of the Linux
kernel. The Debian operating system was used. Hardware
Input/Output functionality is provided by two pin headers,
which include dedicated serial and analogue input pins.

3.2 Sensors

Temperature sensors that provide analogue output (10 mV
for degree Celsius) were chosen as the temperature sensor
to measure the temperature of the water heater at the inlet,
outlet and internally. The sensors were secured to copper
pipe at the inlet and the outlet to the water heater and to
the rear face of the element flange. In the case of this
system the legs of the sensors were electrically insulated



before the sensors were secured. This output monitored
by the Beagle-bone.

The water meter chosen to measure the water usage
was the Elster Kent V100T PSM volumetric water
meter [9]. This meter has an optional reed switch that
outputs a pulse every half litre. These pulses were input
counted by the Beagle-bone and were used to determine
the water flow and usage.

The power was measured by means of a specialised
system-on-chip measurement IC which communicates
with the Beagle-bone via a serial connection. The power
measurement IC (PMIC) used for the measurement was
the CS 5490 by Cirrus Logic. This PMIC is powered
by 3.3V and can accurately measure voltage, current and
power factor [10]. Complete isolation from the 220V
AC supply was desired for the PMIC, so the voltage
and current were measured through voltage and current
transformers respectively. This unit draws its power from
a 3.3V voltage rail on the Beagle-bone and communicates
with the Beagle-bone via a serial connection.

A switch was included that is used to detect structural
failures of the water heater. In its current form, it is
manually activated but can be easily adapted to close if a
burst or leakage is detected in the drip tray. The switch is
connected to the Beagle-bone. Closing the switch activates
the water cut off valve, cuts off power to the element and
alerts the user by means of the user interface.

3.3 Actuators

The element was controlled using a solid state relay from
ECE [11]. A drawback of using solid state relays is that
they can overheat if not properly cooled. To provide
sufficient cooling the relay was bolted to an aluminium
heat-sink. As an additional protection measure the relay
was fitted with a thermal fuse. The fuse is placed in
series with the control signal to the relay and fastened to
the heat sink to be at the same temperature as the relay.
The necessary 4V and current to switch this relay and
the mechanical relay used to switch the solenoid valve,
was provided by means of a Darlington pair switched by
one of the general Input/Output pins on the processing unit.

Water flow control was implemented using a valve
activated by a solenoid. The valve requires a 24V AC
voltage in order to be switched on. This voltage was
provided by the voltage transformer that was used as part
of the power supply for the system.

3.4 Power supply

The Beagle-bone and the much of the circuitry associated
with the sensing and actuation require a power supply
of 5V to operate. The power measurement IC (PMIC)
requires 3.3V and a scaled AC voltage to measure. Finally,
the solenoid valve requires 24V AC to operate. The power
supply was designed to supply all the required voltages

in such a way that additional supplies will not be needed
and the intelligent water heater module can draw its power
from the supply for the water heater itself.

3.5 Software

The programming language chosen to implement the
control system was JavaScript. This was done for several
reasons. The first of these was the presence of several
libraries and modules that would be invaluable in the
development of a web server that would also have the
ability to manipulate the hardware on the Beagle-bone
Black.

3.6 User interface

The user interface for the unit was provided by means
of an interactive website hosted on the Beagle-bone
and accessed through a Wifi access point created by the
module. The wireless access point was implemented by
using the TPlink Wireless N Nano Router. The router was
connected to the Beagle-bone via an Ethernet cable and
supplied with power via a USB cable connected to the
USB port on the Beagle-bone.

The website for the UI was implemented in three
pages. The pages were Status, Graphs and Control panel.
These pages were written in html 5. JavaScript was used
to provide dynamic content and communication with the
server.

Figure 2: Status page of the website

The status page was designed to give the user an indication
of the most important parameters of the intelligent water
heater system at a glance.These parameters are current
values being measured and the active control scheme.
The three temperature measurements, current water and
power usage and daily totals for water and energy usage
are given. This page can be seen in figure 2.



The Graphs page displays the current temperature
values, water usage and power usage. For each data point
the graph indicates the value and the time at which the
value was recorded. This will save the user from having to
determine the time that the datum was recorded using the
update interval. This page is shown in figure 3.

Figure 3: Graphs page of the website

The control page presents the user with the option to
select one of the three different control schemes; Manual,
Temperature and Eco. The user is also given the option to
override control of the geyser element - turning it either on
or off. The water cut off control is also available on this
page. This page is shown in 4.

3.7 Control schemes

The three control schemes available to the user are
Manual, Temperature, and Eco.

Manual control places all control of the heating element

Figure 4: Control panel page of the website

of the water heater with the thermostat. Water heater
operation in this mode is identical to that of a water
heater without a control module. The only benefit of
the intelligent water heater module in this mode is the
feedback that it provides.

In the Temperature control scheme, the control module
cuts power to the element when it reaches a desired
temperature. The user can set the desired temperature on
the interface.

The Eco scheme operates in the same way as the
Temperature Control scheme with the addition that users
are able to specify a times at which they desire hot water.
The system will then determine when the water heating
needs to begin to provide hot water at the desired time and
only switch on at that point.

3.8 Demonstration unit

Once completed the system was installed on a ten litre
geyser as a test and demonstration set up which can be seen
in figure 5.

4. RESULTS

The test and demonstration set up was used to test the
performance of the unit. Various aspects of the unit were
tested: the accuracy of the sensors, the potential energy
savings for the given test water heater, power usage of the
system, and finally we give an estimate of the cost of the
system.

4.1 Sensor tests

The power measurement and temperature sensors were
tested against a the measurements obtained using a
commercially available power measurement unit and



Figure 5: Control module installed on demonstration and test
setup

thermometer respectively. From this test it was determined
that the Power measurement was accurate to within 3%
accuracy and the temperature measurement was accurate
to within 9%. As a comparison the built in thermostat
of the water heater was only accurate to within 5%. The
reason for the inaccuracies of the temperature sensors is
that they are decoupled from the water. These inaccuracies
can, however, be overcome by modelling the heat transfer
between the water and the sensor, to accommodate the
differences.

According to the SABS, the water measurement unit
is accurate to within 2% at the flow rates experienced.

4.2 Power saving tests

The potential of the unit to save power was tested
by comparing the consumption of the unit under the
Manual control scheme with the consumption when
controlled by the Temperature and Eco control schemes.
The Temperature control scheme was tested at a 15°C
reduction in temperature from nominal. This resulted
in a 30% power saving during a single heating cycle.
Similarly, a timed test of the Eco control setting at
nominal temperature resulted in a 30% saving in power
when compared to the consumption of the unit under
Manual control.

The results of these tests, particularly the second
test, are highly dependent on several different factors; size
of the geyser, use cycle, hot water consumed during the
use cycle, etc. However the results are more than sufficient
to prove that an Intelligent water heater unit such as this
has the potential to affect significant power savings.

4.3 Power use

The power consumed by the control module alone is
approximately 9 W when the unit is under power, hosting
the access point, measuring the power and water flow,
and monitoring the three different temperatures, which
is roughly 5% of the daily consumption of a household
water heater. The system can be significantly optimised,
by reducing the processing power of the Beagle-bone
black, and by using switch-mode regulators. The power
consumption increases to approximately 24 W when the
solenoid valve controlling the water flow is activated. It
is therefore recommended that a normally open water flow
control is implemented in future, to further save energy.

4.4 Unit cost

The prototype module, which can be reasonably expected
to be compatible with any domestic geyser unit, was
assembled for a price of approximately 2250 ZAR. If
components were to be sourced in bulk and more cost
effective suppliers were located, this figure could drop to
an estimated price of 1550 ZAR.

This initial outlay, even with the added installation
cost, is expected to be recovered in the first year of
operation in the form of reduced electrical bills. A
deliberately pessimistic test designed to isolate the effect
of reducing the operating temperature in a water heater
resulted in estimated savings of 2300 ZAR over an
operation period of a year.

5. CONCLUSION

Further work that could be done on the intelligent water
heater module could include the following. Wi-Fi access
to the unit could be provided using a USB dongle instead
of using a router. This will make the unit more cost
effective and reduce the footprint of the unit. Additionally,
data logging could be implemented in order to provide the
user with monthly or even yearly totals for power usage.

Conversely the unit could be simplified - if the user
interface is modified control could be provided by a
micro-controller. This would provide a smaller, cheaper
unit at the expense of the user interface but theoretically
none of the functionality. The user interface would be
provided by means of a GSM modem which uploads the
data to a central server. This would enable the user to
control the unit as long as they have internet access. This
adaptation is currently under development.
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Abstract: The national electricity supplier in South Africa is experiencing difficulty in providing the 

required electricity, due to compliance with environmental regulations and the continuous price 

increase of commercial fuels. Making use of renewable energy solutions and energy efficient systems 

in everyday applications would address this problem. This project focusses on cooling systems, and 

illustrates an energy efficient cooling system by making use of a pre-cooler for a bulk storage tank. 

The cooling tank uses thermoelectric cooling modules (TECMs) to cool the milk before it is added to 

the actual bulk tank, and is controlled by a programmable logic controller (PLC). A small scale model 

of an actual tank was used to perform tests, which indicated the abilities of the cooling system. 

Further Solidworks® simulations were done by implementing the measured results, where after it was 

decided to make use of a pre-cooler, instead of adding the system to a traditional cooling system. A 

solar power system to power the TECMs was also designed by making use of PVSyst® simulations. 

 

Keywords: renewable energy; energy efficiency; PLC; TECM; bulk storage tank; cooling system; 

solar power design. 

 

1. INTRODUCTION 

 

South Africa has been reported to be entering a dark age 

in terms of the availability of electrical energy, resulting 

in regular and unexpected power outages [1, 2]. By 

implementing more energy efficient systems in everyday 

life, and additionally making use of renewable energy 

sources, a great deal of the strain to provide electricity 

can be relieved from Eskom. 

 

This study focuses on making cooling systems more 

energy effective, and it was decided to demonstrate such 

a system by making use of a bulk tank‟s cooling system, 

used on dairy farms. The lifetime of the milk that is 

stored in the tanks is shortened by power outages, causing 

losses for the farmer. The cost of electricity for cooling 

the milk and keeping the temperature constant is another 

problem for the farmers. These increased costs are a great 

threat to the agricultural sector, as the number of dairy 

farmers in South Africa has decreased by about 5 000 in 

the past 10 years [3, 4]. A solution which reduces the cost 

of providing milk, and simultaneously reduces the strain 

on the national electricity supplier to provide electricity 

would be a promising development in the field. 

 

There are already several cooling methods available for 

use in bulk tanks which works very sufficiently, but not 

necessarily energy efficiently. It was thus decided to 

make use of TECMs as the cooling mechanism and 

testing it as the sole cooling device in a small-scale model 

of an actual tank. TECMs have also been used as part of 

an air-conditioning system in a previous project in [5], 

and a TECM holder for vaccines in [6]. Further relevant 

research that has been done with regards to this project is 

all of the research on developments in the solar power 

industry. Results from such research are used to design 

the solar power system needed to operate the TECMs in 

the cooling system. 

Past research has focused on the use of cooling units and 

making it more energy efficient, as well as on renewable 

energy sources. The research discussed in this article 

focuses on the combination of all of the different 

technologies, and makes use of practical tests on a small 

scale to validate simulation results before making final 

assumptions. The PLC is also used as a control device, 

which is not used in traditional milk cooling systems. The 

farmer will benefit by this, as it intelligently controls the 

energy sources for TECMs, as well as ensures that the 

TECM does not use unnecessary power. The PLC will 

further measure the capacity of the tank‟s content, 

ensuring accurate measurements. 

 

Against this background, it is seen that the main problem 

to be addressed is the implementation of energy efficient 

products in everyday life, with support from renewable 

energy sources. This will be done by investigating 

generally used cooling systems, with specific focus on 

bulk tanks used in dairies. Research in this field would 

thus benefit the dairy farmer, as well as the agricultural 

sector of South Africa. The design of the intelligent, 

energy efficient bulk tank was done by first building a 

small-scale model of an actual tank, and performing 

various tests on it to verify the simulated results. These 

results were used in further simulations to design the 

actual tank, while a solar power system was also designed 

for this system. The modified system making use of the 

TECMs and solar power has to be compared to the 

traditional cooling system of a bulk tank, in order to 

observe its effect. It is important to find the balance 

between cost and effectiveness of the TECMs, and to 

determine up to which point its implementation would 

still be useful and economically feasible. 

 

The remainder of this paper will discuss a literature 

review of some of the main components that were used in 

the system, as well as the methodology that was followed 



in the pursuit of finding a solution to the stated problems. 

The results obtained from testing the small scale model 

and the design decisions made from it will then be given, 

followed by a discussion summarising the findings of the 

study. 

 

2. LITERATURE REVIEW 

 

This literature review will only highlight the main critical 

components that were used in the design of the system. 

These components are the renewable energy source, 

controller, and cooling device. Other components that 

were also investigated in the original literature study for 

this project is the storage batteries, charge controller, 

additional energy source, holder, temperature sensors, 

and liquid level sensor. The literature study investigated a 

variety of different products that are available for use as a 

certain component in the system. This literature review 

will, however, focus only on the products that were 

chosen for each component, and will thus not discuss all 

of the alternative options. 

 

2.1 Renewable energy source 

 

South Africa as a whole has been reported to be 

responsible for approximately 2% of the greenhouse gas 

emissions in the world, even though it only has about 1% 

of the population [7]. This emphasises the need for the 

implementation of more renewable energy sources in the 

country. The intended operating environment and 

implementation of the energy source also has to be 

considered, implying that the choice is not only made by 

choosing the most cost-effective and environmentally-

friendly solution. For the environment of a dairy farm, 

and the relevant size of the system, it was decided that a 

solar power solution would be the most effective choice. 

 

Figure 1 shows the global horizontal irradiation map for 

South Africa [8]. This is reported to be the most 

important parameter to be used for the evaluation of solar 

energy use in a specific region, and is also the most basic 

value used when doing photovoltaic (PV) simulations [8]. 

As can be seen in Figure 1, most parts of South Africa 

have a very high average irradiation, as the standard 

measurement is expected to be about 1000 W/m
2
. The 

average daily irradiation of the Earth is approximately 

250 W/m
2
 for an entire year [9]. This is due to the fact 

that irradiation is lower in winter months, causing a 

decrease in the yearly average. The map in Figure 1 

shows the irradiation for South Africa in terms of the 

average annual sum over seven years. When converting 

the general average of 250 W/m
2
 to an annual sum, by 

multiplying it with the number of hours in a year (8760 

hours), it can be seen that the average annual sum is 

about 2190 kWh/m
2
. 

 

In Figure 1 all of the regions that is an orange colour is 

above the average of 2190 kWh/m
2
. When viewing the 

map, it can be seen that more than half of the country has 

an above average annual irradiation, making it a potential 

area for the implementation of solar power. The 

Potchefstroom area, where the project was completed, 

falls inside an orange area, implying that solar power is a 

viable choice for use as a renewable energy source. 

Additional to the irradiation, the air mass (thickness and 

clarity of the air) and the temperature of the module is 

also taken into account when deciding whether or not 

solar power is an appropriate solution [9]. Different 

manners for generating electricity by means of solar 

power are with single-crystalline PV panels, poly-

crystalline PV panels, and amorphous silicon panels. 

 

 
 

Figure 1: Global horizontal irradiation in South Africa [9] 

 

The final decision was to make use of poly-crystalline PV 

panels, based on criteria that includes, but are not limited 

to, the initial cost, and small-scale efficiency. The poly-

crystalline cells that are used to construct these panels are 

made from numerous silicon crystals of varying size (as 

shown in Figure 2), that is melted, poured into a mould, 

and crystallised in an imperfect manner. This process of 

construction makes the manufacturing of the polo-

crystalline PV panels less expensive than the single-

crystalline PV panels. These panels are, however, only 

about 12% effective in converting solar power to 

electricity, making it less efficient than the previously 

mentioned panels [10, 11]. 

 

 
 

Figure 2: Silicon crystals to be melted [12] 

 



2.2 Controller 

 

In this specific system, the controller receives inputs such 

as the level of the milk inside the tank, and the 

temperatures of several thermometers. Depending on the 

level of the milk inside the tank, the controller will 

determine which sensor should be used as the critical 

sensor to indicate the temperature of the milk. The level 

of the milk will also activate and deactivate certain 

aspects of the system, for example when the level of the 

milk is very low, the milk mixer would not be effective 

and is deactivated. The volume of the contents of the tank 

is also determined in litres from the level of the milk, and 

it is displayed to the operator. 

 

The controller further has to be able to switch 

intelligently between the renewable energy source and the 

solar power, and be able to switch the cooling system on 

and off, depending on the temperature measured by the 

critical sensor. A dairy is typically situated and operated 

in quite harsh conditions, implying that the controller 

should be able to handle such conditions. Among the 

controllers that were considered for use were a PLC, 

Arduino, Raspberry PI, Panda board, and Beagle board. It 

was decided to use the PLC as the control unit, as it is 

easy to use and implement, and it would be sufficient for 

the system and applicable to the conditions. 

 

A PLC is reported to be a compact, universally 

applicable, easy to operate control device that is easy-to-

use and can control any simple control task without any 

effort. The “Siemens LOGO!” module that was used is 

convenient and user-friendly for simple open- and closed-

loop control tasks, but can be implemented universally. 

This module has a number of built in basic functions that 

can be easily accessed, with new functions and programs 

that can be generated with the use of PC software. The 

module can also be connected to a PC to demonstrate the 

working of the control unit, and even to obtain required 

measurements [13]. 

 

2.3 Cooling device 

 

TECMs were suggested by the client as cooling devices 

and have been used in previous final year projects [5] and 

[6] - in 2012 as part of a “TECM holder” for vaccines, 

and in 2013 as part of a “Mini TECM Solar Air 

Conditioning System”. The devices will thus not be 

investigated in full again, as the same TECM devices are 

to be used for this project, and has already been 

purchased. The TECM to be used is a modified version 

for liquid cooling and will also be customized for 

simulation purposes. 

 

TECMs are small devices based on the “Peltier effect”. 

Peltier, a scientist, found that if a voltage is applied to a 

thermocouple, a temperature difference can be found 

between the junctions. The working of a TECM is shown 

in Figure 3 in a very simplified form. This image shows 

that when DC power is applied to the device, the one side 

of the device will become warmer, and the other side will 

cool down. This results in a specific temperature 

difference, depending on the module chosen from the 

available variety [14]. 

 

 
 

Figure 3: Working of a TECM [14] 

 

2.4 Remaining components 

 

The remainder of the components that were used in the 

project were also discussed in the literature study, and the 

desired products were chosen based on specified criteria 

for each component. The component choices are listed in 

Table 1. 

 

Table 1: Component Choices 

 

Component Chosen product 

Renewable energy source Poly-crystalline solar panels 

Alternative energy source Eskom power grid 

Controller PLC 

Cooling device TECM 

Holder Bulk storage tank 

Temperature sensor Thermistor 

Liquid level sensor eTape 

Storage battery Lead-acid battery 

Charge controller PWM charge controller 

 

3. METHODOLOGY 

 

The method that was used to achieve the completion of 

this project and to be able to obtain the required results is 

the typical engineering design process. This included 

identifying the problem; deciding on- and confirming the 

specifications with the client; doing research to decide 

upon the best choice of components for each element of 

the system; designing and simulating the end product; 

testing the system; and processing the obtained results. 

This section of the paper will, however, focus on the 

designing, building, and testing methods that were used 

to obtain the results that will be discussed in the 

following section. 



After conducting the literature study and deciding upon 

the components in Table 1 to be used in the system, the 

detail design of the end product had to be initiated. This 

required choosing the exact components to be used in the 

tank, and how it would be implemented. The tank that 

was used is a 25:1 scaled model of an actual 1500 l bulk 

storage tank. The Laird Technologies LA-115-24-02-

0710 liquid cooled TECM assembly [15] was used as the 

cooling device, with pipes being placed in direct contact 

with the milk inside the tank for better efficiency. 99.7% 

pure ethanol was circulated through the pipes and cooled 

by the TECM. LM35 temperature sensors were modified 

to be waterproof by making use of the method described 

in [16], as well as a PT100 sensor which was already 

available and is much more accurate. The eTape was 

applied to the side of the tank as a liquid level sensor as 

instructed in [17], and connected by making use of a 

voltage divider circuit. 

 

The basic setup of the inside of the tank, including the 

pipes for circulation, is shown in the simulated 

representation of Figure 4. The lines in the cross-section 

of the tank indicate four different levels at which the tank 

was simulated, and where the critical sensors were 

placed. During the initial simulations, assumptions about 

the operation of the TECM setup was made, and 

simulations were done at different levels, for different 

numbers of TECMs in the system. These simulations are, 

however, emitted from this paper, as it was redone later 

in the redesign with more accurate losses included from 

the test results, as in Figure 10. 

 

Figure 5: Sensors and outputs flow diagram 

 
 

Figure 4: Inside of tank with relevant components 

 

The Siemens LOGO! 0BA6 PLC was used as the 

controller, and the flow diagram for the control of the 

level- and temperature sensors is shown in Figure 5. A 

flow diagram for the switching between the two energy 

sources was also drafted, but is not presented in this 

paper, as the solar panels were merely simulated, and not 

implemented in the actual system. After all of the 

subsystems were in separate working conditions, they 

were added together to represent the small-scale 

prototype for testing. 

 

 

 

 



The circuitry included 5 V and 9 V voltage regulators, as 

the temperature sensors requires 5 V for operation and the 

milk mixer and eTape requires 9 V. The rest of the 

system was operated at 24 VDC. 

 

After all of the components were added together, the 

testing of the tank could begin. Two main tests were 

performed to determine the effectiveness of the cooling 

system in the tank, in order to simulate the tank correctly. 

According to the “Agricultural Products Standard Act of 

1990” [18], the milk has to be cooled to a temperature of 

below 5 °C within a period of 3 hours. The milk is 

expected to enter the tank at a temperature of about  

38 °C, which is the body temperature of the cow [19]. 

During the performing of the tests, the current was 

measured in order to generate graphs of the energy used 

by the system. This made it possible to determine the 

required characteristics of the solar power system. The 

two tests that were performed are listed below. 
 

 Test 1: The first test was to determine within which 

period of time, and to what temperature the system is 

able to cool the milk from a starting temperature of 

38 °C. While performing this test, two different 

methods of operating the system were also tested, in 

order to determine which method is more effective in 

terms of cooling capabilities, and comparing it to the 

energy efficiency of one another. The first method 

was to keep all components of the system active 

during the entire process. The second method was to 

switch the circulation of the ethanol through the 

pipes on for 1.5 minutes, and then off for 3.5 

minutes, while simultaneously switching the milk 

mixer on and off for 5 minutes at a time. These tests 

had to be performed for a minimum time duration of 

3 hours. 

 Test 2: The second test the was performed was to 

determine the ability of the system to keep the 

temperature below the required 5 °C, but still above  

-0.5 °C, which is the freezing point of milk [19]. This 

test was performed by adding milk to the tank at a 

temperature of below 5 °C, and observing the 

temperature change and power dissipation for a 

period of at least 2 hours. 

 

4. RESULTS 

 

This section discusses the results of the two tests that 

were performed, as described previously. The tests were 

performed on the small-scale prototype, as shown in 

Figure 6. This figure shows the inside of the tank, 

containing the coil through which ethanol was pumped 

for the liquid cooling, the eTape liquid level sensor, 

temperature sensors, and the mixer for the milk. The 

sensors are exported to the outside of the tank through a 

small hole, and connected to the relevant circuitry. The 

circuitry is again connected to the PLC, in order to 

provide all of the necessary inputs to the control system. 

 

 
 

Figure 6: Inside of physical tank that was tested 

 

The result of the first test is shown in Figure 7. As can be 

seen, the two methods give a very similar temperature 

drop from 38 °C, and both methods were only able to 

cool the temperature to about 15 °C after 4 hours. This 

indicates that it does not matter which method is used in 

terms of the change in temperature. These results will 

also be implemented in the simulations. The one liquid 

cooled TECM setup that was used in the system was very 

effective in cooling the temperature from 38 °C to about 

20 °C, where after the fall in the temperature became very 

slow. The tests were conducted at liquid level 1. The 

graph also shows a third order polynomial trendline for 

the results, accompanied by a representing equation. The 

R
2
 value of the trendline is also given as 0.998, which 

indicates that the line is an appropriate representation of 

the date, as the value is close to 1. 
 

 
 

Figure 7: Test 1 temperature comparison 
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Figure 8: Test 1 power dissipation comparison 

 

The comparison in the power dissipation of the two 

methods of test 1 is shown in Figure 8. As can be seen in 

this figure, the power dissipation of the second method 

changes periodically. A trend line representing the 

average power dissipation of this method has, however, 

also been drawn, indicating that the second method 

requires less power on average to operate than the first 

method. The power dissipation of the first method was 

determined as 165 W for the experiment, while the 

average power dissipation for the second method was 

determined to be 161 W during the test period. This 

indicates that the second method is more energy efficient, 

and is thus the method that will be implemented in the 

final design. 

 

 
 

Figure 9: Test 2: Consistent temperature test 

 

The second test that had to be done was the consistent 

temperature test. The test was conducted as described in 

the previous section, with an initial temperature of 4 °C, 

and the tests being conducted at liquid level 2. The 

resulting temperature of this test is shown in Figure 9. 

The test was conducted for a period slightly shorter than 

3 hours, and indicated that one liquid cooled TECM setup 

will not be able to keep the temperature of the milk below 

5 °C. The temperature rose above 5 °C after about  

30 minutes, where after it continued to rise as shown in 

the graph. It was found that a third order polynomial 

equation fits the plot, and is added as a trendline in  

Figure 9, accompanied by the relevant equation. The R
2
 

value of 0.9865 proves that the equation is an acceptable 

representation of the data. The power dissipation for this 

test is about the same as that shown in Figure 8 for 

method 2, as the switching of the system components was 

done in the same manner. 

 

5. DISCUSSION 

 

The results can be interpreted to design a supporting 

cooling system for an actual tank by making use of 

simulations. The small-scale model was simulated for 

various numbers of TECM assemblies at different liquid 

levels, and it was decided that the most effective 

implementation would be to make use of the tank as a 

pre-cooler for an actual bulk tank, implementing six 

liquid cooled TECM assemblies. The pre-cooler would be 

able to reduce the temperature of the milk by 10 °C 

before it enters the bulk tank, with sufficient time left for 

the traditional cooling methods to further cool the milk to 

the required temperature. The resulting simulation with 

the six liquid cooled TECM setups is shown in  

Figure 10(a) and Figure 10(b). 

 

The pre-cooling system in the design would only make 

use of solar power to operate, thus eliminating a great 

deal of strain from the electricity supplier. The results in 

Figure 9 proved that the system will not be able to keep 

the temperature below 5 °C. It is thus estimated that the 

system will only be active for about 6 hours per day: 3 

hours per session with two sessions per day. The daily 

energy requirement of the tank is thus about 5.8 kWh for 

six TECM assemblies. 

 

     
 

Figure 10: Simulation with six TECM setups: (a) after 5 

minutes; (b) after 3 hours 

 

The battery capacity was chosen to be for 12 hours in the 

simulations, in order to be able to operate the system for 

two days without charging the batteries from the solar 

panels. The minimum requirements for the solar panels 

and storage batteries were determined from the winter 

months (specifically June), when the solar irradiation is at 

its lowest. From the PVSyst
®
 simulation results shown in 
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Figure 11, it is seen that the solar power needs to be able 

to provide 1271 W, and the 24 V batteries should have a 

capacity of 142 Ah. 

 

The total estimated cost for the year 2014 for the solar 

panels is about R 16 253.22 [20], and about R 7 678.00 

[20] for the lead-acid storage batteries. A liquid cooled 

TECM assembly would cost about R 4 000.00 [5], 

resulting in a cost of about R 24 000.00 for six 

assemblies. Other costs that also have to be taken into 

account is that of the temperature sensors, liquid level 

sensor, PLC, and mixer, which adds an amount of about 

R 4 550.00 to the total, as determined in the year 2014, 

and implemented in the test model of figure 6. The total 

cost to implement this system in the tank as shown in 

Figure 10 would thus be about R 52 481.22. 

 

 
 

Figure 11: PVSyst
®
 simulations for solar panel size and 

batteries 

 

6. CONCLUSION 

 

The main purpose of this project was to design an energy 

efficient cooling system, that would make use of a 

renewable energy source and thus relief strain from 

Eskom to supply electricity. The cooling system that was 

used as demonstration is a supporting cooling system for 

a bulk storage tank, which was tested practically in order 

to adapt the simulation to a more practical situation, and 

to take actual losses into account during the redesign 

process. 

 

It was determined that by making use of six TECMs in a 

60 litre tank as a pre-cooler for an actual bulk tank, the 

milk could be cooled by 10 °C from its initial 

temperature, and still leave sufficient time for a 

traditional bulk tank to cool the milk to the required 

temperature. This would however require an initial cost 

of about R 52 481.22 (estimated from prices received 

during the year 2014) to equip the pre-cooler and 

purchase solar panels and storage batteries. As each 

situation is unique in terms of how much milk is 

produced, etc. it has to be determined how many pre-

cooling systems are required for each situation. The 

number of pre-coolers in the system can be adjusted by 

the dairy farmer, depending on the initial amount he is 

willing to pay. 
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Abstract: In this paper, the development of a portable solar power vaccine carrier box for local usage 

in Africa and South Africa is described. The purpose is to provide guidance to the design of a 

thermoelectric cooling holder. An overall design of a cooling holder was done in SolidWorks
®

 and a 

thermal analysis of the complete systems was done in Flow Simulation. The thermal analysis was 

done to simulate the cooling capacity of the Thermoelectric Cooling Module (TECM) heat exchanger. 

Design of the solar power supply including photovoltaic panels, charge controller, and batteries were 

also done. 
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1. INTRODUCTION 

 

Infectious diseases are the main course of deaths or 

disabilities among infants and young children in rural 

parts of Africa. The most effective and cheapest method 

to prevent infectious diseases is vaccine [1]. These 

vaccines are administered into the body of patients during 

routine immunization programs. The most important part 

of these immunization programs is the cold chain system. 

This system implies the storing and transporting of 

vaccine from the manufacturer to the patient in a certain 

temperature in order for it to stay in a potent state. All 

vaccines lose their potency if exposed to heat or when it 

is frozen. Obviously it is pointless to immunize with 

vaccine which has lost its potency [1]. The storing 

standards of vaccine set out by the World Health 

Organization (WHO) state that vaccine should be stored 

within 2 - 8
o
C [2]. In order to deliver vaccine to patients 

in a potent state, the most important tool is functioning 

freezers and refrigerators. These cooling containers must 

also be rugged and find a mean to power itself as it will 

be used in rural parts of Africa where no electricity is 

available.  

 

In this paper, the design and development of a portable 

solar powered vaccine carrier box is described. In order 

to successfully design a vaccine cooling holder, that 

utilizes thermoelectric technology as a heat pump, it was 

necessary to determine if the cooling power of this type 

of technology would be satisfactory for the application. 

Thermoelectric Cooling Module (TECM) with different 

voltage, current and heat pumping capabilities are 

available and that is why it is important to determine the 

correct heat pumping capability needed for a given 

application. The hot side of the cooling holder is cooled 

by using a heat sink and fan assembly, due to the size and 

complexity when compared to water cooling. A heat 

exchanger with a very high efficiency should be used to 

cool the hot surface of a TECM. A design for the solar 

power supply including photovoltaic panels, charge 

controller and batteries were done. An overall design of 

the cooling holder was constructed in SolidWorks
®
 and a 

thermal analysis of the complete system was done in 

Flow Simulation. These simulations ensure that the 

results are optimum and that a proper prototype of the 

design can be implemented. The simulation results were 

used to construct a prototype cooling holder with the 

exact dimensions as the designed cooling holder. The 

design of the model in SolidWorks
®
, a thermal analysis 

performed of the model in Flow Simulation and the 

design of the control circuit in OrCAD
®
, forms all part of 

the simulations. 

 
2. DESIGN CONSIDERATIONS 

 

The proposed design of this paper is to design and 

implement a cooling system for the storage of vaccine for 

the use in Africa. The efficiency of the cooling holder 

will be evaluated under normal operating conditions to 

determine if its cooling capacity is aliquant. In figure 1 all 

sections of the system are shown. The most important 

components of the project are the photovoltaic panel, 

charge controller, battery, cooling holder, temperature 

control circuit and the thermoelectric cooling modules. 

This is the functional architecture of the preliminary 

design of the project.  

 

Photovoltaic panel 

Charge controller 

Battery pack.

DC power supply

Unit 1

Unit 2

TECM modules

Unit 3

Heat sink and fan

Unit 4

Temperature control circuit

Unit 5

Thermometer

Unit 6

Unit 7

Cooling holder

 
 

Figure 1: Preliminary design functional architecture 
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2.1. Photovoltaic panels 

 

The rated power output is used to classify photovoltaic 

panels and it is measured in watts (W). It is expected of 

the photovoltaic panel to produce its rated amount of 

power in one peak hour of sun [3]. When making 

calculation the geological location must be kept in mind 

as it will affect the peak sun hours. In figure 2 the average 

annual solar radiation falling on one square metre surface 

from 2004 to 2010, measured in kilowatt hours is 

illustrated [4]. There is more than 2000 kWh/m
2
 of 

energy available in the mid region of Africa to generate 

power. This justifies the use of solar energy to power the 

cooling holder. 

 

 
 

Figure 2: Average solar radiation in Africa [4] 

 

In figure 3 the average annual solar radiation falling on 

one square metre surface from 1994 to 2010, measured in 

kilowatt hours is illustrated [4]. There is more than 2000 

kWh/m
2
 of energy available in the Potchefstroom region 

to generate power.  

 

 
 

Figure 3: Average solar radiation in South Africa [4] 

 

Photovoltaic panels can be wired in series or in parallel, 

to increase voltage or current respectively. When 

photovoltaic panels are wired in series the output voltage 

is increased and when they are wired in parallel the 

output current is increased [5]. Photovoltaic panels are 

rated according to their peak power (W), with the 

associated voltage (V) and the current (A) at this point of 

peak power. Photovoltaic panels normally have a rated 

terminal voltage of 17 V, while the cell operating 

temperature affects the output of the photovoltaic panel. 

Twenty five degrees Celsius is the nominal temperature 

at which the panels are rated, while their output can vary 

by up to 2.5% for every 5 degrees increase in 

temperature. The output of the photovoltaic panel 

decreases, as temperature increase [6]. It should be kept 

in mind when sizing a photovoltaic panel that the output 

is affected by the temperature. The output of the 

photovoltaic panel can be increased up to 25% above its 

nominal rated current with the increase in temperature. 

Due to this fact, the charge controllers must be sized to 

account for this increase in the output of the photovoltaic 

panels, hence it can withstand the increase in the short 

circuit current. Charge controllers are rated 125% higher 

to ensure that it can handle the short circuit [7]. 

 

2.2. Solar Power Supply   

 

In order to provide power to the complete cooling holder, 

a solar panel, charge controller and battery are used. The 

size of the power supply is determined by the power 

consumption of the system. The total power consumption 

of the system is the sum of the power consumption of the 

TECMs with the two fans (  ) and the temperature 

control circuit (  ).  

 

                                        (1) 

 

The exact size of the photovoltaic panels, charge 

controller and batteries are determined in the rest of this 

section.  

 

Determine the DC Load: The total load of 135.2 W will 

be operated for 24 hours per day, resulting in 3244.8 Wh 

per day. There will be energy losses to account for and 

therefor 20% has to be added to the load. The total load is 

therefor:  

  

                                          (2) 

 

Sizing the photovoltaic panels: Due to weather conditions 

in Africa a peak sunshine period of 6.6 hours is available. 

In order to determine the required solar panel input 

power, the total load must be divided by the peak 

sunshine period as follow: 

 

                    
          

      
                            (3) 

 

This implies that solar panels that will generate 589.97 

watts are needed. 

 



Selecting the photovoltaic panels: A combination of 

photovoltaic panels must be selected to provide at least 

589.97 W. Five 130 W photovoltaic panels will be used 

to generate 650 W. Each photovoltaic panel will provide 

an output of 130 W (    ) at 7.7 A (current at     ). It 
should be noted that any configuration of solar panels can 

be used to generate at least 600 W of power. In the 

Potchefstroom region there is more than 2000 kWh/m
2
 of 

solar energy available to generate power, as it is 

mentioned above. 

 

Selecting the charge controller (solar regulator): Charge 

controller is rated by the amount of current they can 

receive from the photovoltaic panels. Therefore it is 

necessary to know the exact rated short circuit current of 

the photovoltaic panels. The panels that are selected in 

the previous step, each has a rated short circuit current of 

8.1 A. The charge controller should be capable of 

handling the total short circuit current. Thus the total 

short circuit current is: 

 

                                                         (4) 

 

The output of photovoltaic panels vary with temperature  

and due to this an additional 25% must be added to the 

total short circuit current rating to allow for growth and 

the fact that the solar panels may exceed their rated 

output. 

 

                                                    (5) 

 

This implies that a charge controller of at least 50.63 A is 

needed for the design. There is not a standard size of 

50.63 A and due to this the developer propose the use of a 

60 A charge controller. The charge controller must have a 

voltage rating of 24 Vdc as this is the operating voltage of 

the TECMs. 

 

Sizing the batteries: It is recommended to shallow cycle 

batteries so that it last longer. This implies that the 

batteries are discharged to only 20% of its capacity. A 

conservative design will save the deep cycling for 

occasional usage, like when it is raining or cloudy. This 

implies that the battery bank should be about five times 

the daily load. This also means that the system will be 

able to provide power continuously for five days without 

any sun or recharging. The total battery amp-hours (Ahs) 

required is determined by the daily watt-hour 

requirements and the desired number of days of storage 

capacity required and the assumption that the battery will 

never be discharged more than 20% of its capacity. First 

the average Ahs per day are calculated by dividing the 

average daily load with the system voltage. 

 

                
         

    
               (6) 

 

The number of batteries connected in parallel (N) is 

determined by multiplying the average Ah per day with 

the number of battery storage days and dividing that with 

the battery discharge limit and the battery ampere 

capacity of the batteries that was chosen. The batteries 

must have two days of storage capacity and the 

discharging limit is 0.8 and the batteries to be used are 

100 Ah batteries.  

 

  
(          )(      )

(   )(   )
    batteries in parallel  (7) 

 

In order to get a system voltage of 24 Vdc it will be 

required to connect two 12 Vdc batteries in series.  

 

Power supply requirements table: The design of the solar 

power supply was discussed in this section. The design 

decision requirements for each of the units in the solar 

power supply are summarized in the table 1. In the table 

the requirements for each unit is given as well as the 

quantity needed. There are many quality brands for each 

unit and the decision on which brand to use will be 

determined by each person’s requirements; like cost, 

quality, availability ext. It is however important that the 

selected brand for each unit must adhere to the 

requirements as determined in table 1.  

 

Table 1: Power supply requirements 

 

Unit Quantity Requirements 

Photovoltaic panel 5 130 W at 7.7 A 

Charge controller 1 24 Vdc, 60 A 

Battery 4 12 Vdc, 100Ah 

 
Power supply connection diagram: The power supply 

must provide two output voltages, a 24 Vdc output for the 

TECMs with fans and a 12 Vdc output for the 

temperature control circuit.  A graphical illustration of the 

power supply is shown in figure 4. This diagram 

illustrates the connection of the separate units. 
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Figure 4: Power supply concept 

 

2.3. Temperature Control 

 

In order to regulate the temperature between 2 ˚C and 8 

˚C the KEMO M169 temperature switch supplied by 

Communica is selected. This temperature switch is the 

on/off cycle type temperature controller. This temperature 

switch, switches according to a pre-set temperature value 

a relay on or off. When the measured temperature is 

below the pre-set value the temperature switch, switches 

off the TECMs and when the measured temperature is 

above the pre-set value the temperature switch, switches 



on the TECMs. In this design the pre-set temperature 

value will be set at 5 ˚C. This allow for a temperature 

hysteresis band of 3˚C below and above the pre-set 

temperature value. The temperature switch has a 

temperature range of 0˚C to +100˚C, which cover the full 

range of temperature for the project. The output relay is 

able to switch 5 A at 25 V. The current rating is however 

to low as the TECMs will occupy 6.6 A starting current 

and 5.6 A running current at 24 V. This requires for an 

extra power switching stage to be built, ensuring that the 

TECMs get enough power to function properly. The 

output relay of the KEMO M169 temperature switch is 

used to switch another relay with ratings of 10 A at 24 

Vdc. This relay is able to handle the amount of current 

needed by the cooling unit. In figure 5 the KEMO M169 

temperature switch is illustrated [8]. 

 

 
Figure 5: KEMO M169 temperature switch 

 

In figure 6 the wiring diagram of the complete 

temperature control circuit is illustrated. Internal Relay is 

the internal relay of the KEMO M169 temperature switch 

and External Relay is the relay that has been added to 

compensate for the current used by the TECMs.  

 

 
 

Figure 6: Wiring diagram of temperature control circuit 

 

In order to evaluate if the temperature control circuit will 

be able to control the temperature of the refrigeration 

compartment between 2 ˚C and 8 ˚C a temperature sweep 

of the complete circuit was done in OrCAD
®
. The 

switching graph is illustrated in figure 7. This graph 

illustrate that the output of the control circuit is 0 Vdc for 

all the temperature values below 5 ˚C and the output is 24 

Vdc for all the temperature values above 5 ˚C. 

 
 

Figure 7: Switching graph of temperature control circuit 

 

3. SOLIDWORKS
®
 MODEL DESIGN 

 

The design and construction of an accurate model for the 

cooling holder as well as the TECM and heat sink fan 

units was the first part of the SolidWorks
®
 simulation. 

These models will then be used to perform a thermal 

analysis for the cooled operating condition of the cooling 

holder. In figure 8(a) the model designed for the cooling 

holder in SolidWorks
®
 is illustrated. The main objective 

was to create an accurate model to be able to perform an 

accurate thermal analysis of the refrigeration 

compartment temperature of the cooling holder. The 

cooling holder consists of two layers of temperature 

isolation material that is covered in a thin layer of metal 

sheet to protect it. The temperature isolation material is 

polyurethane foam with a thickness 15 mm and 

polystyrene with a thickness of 35 mm, as indicated in 

figure 8(b). The polyurethane foam forms the outside 

layer and polystyrene form the inside layer. The 

combined thickness of the isolation is 50 mm. The reason 

for the choice of the two materials is that they have the 

lowest thermal conductivity values. The thermal 

conductivity of polyurethane foam is 0.039 W/m˚C and 

for polystyrene is 0.037 W/m˚C. To enhance the 

efficiency of the cooler box, it was decided that a top 

loading entry door to the cooler box would be used. This 

does not allow the heavy cool air to be drained from the 

cooler box each time the door is opened, as is the case 

with vertical cooler doors. The volume of the inside area 

of the cooling holder is        . The total capacity of the 

cooling holder is 27 litres.  

 

      

Polyurethane 

foam (15 mm)

Polystyrene 

foam (35 mm)

 
 (a) (b) 

 

Figure 8: (a) Final design of cooling holder; SolidWorks
®
 

model, and (b) Cooling holder enclosure. 

 

Vaccine storage shelves for the cooling holder are 

designed as shown in figure 9(a). These storage shelves 

make it possible to store a total of 400 vaccine bottles, 

100 on each shelve. Each one of the vaccine bottles is 



able to store 20 ml of vaccine. This count up to a total of 

8 litres of vaccine. In figure 9(b) the position of the 

shelves inside the cooling holder’s refrigeration 

compartment is shown. 

 

  
 (a)  (b) 

 

Figure 9: (a) Vaccine storage shelf and (b) Position of 

vaccine storage shelves in cooling holder 

 

4. SIMULATION AND RESULTS 

 

The aim of this simulation is to verify whether the design 

cooling holder has the necessary cooling capacity for an 

ambient temperature. As an example in this simulation 

the ambient temperature is considered 20 ˚C. The time 

period that the designed cooling holder takes to reach the 

desired temperature in the refrigeration compartment of 

the cooling holder is also determined through this 

simulation. The no-load simulation is done at temperature 

20 ˚C. The results for these simulations are illustrated in 

three different formats: a table format, temperature 

profile format and graph format. The table format 

illustrates the minimum, average and maximum 

temperature of the surface and volume goals. The 

temperature profile gives a visual illustration of the 

temperature on the inside of the cooling holder. The 

graph format illustrates the temperature at a specific time 

period and this also shows the amount of time that the 

cooling holder takes to reach 5 ˚C on the inside of the 

cooling holder. The values shown in table 2 are the 

results for both the volume and surface goals of the 

thermal analysis at an ambient temperature of 20 ˚C while 

the TECMs are not in operation. The temperature 

throughout the cooling holder is uniform 20 ˚C as 

illustrated by the numerical results in table 2. It is 

important to ensure that the temperature in the cooling 

holder is at the same temperature as the ambient 

temperature at which the test is done to test the cooling 

power of the heat pumping unit correctly.  

 

Table 2: Numerical results; No-operation of TECMs at 

20˚C 

Volume Goals Value (˚C) Surface Goals Value (˚C) 

Min air temp. 20.05 Min air temp. 20.05 

Ave. air temp. 20.05 Ave. air temp. 20.05 

Max air temp. 20.05 Max air temp. 20.05 

 

The values obtained from the volume and surface goals 

show that the ambient temperature remains constant at 

20.05 ˚C. In figure 10 the temperature profile of the 

cooling holder at ambient temperature of 20 ˚C is 

illustrated. 

 
 

Figure 10: Temperature profile; No-operation of TECMs 

at 20 ˚C 

 

The values shown in table 3 are the results for both the 

volume and surface goals of the thermal analysis at an 

ambient temperature of 20 ˚C, while the TECMs are in 

operation. 

 

Table 3: Numerical results; Full operation of TECMs at 

20 ˚C 

Volume Goals Value (˚C) Surface Goals Value (˚C) 

Min air temp. 3.857 Min air temp. 3.999 

Ave. air temp. 4.814 Ave. air temp. 4.603 

Max air temp. 5.770 Max air temp. 5.206 

 

In figure 11 the temperature profile of the cooling holder 

at ambient temperature of 20 ˚C is illustrated. Figure 12 

illustrates that the design cooling holder takes about 17 

minutes to reach 5 ˚C on the inside of the cooling holder 

when the ambient temperature is 20 ˚C. 
 

 
 

Figure 11: Temperature profile; Full operation of TECMs 

at 20 ˚C 

 

The results of the no-load simulation verify that the 

design cooling holder has the necessary cooling capacity 



to cool the refrigeration compartment of the cooling 

holder to 5 ˚C while the ambient temperature is 20 ˚C. 

The time in which the desired temperature on the inside 

of the cooling holder is reached show a linear relationship 

with the ambient temperature, due to the increase in the 

heat load on the inside of the cooling holder when the 

ambient temperature increase.  

 

 
 

Figure 12: Time graph; Full operation of TECMs at 20 ˚C 

 

The actual constructed model of the complete cooling 

holder system is illustrated in figure 13(a). This model 

was fabricated by making use of the designs done in 

SolidWorks
®
. The AA-100-24-22 thermoelectric heat 

pumping assembly is illustrated in figure 13(b). The heat 

sink fan assembly is illustrated in the top picture. The 

cold sink fan assembly is illustrated in the down picture. 

It is directly related as to the design module done in 

SolidWorks
®
. This prototype was tested at different 

conditions.  

 

 

 

 

 
 (a)  (b) 

 

Figure 13: (a) Actual constructed model and (b) AA-100-

24-22 thermoelectric heat pumping assembly 

 

5. CONCLUSION  

 

The detail design of the thermoelectric cooling holder 

was discussed in this paper. The design of the solar power 

supply was also discussed. The calculation for the sizing 

of the photovoltaic panels, charge controller and batteries 

were done. It was concluded that five 130 W photovoltaic 

panels must be used to provide 650 W of power in order 

to charge the batteries during the day and provide power 

to the cooling unit. The simulation that was done in 

OrCAD
®
 on the KEMO M169 temperature switch was 

discussed. The results of the simulation validate that this 

temperature switch will be able to control the temperature 

in the refrigeration space between 2 ˚C and 8 ˚C. The 

design of the cooling holder is done in SolidWorks
®
. 

Thermal simulations of the cooling holder were 

performed in Flow Simulation. A thermal analysis of the 

complete cooling holder was done in Flow Simulation at 

the ambient temperature of 20˚C, for no-operation and 

full operation of the TECMs in order to test their cooling 

performance. The results reveal that the cooling holder 

takes about 17 minutes to reach 5˚C in the refrigeration 

space when the ambient temperature is at 20 ˚C. A 

prototype cooling holder was build based on the design 

done. This design and investigation is very important to 

show if a cooling holder for the storage of medication can 

be made from using thermoelectric cooling modules 

instead of the normal compression cycle as used in 

normal refrigerators.  

 

6. REFERENCES  
 

[1] L. Arevshatian, C.J. Clements, S.K. Lwanga, A.O. 

Misore, P. Ndumbe, J.F. Seward, and P. Taylor, “An 

evaluation of infant immunization in Africa: is a 

transformation in progress?” Bulletin of the World 

Health Organization, Vol. 85, pp. 449-457, June 

2007. 

 

[2] World Health Organization homepage (2011), 

Available: http://www.who.org/ 

 

[3] A.O. Dieng and R.Z. Wang, “Literature Review on 

Solar Adsorption Technologies for Ice-Making and 

Air Conditioning Purposes and Recent 

Developments in Solar Technology,” Renewable and 

Sustainable Energy Review, Vol. 5, Issues 4, pp. 

313-342, 2010. 

 

[4] Solargis homepage, (2012), Available online: 

http://solargis.info/doc/28 

 

[5] Solar Total homepage (2012), Available Online: 

http://www.solartotal.co.za/?gclid=CJTPkeHU0rAC

FUcKfAodvwzN2Q 

 

[6] R.E. Critoph, “An Ammonia Carbon Solar 

Refrigerator for Vaccine Cooling,” Renewable 

Energy, Vol. 5, Issues 1-4, pp.502-508, 1994. 

 

[7] Y.J. Dai, R.Z. Wang, and L. Ni, “Experimental 

investigation and analysis on a thermoelectric 

refrigerator driven by solar cells,” Solar Energy 

Material & Solar Cells, Vol. 77, pp. 377-391, 2003. 

 

[8] KEMO M169 temperature switch thermostat on 

Communica homepage (2012), Available Online: 

http://www.communica.co.za/ProductDetails.aspx?D

ataLink=P_100271108981. 

http://www.who.org/


IN-LINE WATER HEATING SYSTEM FOR INDUSTRIAL 

APPLICATION 
 

O. Dobzhanskyi*, R. Gouws*, N. Zabihi * 

 
* O. Dobzhanskyi, R. Gouw, and N. Zabihi are with the Department of Electrical, Electronic and 

Computer Engineering, North-West University, Potchefstroom 2520, South Africa, E-mail: 

24881902@nwu.ac.za, Rupert.Gouws@nwu.ac.za, nima.z.sh@gmail.com. 

 

Abstract: Due to the increase of electricity prices in South Africa and the World, there exists the 

need for energy efficient water heating systems. The authors of this paper conducted a literature study 

on existing water heating systems. The study shows that there is a possibility of designing more 

efficient water heating system at lower cost. An in-line water heating system for industrial 

applications was designed and tested. Before the system was designed a Finite Element Method 

analysis of the system was carried out to predict the systems’ pressure and temperature. During a 

physical model test the energy consumption was measured and compared to a conventional storage 

water heating system. The designed in-line water heating system is shown to be more energy efficient 

than the conventional storage water heating system.  It also had a variety of advantages such as: size, 

adaptability to a variety of locations, and robustness. 
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1. INTRODUCTION 

 

Tankless electric water heaters have become more 

popular in industrial use due to their advantages over 

conventional water heating systems. Tankless electric 

water heaters are not harmful to the environment and 

require less space for installation, since there is no water 

tank. 

 

A consumer can receive hot water instantaneously at any 

time. Tankless water heating systems are more durable 

than the conventional water heating tanks. The absence of 

the water tank significantly simplifies maintenance (no 

rust, corrosion, flooding or bursting of a tank, etc.). The 

disadvantages of electrical water heating systems are: 

electronic failure, and trouble shooting.   

Almost one third of electricity bills in the industrial sector 

are towards hot water energy consumption. There are 

therefore always room for improvement in the water 

heating field, which will save money, water and preserve 

the environment. 

 

After exploring alternative methods of increasing the 

efficiency of water heating systems [1-4], a design of an 

in-line water heating system was performed.  Literature 

study shows that some of the water heating system 

manufactures do not consider temperature controllers in 

their products [5-6]. There is therefore the possibility of 

pressure and temperature build up in the system which 

can end up with significant power losses.  The main focus 

of this paper is to design an energy efficient instantaneous 

water heating system including controller. The project is 

also oriented on minimizing the cost of the system, and 

avoiding any complexity in manufacturing. The designed 

in-line water heating system includes affordable 

components available in the market in South Africa.  

 

 

 

 

2. CONCEPTUAL DESIGN 

 

In-line electric water heaters usually consist of two coils. 

The first is the water carry coil. It carries the cold water 

into the system, heats it and then warm water is sent 

through the same coil as output to the user. The second 

coil is better known as the heating coil. With a swirling 

motion it is twisted around the carrier and heats the water 

as it passes through. The water unit system consists of 

different types of sensors to ensure correct and efficient 

operation. When the hot water faucet is turned open, two 

sensors are activated: the pressure and temperature 

sensors. The pressure and temperature of the incoming 

cold water are measured and the data is sent to a 

microprocessor for calculations. The microprocessor 

compares the calculated values with the pre-programmed 

data, and adjusts the heating coil as needed [7-8]. Figure 

1 shows the conceptual design of the in-line water heating 

system.  

 
 

Figure 1: Conceptual design of the in-line water heating 

system 

 

 



The components are as follows: temperature controller, 

transformer or AC/DC inverter,  relay, heating elements, 

emergency input valve, temperature sensor, flow switch, 

outside enclosure containing all the components, outlet 

valve, power input inlet, and heating pipe. The system is 

designed to provide reliable operation with maximum 

efficiency at minimal cost. 

 

Cold water fills the pipe which can be copper or 

galvanize pipe. The flow switch detects the water flow in 

the system and turns on the heating elements. The 

temperature sensor sends a signal to the temperature 

controller which in turn correlates the received 

temperature with the pre-programed temperature. The 

controller also sends a signal to the relay that conveys the 

essential power to the heating elements. The heating 

elements heat the pipe with the power reviewed from the 

relay. The heated water reaches the outlet. As soon as the 

inlet faucet is turned off the flow sensor opens and the 

system turns off. 

 

3. DETAILED DESIGN 

 

The detailed design of the system is shown in figures 2 

and 3. 

 
 

Figure 2: Designed in-line water heating system with all 

necessary components 

 

 
 

Figure 3: Water circulating component of the system 

The design consists of a 230 VAC PID controller, power 

inlet at 230 VAC, electromechanical relay, contractor, 

three 4 kW screw type stainless steel geyser elements, a 

PT 100 temperature sensor, cold water inlet with pressure 

reducing valve, and a warm water outlet faucet with a 

flow switch mounted inside the outlet pipe. 

 

The main task of the project is to provide the system with 

optimal control in order to increase efficiency of the 

system. The temperature controller can either increase or 

decrease efficiency of the system depending on how it is 

used. On/off control would be the most uncomplicated 

mode to select, but the water heating system should be 

energy efficient and more advanced that existing water 

heaters. The PID control option is selected for the project. 

The reason for this is because PID control takes present, 

future and past errors in consideration to assure efficient 

working of the system. PID control improves the speed of 

the response, suppress disturbances and reduce 

oscillations. Control accuracy is dependent on the signal 

from the temperature sensor. PT 100 (platinum resistant 

thermometer) temperature probe was implemented in the 

design. In most heating water systems a basic geyser 

thermostat is used. However, the temperature controller is 

not adjusted to the thermostat input. The PT 100 

temperature probe is another critical integration. The 

output of the system is dependable on the temperature 

sensor. The PT 100 ranges from -199.99 °C to 500 °C. 

The probe sends a temperature input to the temperature 

controller. If the process value reaches the set value (in a 

particular case 40 °C) the heating unit should switch off. 

The temperature probe is located in the second heating 

tube. This is done in order to make the process less 

flexible and the output more stable. The measured hot 

water output was adjusted by a couple of degrees Celsius 

for the measurement to be accurate.  

 

CN-40 temperature controller was used to display both 

the process and set values of the system. The output of 

the system is dependable on the programmed settings of 

the controller. Most of the settings on the controller are 

pre-programmed. The controller receives 220 V and data 

from the PT 100 sensor and the in-line Flow/Pump flow 

switch. The Flow/Pump flow switch is the critical 

component which makes the heating system an in-line or 

instantaneous system. The switch enables the system to 

switch on as soon as enough water passes through the the 

normally open switch. The pressure allows the switch to 

close, which in return activates the controller and 

energizes the contractor. When the contractor is de-

energized the heating elements switch off. Each of the 

three stainless steel heating elements is mounted in a 

stainless steel heating tube. 

 

The heating elements are connected to the contactor as 

well as to the earth connection in the casing. This is 

required by safety standard for electrical products. The 

CN-40 temperature controller, flow switch, contractor, 

and heating element are shown in figure 4.  

To calculate the efficiency of the in-line water heating 

system, the Watts hour have to be measured and 



compared to existing systems. A kWh counter was 

integrated for this purpose. An identical unit was also 

connected to a conventional geyser in order to be able to 

make a comparison. The counter has a green light if zero 

or minimal energy is drawn, a flashing red light during 

normal load operation and a green/red flashing when a 

fault occurs. The counter is shown in figure 5 a). 

 

 
 

Figure 4: In-line water system components: a) CN-40 

temperature controller, b) Flow/pump switch, c) contractor, 

d) heating element 

 

Earth leakage connecter can also be seen as one of the 

main safety devices in the heating system. The earth 

leakage will trip for several reasons. If any of the 

electrical wiring or devices receives water damage the 

earth leakage will trip.  The earth leakage connecter is 

shown in figure 5 b). 

 

 
 

Figure 5: a) single-phase kWh counter, b) earth leakage 

connecter 

 

All the individual units come together in a 600 mm x 400 

mm x 200 mm steel enclosure. The enclosure is 

waterproof and will protect the electrical units from dust 

and water particles. Both plumbing and electrical devices 

are mounted inside the enclosure. The controller is 

mounted in the door, with the display facing outwards for 

easy accessibility. This enclosure is smaller than 

conventional water heating systems presented in the 

market. 

The completed system is shown in figure 6.  

 
 

 

Figure 6: Completed in-line water heating system 

 

4. SIMULATIONS AND PRACTICAL RESULTS 

 

The system was simulated for a variation of inputs in 

order to predict system behaviour before testing. From 

the flow lines in figure 7 a) is clearly visible how the 20 

°C input cold water heats up with three separate 4 kW 

heating element in each heating tube to obtain an average 

output value of 34 °C when the water flows at 0.1333 

kg/s (8 l/min).  

 

Figure 7 d) shows the temperature simulation results 

where input flow rate of the water has been reduced, 

while figure 7 c) shows the result for an increase in flow 

rate. By reducing the speed of the water flow inside of the 

heating tubes a more suitable and stable output can be 

achieved.  

 

Figure 7 b) shows the simulation results in terms of 

pressure for a cold water input value of 20 °C at flow rate 

of 0.1333 kg/s. The results show a decrease in pressure 

during the flow in each heating tube. If the faucet at the 

outlet is turned off the pressure in the system will 

increase. 

 

The practical tests were performed in the laboratory. Two 

systems: 1) conventional and 2) in-line water heating 

systems were tested and the results were compared.  The 

conventional geyser used power of 10.5 kW and two and 

half hours to heat 150 litres of water from 15 °C to 60 °C. 

This means that the geyser takes 70 Wh to heat a single 

litre of water. The in-line water heating unit consumed 

the same amount of energy of half of the time, but 

provided more than twice as much hot water.  

 

The instantaneous geyser takes 24.9 Wh to heat a single 

litre of water. This is 36.9 Wh per litre difference 

compared to the conventional geyser. Figure 8 shows 



conventional geyser versus the in-line water heating 

systems energy consumptions. 

 

From figure 8 it is visible that in both systems kWh rating 

is directly growing to the time for which the system is 

running. With a high current rating the in-line water 

heating systems takes only seconds to reach the process 

value, while the conventional heating system takes hours. 

a)                                          b) 

 
c)                                         d) 

 
 

Figure 7: In-line water system simulation: a) temperature 

analysis for 12 kW at 0.1333 kg/s, b) pressure analysis 

for 12 kW at 0.1333 kg/s, c) temperature analysis for 12 

kW at 0.66 kg/s. d) temperature analysis for 12 kW at 

0.233 kg/s 

 

 
Figure 8: Energy consumption of a conventional and in-

line water heating systems 

Figure 9 shows the in-line temperature measurements 

over the energy consumed every ten minutes the system 

is running. During the first twenty minutes the 

temperature shows a fluctuation, thereafter the process 

temperature shows increase up until 45 °C. For the last 

twenty minutes the process stabilizes at 45 °C. 

 

 
 

Figure 9: Energy consumption with output temperature 

of the in-line water heating systems 

 

 

5.    CONCLUSIONS 

 

Energy savings in industry are becoming a problem in 

South Africa. The authors of the paper conducted a 

literature study to find possible ways to minimize the 

energy consumption in industry by maximizing efficiency 

of electro-technical processes. One of these processes 

was water heating. 

 

An efficient in-line water heating system with a controller 

is designed and tested. The energy consumption was 

measured and compared to a conventional storage water 

heating system. After a variety of tests and measurements 

the in-line water heating system appeared to be more 

energy efficient. The system can supply hot water within 

35 seconds from turn on at a flow rate of 7 litres per 

minute. Ideally in any hot water system the flow rate 

should be unlimited, but in comparison to existing water 

heaters in-line water system performed better.  

 

Apart from unlimited hot water supply the in-line heating 

has a number of advantages such as: size, adaptability to 

a variety of locations, and robustness. The system is a 

right solution for industries where instantaneous flow of 

hot water is required.  
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Abstract: In recent times, there has been an increase in the application of Bayesian methods in various
branches of electrical engineering, such as power systems, machine learning, signal processing, and
control. This growing interest comes from the need for methods which provide statistical inference and
decision making under uncertainty. However, there is a deficiency in simple, illustrative and contextual
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to assist students, teachers, researchers, and practitioners in the field of electrical engineering. Two
examples demonstrating the practical application of basic probability theory and Bayesian parameter
estimation are presented.
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1. INTRODUCTION

This paper presents a tutorial on the application of
probability as extended logic. Two illustrative examples of
how probability theory is applied in electrical engineering
are given. The first example determines the unknown value
of a resistor using basic probability theory and the second
deals with the application of Bayesian theory in estimating
the parameters of an unknown linear time-invariant (LTI)
system. In general, the field of statistics is based on
two major paradigms namely, frequentist and Bayesian.
Bayesian methods provide a complete paradigm for both
statistical inference and decision making under uncertainty
[1]. These methods are widely utilised in various
branches of science and engineering. More specifically,
in electrical engineering, Bayesian methods are applied in
inter alia, machine learning [2], control systems [3], signal
processing [4], power systems [5], and instrumentation and
measurement [6]. However, the growing requirement for
probability theory in electrical engineering has surpassed
the availability of simple, illustrative, and contextual
information. An extensive review of literature confirms
this deficiency in suitable teaching and learning material.
This paper demonstrates the practical application of
probability theory and provides material which will assist
students, teachers, researchers and practitioners in the field
of electrical engineering.

2. PROBABILITY AS EXTENDED LOGIC

Probability theory has a rich history. The initial motivation
for probability theory was a means to characterize games
of chance and was first described by Cardano in the
16th century [7]. Mathematicians and physicists, such
as Poisson, Poincare, Gauss, Laplace and Euler have
all had an influence on its development as a body of
knowledge. Laplace was the most influential in the early
analytical development with the work, Théorie analytique
des probabilités, which gave useful and important results
[8]. This work was challenged by Venn, Nyman and
Pearson and eventually marginalised to make room for

what would become known as orthodox or frequentist
statistics [9]. Harold Jeffreys, Richard T. Cox and Edwin
T. Jaynes were responsible for reviving Laplace’s work,
which included Bayes theorem [10]. Jaynes showed that
probability is a natural extension of Aristotelian logic
and that the axioms of frequentist probability are actually
derivable as a logical consequence of key desiderata of
rational thought [11]. Moreover, given that orthodox
statistics was not derived from these logical desiderata,
it is a mathematical fact that there is a pathological
inconsistency in the reasoning of orthodox statistics.
Probability represents a rational agents state of knowledge
and is numerically equal to a frequency of some repetitive
experiment only under very special circumstances. It can
be chosen to be represented by the real numbers between
zero and one. Instead of stating whether a proposition is
true or false, the probability represents a degree of truth
given some information [11].

All probability is dependent on what is actually known.
For instance, let A be some definite logical proposition say
- “the earth is flat” - then p(A)would be the probability that
“the earth is flat” [11]. The statement p(A) is meaningless
as it does not state which background information has
been used to draw the conclusion on the probability. A
probability always needs conditioning information (even
if it is just background information) and is denoted in
equation (1). Equation (1) is read as, “the probability of
A, given X”. It should be noted that A does not have to be
random at all, it is simply a proposition which one would
like to infer the degree of truth of.

p(A|X) (1)

There are two important rules for probability theory as
extended logic, the “sum” and the “product” rules [11].
The product rule allows the expansion of the AND operator
in a logical proposition. For example the probability that
“the earth is flat” - A AND “the sky is falling” - F , given the
background information - X , is written as p(A,F |X). The
comma notation for logical AND will be used throughout



this paper. The product rule which expands these sort of
logical propositions is given by equations (2) and (3) [11].

p(A, B|X) = p(A|X) p(B|A, X) (2)

= p(B|X) p(A|B, X) (3)

The sum rule is given by equation (4), where Ā is the
logical NOT of the proposition A. Essentially the sum
rule states that it is a certainty that a logical proposition
is TRUE or FALSE [11].

p(A|X)+ p
(
Ā|X)

= 1 (4)

A simple derivation using De Morgans’ law and
equations (2) - (4) results in the extended sum rule in
equation (5) [11].

p(AorB|X) = p(A|X)+ p(B|X)− p(A, B|X) (5)

Consider the case of multiple logical propositions Hi,
where i is an integer in [0,N]. If the propositions are
mutually exclusive, this implies p(Hi, Hj|X) = 0 ∀i �= j ∈
[0,N] which means that it is impossible for both Hi and Hj
to be true simultaneously. Additionaly, if the propositions
are collectively exhaustive, meaning that it is a certainty
that at least one of the hypothesis is true, implies that
p(H0 orH1 or ...HN |X) = 1. Finally, if the propositions
are both mutually exclusive and collectively exhaustive
(MECE), then using the extended sum rule in equation (5),
the MECE probability sum is arrived at in equation (6)
[11].

p(H0 orH1 or ...HN |X) =
N

∑
k=0

p(Hk|X) (6)

The suite of tools needed for applying and manipulating
logical propositions using probability are all available in
equations (2) - (6). For instance, Bayes’ theorem is simply
the equality of the two representations of the product
rule in equations (2) and (3). This derivation is done
in equations (7) - (9) with Bayes theorem resulting in
equation (9).

p(A, B|X) = p(B, A|X) (7)

p(A|X) p(B|A, X) = p(B|X) p(A|B, X) (8)

=⇒ p(B|A, X) =
p(B|X) p(A|B, X)

p(A|X)
(9)

Furthermore, equations (5) - (9) are special results from
repeated application of the sum and product rules. It
should be noted that there are important conditions which
need to be true for equation (6) to be valid. All other
equations in the set between (2) - (9) are unconditionally
true [11]. To wrap up the theory, some terminology is
needed for Bayes theorem in equation (9). There is the
posterior probability, the prior probability, the likelihood
and the normalisation constant. Rewriting equation (9)
using this terminology results in equation (10) [11].

posterior =
prior× likelihood

normalisation
(10)

All probability calculations begin with answering the
following set questions:

1. What do you know now?

2. What do you want to know?

3. What do you know before the experiment?

4. What model are you going to use for the likelihood?

Generic answers to these questions are:

1. X is known now. This is a collection of all the user’s
knowledge up to this point.

2. The probability of a hypothesis H, given some
measured data D, and background knowledge X - i.e.
p(H|D, X)

3. The prior is what is known from the background
information - i.e. p(H|X)

4. The model which represents how likely the data are,
if you accept the model as true p(D|H, X).

A number of significant mistakes have been made in
court rooms, in the financial world, and in science and
engineering by failing to strictly adhere to the rules of
probability. A common mistake is unconditional multipli-
cation of probabilities as presented in equation (11). The
only time this is allowed is when A and B are logically
independent [11].

p(A, B|X) �= p(A|X) p(B|X) (11)

Another common mistake is assuming the equality given
in equation (12).

p(A|B) �= p(B|A) (12)

3. EXAMPLE 1: AN UNKNOWN RESISTOR IN A
BOX

The E6 series of resistors is a set of resistors which have
20% tolerance, as stated by the colour bands on the resistor.
There are 6 values per decade, which is the reason for
naming it the E6 series. For 6 decades worth of resistors,
there are exactly 36 possible colour band combinations on
the resistors. Consider the problem of trying to identify
which of the 36 possible E6 resistors is within a black
box. It is emphasised that this experiment is not about
finding the resistance, it is about identifying which of
the possible colour bands are actually on the resistor in
the box. The experimental setup is depicted in Figure 1.
The background information X is usually implied, but not
explicitly stated. Here X is the knowledge that: the DC
voltage is Vdc; the E6 resistor series has a 20% tolerance;
there is definitely one and only one of the E6 series in the
box; the ammeter has a maximum current measurement



Figure 1: Circuit configuration of experiment with an unknown
E6 resistor in a box

of Imax and a resolution of δI. Note that I is measured
by the ammeter in Figure 1 and is not known before the
experiment whereas X is known before the experiment
is conducted. In this experiment, the desired quantity
is the probability for each of the resistors, given: the
measured current I and the other relevant knowledge X .
This quantity is written as p(Ri|I,X), where Ri is the label
on the ith resistor. Using the presented Bayesian theory, the
calculation for finding each of the 36 probabilities is:

p(Ri|I,X) =
p(Ri|X) p(I|Ri, X)

p(I|X)
(13)

There are a number of parts to the right-hand side of
equation (13) - i.e. the prior probability, the likelihood
and the normalisation. Each of these will be addressed
separately before continuing.

3.1 Prior Probability - p(Ri|X)

The prior probability is the knowledge of which resistors
are more or less likely before the experiment is conducted.
Given that nothing is known before the experimental
results, to claim that any one resistor in the set of 36 is
more likely than another requires additional knowledge not
present in X . The most honest reflection of the state of
knowledge that is captured by X and most non-committal
stance is to make all of the 36 resistors equally likely.
Written mathematically, this is reflected in equation (14).

p(Ri|X) = p(Rk|X) (14)

Equation (14) is valid for all i, k ∈ [1,36]. Since X dictates
that one and only one of the resistors in the E6 resistor
series must be in the black box, it is a certainty that either
R1 or R2 or...or R36 is in the box. Written mathematically,
this is expressed in equation (15).

p(R1orR2 or...R36|X) = 1 (15)

Furthermore, since X stipulates that the probability of
having two resistors in series is zero - i.e. p(Ri, Rk|X) =
0, the modified sum rule can be applied to the logical

proposition in equation (15) resulting in equation (16).

36

∑
k=1

p(Rk|X) = 1 (16)

Combining the facts of equation (14) and (16), the sum of
36 equal terms results in equation (17).

36 p(Rk|X) = 1 (17)

=⇒ p(Rk|X) =
1
36

(18)

It is worth mentioning that although this is a labourious
derivation of what was intuitive from the information
given, equation (17) is derived from the axioms of
probability and is not a definition of probability [11].

3.2 Likelihood - p(I|Ri, X)

The likelihood is literally the probability of the current
measured, I given the label on the ith resistor. This is not
a question of the current given the resistance as Ohm’s
law gives that unambigiously. Simply put, it is asking
about the possible current measurements given the label
on the resistor. Given that the resistors have a tolerance,
there will naturally be a tolerance on the possible currents
that can be measured, even if Vdc is known absolutely
and is perfectly constant. To make this worked example
simple, the likelihood function is somewhat contrived.
A Gaussian-like function with two standard deviations
placed at the edge of the tolerance envelope is used. The
reader is free to use other probability functions which may
represent the situation more accurately when applying this
methodology to real problems.

The IEC 60063:1963 standard stipulates the preferred
numbers for resistors and capacitors how the toler-
ance envelopes should overlap [14]. It has been
reported that during the manufacturing of resistors, any
out-of-specification resistors are placed into the next
tolerance band. For example, if 1% tolerance 100 Ω
resistors are being manufactured, and a resistor happens to
be 105 Ω or 95 Ω, then it is not scrapped but is placed
among the 5% tolerance resistors. The consequence is
that for low tolerance resistors, the measured resistance
value will almost never be the value that is stated on the
component. This information is not taken into account to
simplify this example. Additionally, it should be noted that
the ammeter in Figure 1 is digital in the presented case.
As a result, there is a finite resolution in both time and
amplitude. Hence, the likelihood function is discretised
to within the digital ammeter’s resolution, δI. Analog
ammeter’s have a finite measurement resolution (given by
the markings on the instrument). For this specific example,
the possible values of I are given by equation (19).

I = kδI (19)



where k is an integer and the absolute maximum value it
could be is given by equation (20).

|kmax|= Imax

δI
(20)

Maximum entropy distributions: What likelihood function
should be used for p(I|Ri)? In this case, using a discrete
Gaussian is a good assumption provided that all that is
known are the mean and variance [11]. If more than this
is known, then a Gaussian distribution is too conservative
and more information can be gleaned from the experiment
[11]. A discrete Gaussian distribution is a maximum
entropy distribution when all that is known are the first
two moments. If entropy measures uncertainty (which a
number of researchers believe to be true) then maximum
entropy distributions, subject to the known constraints,
represent the extreme of ignorance one can be in, knowing
only the mean and variance [12]. Using any other
distribution, when all that is known is the mean and the
variance, would in effect be claiming something one does
not know. The maximum entropy principle subject to given
known constraints, is a generalisation of the argument
in Section 3.1. In fact, the mathematical machinery of
maximum entropy, subject to the constraint that there only
36 possible values and no other information is known, lead
exactly to equation (17).

In other words, there is a combinatorial reason for using
a Gaussian distribution. The distribution is what one
would get if choosing “randomly” amongst all the possible
distributions which have a fixed mean and variance, which
numerically match the known values. This is one of the
interpretations of the derivation of the maximum entropy
distribution. A maximum entropy distribution with finite
states k, with a known mean 〈k〉, and second moment

〈
k2
〉

is given by the following set of equations [11]:

MaxEnt =
1
Z

exp
{−λk−ηk2} (21)

Z =
kmax

∑
k=kmin

exp
{−λk−ηk2} (22)

−∂ lnZ
∂λ

= 〈k〉 (23)

−∂ lnZ
∂η

=
〈
k2〉 (24)

Maximum entropy distributions are typically solved
numerically for the free parameters [11], λ and η in this
case. For the problem at hand, the expected current that
we will measure is the result of Ohm’s law if the value
of the resistor is what is printed on the label Ri. In other
words, the average current is:

〈I〉= Vdc

Ri
(25)

since the expected value of the resistor is what is printed on
it. The variance depends on the tolerance of the resistors,
which is 20% in this case. Note that the standard deviation

(square root of variance) is related to the second moment
and average value via equation (26).

σ2 =
〈
I2〉−〈I〉2 (26)

The maximum entropy distribution for the current is
then given by the set of equations (27) - (30), which is
numerically solved as follows:

p(I|Ri, X) =
1
Z

exp
{−λI−ηI2} (27)

Z = ∑
I

exp
{−λI−ηI2} (28)

−∂ lnZ
∂λ

=
Vdc

Ri
(29)

−∂ lnZ
∂η

= σ2 +

(
Vdc

Ri

)2

(30)

The final piece of the model is the standard deviation
σ, given what is known. For explanatory purposes, two
standard deviations are placed at 20% of the average value.
When applying this methodology to real world problems,
if it is known that the manufacturing plant that produces
the resistors is a “six sigma” manufacturer, then the 20%
tolerance can be made to occur at three standard deviations.
As an alternative to numerically solving equations (27)
- (30), one may directly use the definition of a Gaussian
as shown in equation (31).

p(I|Ri, X) =
1
Zi

exp

{
− 1

2σ2
i

(
I− Vdc

Ri

)}
(31)

Zi = ∑
I

exp

{
− 1

2σ2
i

(
I− Vdc

Ri

)}
(32)

The difference now is that a new normalisation condition
must be fulfilled in equation (32). This summation is over
I = −Imax + kδI, with k as an integer between [0, 2kmax].
Finally, the two standard deviations at 20% of the average
value results in equation (33).

2σi = 0.2
Vdc

Ri
(33)

This second parameterisation of the maximum entropy
distribution (equation (32)) will be used due to its
simplicity. An arbitrary likelihood appears, as in Figure 2,
with important states highlighted - namely the average
value and the first standard deviation away from the
average.

3.3 Normalisation Constant - p(I|X)

The normalisation constant p(I|X) can be rewritten, using
simple logic, as equation (34).

p(I, true|X) = p(I, (R1 orR2 or ...orR36)|X) (34)

Any logical proposition of A AND TRUE is true - i.e.
A, true = A. It is true that one of the resistors must be
in the box in the circuit of Figure 1, so the sequence of or
propositions may be substituted for true on the left-hand



Figure 2: Likelihood function for all possible currents, given a
fixed resistor - Ri

side of equation (34). Finally, since the set of propositions
involving the resistors is mutually exclusive and collective
exhaustive, equation (36) is the ultimate result of logically
decomposing the normalising constant.

p(I, (R1 orR2 or ...orR36)|X) = ∑
i

p(I, Ri|X) (35)

= ∑
i

p(Ri|X) p(I|Ri, X)

(36)

Hence, p(I|X) is the marginalisation over all possible
resistors.

3.4 The Final Calculation

The Bayesian machinery has been set-up and the final
algorithm for calculating the probabilities for each of
the resistors in the E6 series is given by equation (38).
It should be noted that the uniform prior probabilities
p(Ri|X) have been cancelled out of the top and bottom of
equation (13).

p(Ri|I,X) =
p(I|Ri, X)

∑i p(I|Ri, X)
(37)

=

1
Zi

exp

{
− 1

2σ2
i

(
I− Vdc

Ri

)2
}

∑i
1
Zi

exp

{
− 1

2σ2
i

(
I− Vdc

Ri

)2
} (38)

The remaining tasks are to conduct the experiment in
Figure 1, measure I, and plot the probabilities for each
of the resistors using equation (38) for each resistor. To
elucidate this procedure, a few explicit calculations will
be done to illustrate the use of equation (38). Firstly,
assume it is known that Vdc = 10V , Imax = 5A and
δI = 1mA. The first decade of E6 resistors is the set
{10Ω, 15Ω, 22Ω, 32Ω, 46Ω, 68Ω}. Now consider the
case where exactly 1A is measured by the ammeter - i.e.
I = 1A. At first inspection, the resistor within the box
is most likely to be the 10 Ω, since 10V

10Ω = 1A. Using

Figure 3: Probability of E6 resistor given a measured current of
I = 0.2A

equation (38):

p(R = 10|I = 0.8, X)

≈
1

250exp(0)
1

250exp(0)+ 1
167 (10−6)+ 1

113 (10−32)+ 1
78 (10−106)+ ...

= 0.9999985...
(39)

which is almost certainty. Calculating the probability that
R = 15Ω, the next resistor in the E6 series, when I = 1A
gives:

p(R = 10|I = 0.8, X)

≈
1

250 (0.135)
1

250 (0.135)+ 1
167 (0.135)+ 1

113 (10−13)+ 1
78 (10−53)+ ...

= 0.4004...
(40)

and doing the same probability calculation for R = 15Ω
gives:

p(R = 15|I = 0.8, X)

≈
1

167 (0.135)
1

250 (0.135)+ 1
167 (0.135)+ 1

113 (10−13)+ 1
78 (10−53)+ ...

= 0.5995...
(41)

The conclusion drawn here is that it is more probable
that the resistor inside the black box, when I = 0.8A, is
15Ω. Equation (38) is also useful because a computer can
be used to automatically plot the probability distribution
for each of the resistors in the set, for a given current
measurement. An example is shown in Figure 3 which
depicts a logarithmic plot of the E6 resistor probabilities
when I = 0.2A.

4. EXAMPLE 2: A FIRST ORDER LTI SYSTEM
RESPONSE

As a final example, consider the case of a sampled time
domain signal, y(t) presented in Figure 4. For this signal,
the sampling time Ts = 1sec and the signal in Figure 4 was
simulated using equation (42).

y(k) = 6

(
1− exp

(−kTs

3

))
+ nk (42)



Note that nk is zero mean, variance 1 Gaussian noise and k
is an integer in [0,19].

4.1 Model Problem Statement

A number of working assumptions are needed to begin
modelling the data in Figure 4. Firstly, the assumption
of additive noise. Note that yk is measured data, sk is the
signal or model function and nk is noise in equation (42).
This assumption may be tested by zeroing the signal (if
possible). If the data captured during the times of zero
signal is not zero but instead is constantly changing, then
this adds evidence that the noise is probably additive.
The signal part can be any reasonable model which looks
like it could fit the data, even piecewise approximations.
Typically, there will be some model function which is a
result of the known physics of the problem considered. For
this case, the step response in Figure 4 looks like a noisy
first order or second order step response. For brevity’s
sake, the first order approximation will be used. This is
trivially generalised to an arbitrary model function that
the reader would like to use. Lastly, it is known that:
any time constant cannot be smaller than 0.5sec due to
the Shannon-Nyquist sampling theorem; the noise has unit
variance and a mean of zero; the maximum time constant
τmax is 15 seconds; the gain cannot be larger than 10
and must be positive (Gmax = 10), and finally that the
gain and time constant are discretised with resolution δG
and δτ respectively. Hence, this subsection defines the
background information X .

4.2 First Order Model

The goal is to model the salient features of the data using
a function of the form given in equation (43). This
model looks similar to the signal used to generate the
data in Figure 4, only so that the technique of finding the
parameters can be measured against the truth. An arbitrary
model parameter with an arbitrary number of parameters
may be used, for example - a straight line with unknown
slope and intercept.

s(k) = G

(
1− exp

(−kTs

τ

))
(43)

Figure 4: A sampled time-domain signal representing the
measured step response of an unknown LTI system

4.3 Probability Calculation

The probability calculation that needs to be performed is
the probability for the gain and the time constant, given
the data and the background information. Let the data
collected be D. The result of applying Bayes’ theorem is
given by equation (44).

p(G, τ|D, X) =
p(G, τ|X) p(D|G, τ, X)

p(D|X)
(44)

The only difference between this problem and the previous
example is that there are two parameters to consider in the
prior and more importantly, there is more than a single
datum to be taken into account in the likelihood. The
product rule can be used on the prior, which results in
equation (45).

p(G, τ|X) = p(G|X) p(τ|G, X) (45)

At this point, it must be decided whether the time constant
depends on the gain in any way at all. It might, if there is
some physical knowledge about the system under test. The
place to put this interdependency is in the p(τ|G, X) term.
For this example, the gain and time constant are made to
be logically independent. Hence, the prior splits into two
independent pieces in equation (46).

p(G|X) p(τ|G, X) = p(G|X) p(τ|X) (46)

Again, uniform priors are used over the possible space
of gains and time constants. Given the background
information, the priors are given by equations (47)
and (48).

p(G|X) =
δG

Gmax
(47)

p(τ|X) =
δτ

τmax − 0.5
(48)

As before, these constant priors will cancel out with the
normalisation of equation (44). However, this is not always
the case. In fact, for this parameter estimation problem, if
more data were subsequently taken in another experiment,
the outcome of this present calculation would be used as
a prior. In that case, there would be additional complexity
but the inference would be more accurate as some values
must become more unlikely as a result of the present
calculation. The likelihood in equation (44) can easily be
found using a simple trick. The trick is to work out the
probability of the noise first, and then re-write the noise in
terms of the signal and the output using equation (42) [13].
Firstly, the probability of having 20 samples of noise, in
the order of appearance, must be split using the product
rule.

p(n0n1...n19|G, τ, X) = p(n0|G, τ, X) p(n1|n0, G, τ, X)

...p(n19|n0n1...n18,G, τ, X)
(49)

If there is any known interdependence between noise
samples, then this can be fully taken into account using



equation (49). A typical assumption in other parameter
estimation problems is that the noise is identically
distributed (same probability function) and logically
independent (the samples do not depend on each other).
When it is known that the samples are not independent,
then the inference can be achieved by assuming they are
sub-optimal. In this case, it is clear where the known
correlations could be placed between noise samples. For
the presented calculation, the noise is considered to be
identically distributed and logically independent for the
sake of clarity. The result of this knowledge is given by
equation (50).

p(n0n1...n19|G, τ, X) =
19

∏
k=0

p(nk|G, τ, X) (50)

The mean and the standard deviation are all that is known
about the noise thus the maximum entropy distribution is
a Gaussian. The probability for a single noise sample is
given by equations (51) and (52).

p(nk|G, τ, X) =
1
Zσ

exp

{
− n2

k

2σ2

}
(51)

Zσ = ∑
k

exp

{
− n2

k

2σ2

}
(52)

In the normalisation, equation (52), the sum is taken
over all possible noise samples. This will depend on the
resolution and quantisation of the measuring instrument as
some values of the noise will be impossible (outside of
maximum sensor readings for example) and hence must
have a probability of zero. The noise also has a set
of discrete levels since the sensor has finite resolution.
For these two reasons, equations (51) and (52) are used
to represent our uncertainty about the noise samples.
Substitution of equation (51) into (50) and using the fact
that a product of exponentials is equivalent to the sum of
the arguments resulting in equation (53).

p(n0n1...n19|G, τ, X) =
19

∏
k=0

1
Zσ

exp

{
− n2

k

2σ2

}

= Z−19
σ exp

{

− 1
2σ2

19

∑
k=0

n2
k

} (53)

The final part required to get the likelihood of the data is
to transform the noise into the subtraction of the data and
the signal - i.e. equation (42). Hence, the likelihood of
the data given the model parameters is calculated using
equation (42) with (53) to produce (54).

p(D|G, τ, X) = Z−19
σ exp

{

− 1
2σ2

19

∑
k=0

(yk − sk)
2

}

(54)

In order to find the maximum likelihood of equation (54),
the argument of the exponential should be as close to zero
as possible. The noise variance σ is fixed and known
and cannot be altered and the data captured yk are similar
measured and fixed values. Hence, the parameters of s k,

which are samples of equation (43), should be chosen such
that the overall sum is as small as possible. The reader will
notice that this is exactly the least squares problem. Hence,
for a known Gaussian model of noise, maximum likelihood
estimation and least squares produce the same result [13].
More importantly, these techniques are both contained
as subsets of the full Bayesian analysis. This is only
true for this set of assumptions (uniform constant priors,
additive noise, gaussian noise model, noise is uncorrelated)
and in other cases, MLE and least squares may produce
different results with different confidence. Finally, the
normalisation of equation (44) is given by equation (55),
which is the summation over all possible gains and time
constants and is the same process followed in Section 3.3.

p(D|X) = ∑
G

∑
τ

p(D, G, τ|X) (55)

Again, the priors cancel due to being constant and the final
algorithm to be implemented is given by equation (56).

p(G, τ|D, X) =
p(D|G, τ, X)

∑G ∑τ p(D|G, τ, X)

=
exp

{
− 1

2σ2 ∑19
k=0 (yk − sk)

2
}

∑G ∑τ exp
{
− 1

2σ2 ∑19
k=0 (yk − sk)

2
}

(56)
Recall that G = mδG where m is an integer which belongs
in [0,mmax]. The maximum integer with mmax = Gmax

δG .
Similarly, τ = 0.5+ pδτ with p as an integer running from
[0, pmax] and pmax =

τmax−0.5
δτ . The probability distribution

given in equation (56) is two dimensional and exists in
a space of all possible G and τ. It is also a probability
mass function and as such, the discrete values of G and
τ may be inserted which results in a probability for those
parameters. Selection of the parameters that one will use
as the model Ĝ and τ̂ is discretional. One may use the
averages, the median values or the mode of the distribution
for each of the parameters. Also, marginalisation can be
used to reduce the dimension of the problem. For example,
if one is only concerned about the probability for G then
marginalising equation (56) involves summing both sides
over all possible τ. The result is given by equation (57).

p(G|D, X) = ∑
τ

p(G, τ|D, X)

=
∑τ p(D|G, τ, X)

∑G ∑τ p(D|G, τ, X)

(57)

This can be simply thought of as taking into account all
possible values of τ and what remains is the probability for
G only. It is identical to what was done in the normalisation
value in Section 3.3. The marginalised gain is presented
in Figure 5. Note that the mode of the marginalised
gain is exactly the truth, Ĝ = G = 6. The average of
the distribution in Figure 5 is 〈G〉 = 6.26. The marginal
probability for τ is depicted in Figure 6. Again, the mode
of the probability distribution in this figure is the truth, τ̂ =
τ= 3. The average value of τ in the distribution depicted in
Figure 6 is 〈τ〉= 2.63. The comparison between the model



Figure 5: Marginalised probability distribution for the gain G, of
the LTI system

Figure 6: Marginalised probability distribution for the time
constant τ, of the LTI system

and the truth, with two sets of single point estimates, is
depicted in Figure 7. The two sets of single point estimates
of the marginalised posterior distributions in Figures 5 and
6 are: the modes Ĝ and τ̂; and the averages 〈G〉 and 〈τ〉.

Figure 7: Comparison of the measured step response of the LTI
system with various single point estimates

5. CONCLUSION

A tutorial demonstrating the application of basic probabil-
ity theory and Bayesian parameter estimation is presented.
This tutorial is intended as teaching and learning material
on the application of Bayesian methods in electrical
engineering. Fundamentals of probability are given
and thereafter two novel examples are presented. The
first example shows how an unknown resistor can be

identified using basic probability theory. Thereafter, a
more advanced example on parameter estimation is given.
In this example, the parameters of a first order LTI system
are determined from a measured step response.
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methods to manage it.  This paper examines the extension of existing approaches to reliability indices 
and describes alternatives based on recent research in the areas of reliability assessment, costs of 
interruptions and social response to interruptions. 
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1. INTRODUCTION 
 

In November 2014 the financial analysts, Moody’s, 
downgraded the South African economy citing among its 
reasons the threat of electrical power shortfall.  Also in 
November, a collapsed coal silo at an Eskom power 
station lead to load shedding.  Clearly, the electrical 
supply structure in South Africa is weak and vulnerable.  
In this paradigm it is vitally important to use accurate, 
effective and appropriate grid performance indicators for 
making management decisions. These decisions have 
significant financial implications.  In an economy that is 
already strained by world markets, labour issues and huge 
debts it is imperative that decisions are made that will 
result in the greatest benefit for all the stakeholders.  
These include the users of electricity, from which wealth 
is derived and the power supply entities, including 
Eskom.  To lend confidence to investors and local 
industry the supply should be seen as both sustainable 
and of an acceptable quality.  The South African 
Regulator has the responsibility to monitor the supply and 
issue regulations, and for this purpose indicators must be 
employed to monitor both sustainability and quality.  In 
this case the mechanism is the regulation of tariffs and 
some cases the imposition of penalties.  To compound the 
problem energy theft and non-payment of electricity bills 
is still rampant in South Africa. 
 
In this paper we look at traditional grid performance 
indicators, or reliability indices, and examine their 
usefulness in guiding decisions relating to grid operation 
and planning.  We refer to research done and some 
publications that suggest a fresh approach that is 
probabilistic and time-dependent.  It combines both 
frequency and duration of failures resulting in a measure 
that is amenable to interpretation by non-technical 
financial managers.  The proposed reliability index 

expresses the expected performance at load points in the 
system in terms of value at risk.  
 

2. INTERRUPTIONS: STAKEHOLDERS AND 
ROLE PLAYERS 

 
Faults on power systems affect the consumer as well as 
the supplier and also involves body responsible for 
monitoring and regulating the supply process – the 
national regulator. 
 
Figure 1 shows the entities affected by and contributing 
to the overall reliability of the power delivery system.  In 
the past the generation and transmission in South Africa 
were closely linked and operated by Eskom, while the 
distribution to industrial, commercial and residential 
customers was shared by municipal undertakings and 
Eskom.  Generation now includes independent power 
producers, especially employing wind and solar energy 
sources, while non-traditional distributors serve some 
customers. 
 

 
Figure 1. Stakeholders and role players in power system 
reliability.  
 



The following causes of faults have been identified and 
characterised for failures on transmission lines in South 
Africa [1]: 

 Lightning 
 Fires 
 Pollution 
 Bird streamers 
 Wind storm damage 
 Other 

However, interruptions can occur in generation simply 
through inadequacy to meet the load demand, or through 
external causes or equipment failure throughout the 
system of generation, transmission and distribution. 
These interruptions affect the utilities, the customers, the 
economy and the society. 
 
The utilities experience loss of revenue through energy 
not served and incur expenses in repairing or replacing 
damaged equipment. The National Regulator monitors 
the supply process and responds to complaints about 
continuity and quality.  It regulates tariffs and might also 
impose penalties for failure to meet supply agreements.  
 
Irrespective of the cause of the outages, the customers 
suffer loss through damage or lost production and/or 
sales.  Certain customers are more heavily affected than 
others due to the nature of their application of electrical 
energy.  The effects of the disruption of supplies to 
customers can be measured by evaluating customer 
interruption costs (CIC).   
 
A host of associated infrastructure functions that serve a 
society, such as transport, water supplies, sewerage, 
emergency services etc. are directly dependent on 
electrical power.  When there are frequent and/or lengthy 
disruptions the community and the society are very 
severely affected.  This problem is universal and has been 
widely reported [2, 3]. 
 
Lower voltage distribution lines operated by utilities and 
municipalities in both urban and rural environments are 
vulnerable to faults caused by weather, birds and animals 
and even by unintended human interference like vehicle 
accidents.  However, other sources of disruption include 
theft of energy (illegal connections) and of conductors. 
 

3. CONVENTIONAL RELIABILITY INDICES 
 

A wide variety of indices has been defined to measure the 
adequacy and interruptions of electricity supplies [4]. In 
this section we examine only the most common reliability 
indices based on the following definitions [4] for 
interruptions of different durations: 
 
 Momentary Interruption – A single operation of an 

interrupting device that results in a voltage zero 
 Momentary Interruption Event – An interruption 

duration limited to the period required to restore 
service by an interrupting device.  This must be 
completed in 5 minutes 

 Sustained Interruption – Any interruption not 
classified as a momentary event. 

 
3.1 SAIDI, SAIFI and MAIFI 
 
System Average Interruption Duration Index (SAIDI) 
indicates the total duration of interruptions for the 
average customer during a given time period, usually on a 
monthly or yearly basis. Each interruption to a customer 
during a sustained interruption is multiplied by the 
duration experienced and then summed to give the total 
customer minutes (or hours) during the basis period.  It is 
then divided by the total number of customers on the 
system.  Thus, SAIDI (in minutes) can be expressed as: 
 

SAIDI = Σ(ri×Ni)/NT                                          (1) 
Where 
ri = Restoration time in minutes 
Ni = Total number of customers interrupted 
NT = Total number of customers served 
 
Only the sustained interruptions are considered, i.e. those 
longer than 5 minutes, to allow the utility time for 
automatic restoration [4].  However, short interruptions 
can never-the-less adversely affect the customers 
although the duration is excluded from the index.   
 
The System Average Interruption Frequency Index 
(SAIFI) describes the average number of times a system 
customer is interrupted during a given period of time and 
is expressed as: 
 

SAIFI = Σ(Ni)/NT                                (2) 
 

In essence SAIFI expresses the probability of customers 
experiencing an outage within a given time frame. 
 
Since customers can be adversely affected by momentary 
interruption events the Momentary Average Interruption 
Frequency Index (MAIFI) was introduced, defined in the 
same way as SAIFI, but only for the momentary 
interruption events excluded from SAIFI  
 
These three indices may be applicable to the whole power 
system or any part of it.  
 
Two similar indices, CAIDI and CAIFI, are customer-
based instead of system-based.  They and others that 
reflect power or energy interruptions are used widely in 
reliability analysis. 
 
3.2 Discussion of conventional indices 
 
Some reliability indices are used to compare the 
performance of the electricity systems of various utilities 
or countries in so-called ‘benchmarking’ surveys. In 
practice, the indices are difficult to compare because they 
refer to networks with different customer densities, 
constructed using different technologies, and/or in 
regions exposed to different intensities of the conditions 



causing the faults. The disparities between indices can be 
so large, with ratios of up to 60 between indices for 
different systems, that it is possible even to confuse 
comparisons based on annual values of SAIDI expressed 
in minutes and hours.  
 
Most conventional indices are based on average values. 
These averages (means) give no indication of the 
dispersion of the interruption data or the extreme values 
experienced by the worst served customers. Average 
value indices can be misleading when used in 
applications sensitive to the full probabilistic spread of 
the data. Minnaar et al. [1] analysed transmission system 
fault data and concluded that faults were often time, 
region and season dependent.  For example, in South 
Africa, outages caused by lightning in the summer 
rainfall area are most likely to occur during the summer 
months between 12:00 and 18:00.  They also showed that 
the statistical distributions of fault frequency and duration 
were often skew with large dispersion and could be 
modelled with a Beta PDF.  A probabilistic approach that 
includes both a specified level of risk in specific time 
windows of occurrence, which can be paired with the 
power or demand on the system, provides a more realistic 
measure of the likelihood of events on the power system 
and how serious they might be.  
 
A separate problem arises in the under-reporting of 
momentary events. MAIFI is not often reported in 
reliability data because it is difficult to know when the 
short interruptions occur and, where reported, the index is 
generally only measured at the substation level. Faults on 
medium and low voltage feeders could go unrecorded 
and, importantly, a large number of affected residential 
and small commercial, industrial and agricultural 
customers could be ignored.  These customers may form 
a significant component of the community and excluding 
their reliability assessment can exacerbate negative social 
sentiments. 
 
Recent research has addressed some of these issues and 
provides approaches to applying reliability indices in 
small and large power systems and from high voltage to 
low voltage. Three of these approaches are described in 
the following sections: 
 Considering the probability density functions (PDFs) 

of the interruption statistics leads to a time dependent 
probabilistic approach to reliability analysis. 

 Factoring the economic costs of interruptions to 
customers (CIC) into the reliability analysis leads to 
estimates of the value at risk, a term widely used in 
the risk sector. 

 Surveying the customers’ perceptions of 
interruptions leads to a different, non-technical view 
of reliability in terms of social acceptance. 

 
4. TDPA ANALYSIS 

 
Most quality of Supply indices are not averages but 5% 
or 10% risk values or limits, as for example in respect of 

voltage magnitude and voltage dips. Edimu et al. 
developed a time-dependent probabilistic approach 
(TDPA) to reliability analysis of a power system 
subjected to interruptions caused by the various causes of 
faults listed in section 2 [5,6].  By taking cognizance of 
the time and seasonal dependence of faults, a 16-cell time 
matrix proposed by Herman and Gaunt [7], is used to 
describe frequency and duration of various fault 
categories, as shown in Table 1. 
 

Table 1.  A 16-cell time matrix with Beta PDF shape 
parameters defined for all or a specified sub-set of faults  

 

Period or 
season 

Daily time intervals (hrs) 

0000 - 0600 0600 – 1200 1200 – 1800 1800 – 2400 

 1 α11 β11 C11 α12 β12 C12 α13 β13 C13 α14 β14 C14 

 2 α21 β21 C21 α22 β22 C22 α23 β23 C23 α24 β24 C24 

 3 α31 β31 C31 α32 β32 C32 α33 β33 C33 α34 β34 C34 

 4 α41 β41 C41 α42 β42 C42 α43 β43 C43 α44 β44 C44 

 
Adopting the approach of modelling only the down states 
of the power system in a Monte Carlo simulation, it 
became possible to reduce the calculation time for a 
system reliability study by more than a factor of 30 
compared with the conventional approach [5].  Within 
any 6-hour window of Table 1, probability-based indices 
may be calculated for any chosen level of risk (or 
confidence) for use in operational procedures. The 
application is similar to that of a contingency analysis, 
except that in contingency analysis a different level of 
risk is associated with each fault possibility. 
Deterministic contingency analysis, assessing the effects 
of an (N-1) event, is appropriate for small systems, but as 
systems increase in size and complexity the possibilities 
of concurrent failure of more than one element, and risk 
of failure of parts of the system, become realistic, and can 
only by modelled probabilistically. The same TDPA can 
also be used for planning by extending the window of 
analysis from 6 hours to a full year, thereby correlating 
the seasonal and time-of-day availability of generation, 
likelihood of faults and load demand of the customers. 
Further, because a probabilistic method is used, selected 
levels of risk can be included by assigning a level of 
statistical confidence to the resultant PDFs of system 
failure. 
 

5. COST OF INTERRUPTIONS  
 
The financial impact of interruptions was briefly 
mentioned in section 2.  Dzobo et al. examined the 
effects of interruptions on various types of customers as 
well as at different times of the day and season of the 
year [8].  As in the case of the reliability assessment it 
was found that the Beta PDF could be used to describe 
CIC and that the time 16 cell time matrix was appropriate 
for explaining the variability in cost.  Dzobo et al. went 
on to demonstrate that customers could be categorised 
into segments, each with its characteristic CIC 
description [9]. 



Now, by combining the TDPA reliability analysis and the 
CIC concepts it is possible to consider a geographically 
located load bus within a power system, calculate the 
probabilistic frequency and duration statistics of likely 
faults, aggregate the load types and determine the likely 
cost of outages.  This value at risk can be expressed in 
monetary terms for a specified level of risk, for example 
in South Africa as Rands at risk: R@R. 
 
Various combinations of the cost of interruptions to the 
economy as a whole, a utility’s loss revenue, or the costs 
seen by customers allow the consequences of a 
probability-based loss of reliability to be assessed.  Such 
information expressed in monetary terms is useful for 
decision-making in financial and regulatory management. 
 

6. SOCIO-POLITICAL EFFECT 
 
The financial impact of interruptions on industrial and 
commercial customers can be assessed probabilistically 
using the R@R measure.  When interruptions are long 
and frequent the collective impact affects the economy of 
the community.  This leads to dissatisfaction with the 
services followed by the threat of disinvestment and can 
spill over into the socio-political area.  However since 
there are more individual residential customers the socio-
political impact on poor service is even greater.  This has 
been demonstrated in South Africa where protests and 
even riots have erupted. 
 
In a case study, approximately 230 households were 
surveyed in two low-income settlements in South Africa. 
One settlement comprised formal housing and the other 
only shacks, and both were fully electrified. Households 
were surveyed about a range of issues related to their 
energy use, one of which was their perceptions of the 
number of interruptions they experienced and overall 
satisfaction with the reliability of their electricity supply. 
Residents in the communities estimated the typical 
number of interruptions during winter months as 1.8 to 
2.6 incidents per month. Virtually all households reported 
that there were more frequent interruptions in winter than 
during summer months. In contrast, data provided by the 
utility indicates there were only 1 and 3 incidents per 
year, the average values over several years being 1.4 and 
2.2 interruptions per year. The average duration of 
interruptions was 2.7 hours and 2 hours respectively. 
 
More than 90% of respondents in the poorer area 
expressed dissatisfaction with the reliability of their 
electricity supply. In comparison, only 25% of the sample 
in the formal housing settlement expressed dissatisfaction 
with their supply.  
 
The seeming disparities between the perceptions of 
survey respondents and the utility’s data may arise from a 
number of reasons. First, the accuracy of self-reported 
data on recollections about past events in surveys is 
affected by recall bias. This is especially true for emotive 
topics, of which the quality of service delivery in South 

Africa is one. This information error could lead to 
respondents overestimating the number of outages they 
experience. Secondly, the utility collects data on 
interruptions at sub-station level, thus excluding low 
voltage incidents. Typical events affecting low voltage 
systems include weather related events, trees or 
vegetation interfering with lines, theft/vandalism,  meter 
failures and other technical faults. Thirdly, the utility data 
does not reflect momentary interruptions; only those of 
longer duration. The utility’s measured data could 
therefore under-estimate the number of interruptions, 
although the extent of such potential under-estimation 
cannot be determined. The omission of low voltage 
system and momentary interruptions from reliability 
indices is not unusual in South Africa. 
 
Poor reliability may compromise (to a degree) the 
beneficial societal outcomes of having access to an 
electricity supply for low-income customers. For low-
income residential consumers some of the potential 
impacts of unreliability may be direct financial loss 
where it interrupts economic activities, spoilage of food, 
inconvenience, increased feelings of vulnerability and 
crime on dark nights. Perhaps most significantly an 
unreliable electricity supply may increase the usage of 
and consequent risks associated with alternative fuels like 
paraffin and candles. Understanding the societal and 
economic impacts (for all sectors) may give more insight 
into what appropriate thresholds for an acceptable 
minimum level of utility’s reliability performance may 
be. 
 

7. DISCUSSION 
 
Conventional reliability measures based on deterministic 
methods using average values of fault duration and 
frequency have limitations.  Generally, they provide 
indices that are compared with standards adopted from 
historical performance or derived from other power 
systems.  Such indices do not reflect the basic purpose of 
power systems to supply electricity economically or to 
meet social requirements.   
 
In conventional long term planning approaches, known 
component failure rates are used in deterministic 
reliability analyses to predict SAIDI and SAIFI and 
indices of the energy not supplied, but these are average 
values and do not indicate the possible extremes that can 
arise.  Similarly, contingency analysis for (N-1) events to 
examine the operational risk of system interruptions 
compares possibilities with different probabilities of 
occurrence.   
 
These approaches may no longer be useful decision 
guides for more complex systems.   
 
The TDPA to reliability analysis incorporates both e 
dispersion of fault data and presents a range of outcomes 
according to the risk levels needed by system planners 
and operators.  Adding CIC data allows a value index, 



R@R, to be derived, which is consistent with other 
financial indicators associated with investment and risk 
exposure decisions.  The same analytical approach for 
system operations analysis is appropriate to system 
planning and is based on consistent data sets and 
confidence levels.  
 
Even as simple measures of system performance, SAIDI, 
SAIFI and MAIFI do not adequately reflect the 
perceptions of customers, partly because some of the 
interruption data are omitted from the indices by 
definition. Surveys of the social responses to 
interruptions indicate discrepancies between utility 
reliability indices and customer perceptions. It appears 
more research is needed in this area to inform utilities and 
regulators, and to establish objective standards of 
performance. Bringing together the technical and societal 
elements of reliability poses some interesting problems 
for researchers and regulators.   
 
In this last respect, there could be a requirement for 
inexpensive interruption monitors suitable for low 
voltage feeders.  Such monitors would be consistent with 
the concept of smart grids and fill the data gap not met by 
smart meters with a sampling cadence of only 15 
minutes.  The monitors should measure and distinguish 
between momentary and sustained interruptions as 
presently defined.  
 

8. RECOMMENDATIONS AND CONCLUSION  
 
The conventional indices for reporting the reliability of 
electricity supply appear to be inadequate for decision 
making in modern power systems.   
 
It is recommended that indices more closely related to 
value-based decision making are needed, and the R@R 
index derived from the TDPA reliability analysis should 
be considered in more detail for application in South 
Africa. 
 
Value based reliability measures will need to be 
supported by more comprehensive CIC data than already 
collected by researchers at UCT from residential, 
commercial and industrial customers, but the techniques 
for collecting the data efficiently have already been 
developed and published.   
 
At the same time, utility and regulatory staff will need to 
be trained in probabilistic reliability assessment. 
 
It also appears that broader assessment of the social and 
political responses of communities to interruptions is 

desirable, especially in the context of the present attitudes 
to electricity supply utilities in South Africa. 
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Abstract: The study of the power line network as a communications medium has been going on for a 

long time. Powerline communication technology is mainly used in last-mile and last-inch 

communication applications; that is, from the medium voltage transformer to the premises, and within 

premise communications. Even though this channel has its own challenges as a communication 

medium, research efforts are on-going that are geared towards the elimination of many of the channel 

impairments, or at least to mitigate their effects to acceptable levels. Most recently, there has been 

renewed interest in the use of the power line for the delivery of broadband services. However, the 

channel noise remains the greatest hindrance towards the realization of this dream. To that effect, in 

this paper, we study the channel noise in a broadband environment. We present broadband noise 

measurements and then develop a model that can be applied in optimizing the channel for 

communication purposes. 
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1. INTRODUCTION 

 

The possibility of using the power line channel for the 

transmission of voice and data services has received a lot 

of interest in the recent past. This interest is driven by the 

ubiquitous nature of the power network and the fact that 

the infrastructure is already in place. But, the usage of the 

power network as a communications medium is not a new 

idea at all. In fact, power lines have been used in low data 

rate transmissions for supervision, control and 

management functions in power grid. These low data rate 

applications have been utilized in the monitoring of 

power equipment, remote metering, and lighting control.  

However, the current research activities in the use of the 

power grid for communication purposes are geared 

towards provision of high data rate services. This means 

that the channel characteristics have to be adapted to 

accommodate the high data rate requirement. Thus, 

studies to develop models of the channel frequency 

response and channel noise are a very essential step 

towards the optimization of the power line channel for the 

delivery of high speed broadband services. These high 

speed broadband services include home equipment 

networking, fast internet access and voice over IP [1-5]. 

 

However, the realization of high speed power line 

communications (PLC) is not a trivial thing to do. This is 

a task that requires a full understanding of the channel 

characteristics, which tend to be completely different 

from those of their radio counterparts. The PLC channel 

is a very horrible channel for communication purposes 

since its channel frequency response is very dynamic and 

there is a lot of noise in the channel. The greatest 

impairments in the PLC channel are attenuation, 

multipath and noise effects. Multipath effects are caused 

by the back and forth reflections of the signal at the 

different nodes (cable joints) which produces echoes. 

Thus, different versions of delayed signal components 

will arrive at the receiver through different paths [2, 3, 6].  

 

Noise in power line networks is very different from the 

additive white Gaussian noise (AWGN) found in many 

other communication systems. The noise in PLC systems 

is non-white, non-Gaussian but additive. The noise 

manifests itself in two broad categories: background 

noise and impulsive noise. Background noise comprises 

of two main types, which are: coloured background noise 

and narrowband noise. Impulsive noise components are 

on the hand categorised as follows: noise that is non-

periodic and asynchronous to the mains frequency, noise 

that is periodic and synchronous to the mains frequency 

and finally noise that is periodic but whose repetition rate 

is different from that of the mains. Impulsive noise is the 

greatest cause of both bit and burst errors in data 

transmission. It is usually characterized by a short 

duration of occurrence but high power spectral density 

[6-8].  

 

Different research works have reported on PLC noise 

both in the time and frequency domain.  Most of the 

models are developed from measured data.  For example, 

Zimmermann and Dostert [7] have developed an 

impulsive noise model based on partitioned Markov chain 

from channel measurements. Also, Esmailian et al. [1] 

have also developed separate models for the background 

and impulsive noise.  

 

In this paper, our focus is to develop a channel noise 

model for application in broadband PLC networks. This 

model is developed using frequency domain data 
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collected through a noise measurement campaign lasting 

over six months.  The average indoor supply voltage in 

South Africa is 240 V at 50Hz. These measurements were 

carried out in different rooms at the department of 

Electrical, Electronic and Computer Engineering, Howard 

College, University of KwaZulu-Natal. The models are 

developed for the measured power spectral density (PSD) 

using alpha stable distribution. The choice of this 

statistical tool is informed by the long-tail characteristic 

of the measured PSD probability density function, and the 

fact that most natural and manmade phenomena are not 

necessarily Gaussian.  

 

 

2. ALPHA STABLE DISTRIBUTION 

 

Impulsive signals/noise are inherent in many 

communication and radar systems.  Such signals are 

usually characterized by many spikes, which in turn 

translate to a heavy-tailed non-Gaussian probability 

density function. In all of these applications therefore, it 

is very important that the distributional properties of the 

signal be properly characterized before any digital signal 

processing technique can be applied, such as detection 

and filtering. The stable distributions family has been 

shown to be an appropriate model for long-tailed 

distributions. Since the stable distribution contains the 

Gaussian distribution as a limiting case, it is applicable 

for signals that are impulsive or not [9].   

 

The stable distribution is preserved under convolution   

such that the sum of two independent random variables 

from a common stable distribution retains the same 

distribution [9, 10]. The closed form expression for this 

distribution does not exist, and therefore its formulation is 

given in terms of its characteristic function, given by [9-

11]: 

 

∅(𝑡) = {
exp {𝑖𝛿𝑡 − 𝛾𝛼|𝑡|𝛼 [1 − 𝑖𝛽sgn(𝑡) tan

𝜋𝛼

2
]} ,    𝛼 ≠ 1

exp {𝑖𝛿𝑡 − 𝛾|𝑡| [1 + 𝑖𝛽
2

𝜋
sgn(𝑡)𝑙𝑛|𝑡|]} ,    𝛼 = 1

            (1) 

 

Where  

sgn(𝑡) = {

1        𝑓𝑜𝑟 𝑡 > 0
0       𝑓𝑜𝑟  𝑡 = 0
−1   𝑓𝑜𝑟 𝑡 < 0

                          

 

−∞ < 𝛿 < ∞, 𝛾 > 0, 0 < 𝛼 ≤ 2, −1 ≤ 𝛽 ≤ 1 

 

 𝛼 is the characteristic exponent, 𝛿 is the location 

parameter, 𝛾 is the dispersion parameter and 𝛽 is the 

skewness parameter. The parameters 𝛼 and 𝛽 determine 

the rate at which the tails of the distribution decay. Thus, 

they determine the shape of the characteristic function. 

On the other hand, 𝛾 simply expands or dilates the 

characteristic function magnitude. It is analogous to the 

variance in the Gaussian distribution.   

 

The four-parameter alpha-stable family of distributions is 

a rich class, which includes three special limiting 

subclasses [12]: 

1) The Gaussian distribution, where, 𝛼 = 2 and 𝛽 = 0. 

 

2) The Cauchy distribution, where,  𝛼 = 1 and 𝛽 = 0 

 

3) The Levy distribution, also referred to as the Inverse 

Gaussian or Pearson V, where, 𝛼 = 1/2 and 𝛽 = 1. 

 

 Only for the above three special subclasses of stable 

distributions does a closed form of the density function 

exist.  Usually, a stable distribution model is constructed 

by first estimating the four parameters that define it from 

a set of data [9].  

 

There is an increasingly important and broad class of 

many manmade and natural phenomena found in many 

applications that is non-Gaussian and can be generally 

classified as impulsive.  Many signals and noise that 

belong to such a category are sharp spiked and experience 

occasional bursts of outlier observations than those 

expected in a normal distribution of signals. 

Consequently, their tails decay at a slower rate than those 

of the Gaussian density function.  Low-frequency 

atmospheric noise, underwater signals, lightning in the 

atmosphere, accidental hits in telephone lines and noise in 

power lines are just but some examples of impulsive 

phenomena that clearly deviate from the normality 

observed in the distribution of many other random 

variables. Middleton [13] has proposed some statistical-

physical models of electromagnetic interference, which 

are based on filtered-impulse mechanism. These models 

are however quite limited in that mathematical 

approximations have to be employed in the derivation of 

the model, which equates to changing the assumption that 

was made on the physics of the noise and this leads to 

ambiguities between the mathematical formulae and the 

physical scenario relationship. Thus, a better alternative 

to the Middleton’s models for electromagnetic 

interference would be the alpha stable family of 

distributions which are justified by the Central Limit 

Theorem, just like the Gaussian distribution. Also, the 

stable distribution is the only distribution that obeys the 

stability property. The stability property states that the 

summation of two independent stable random variables 

with the same characteristic exponent results in a random 

variable that is again stable and has the same 

characteristic exponent. Intuitively therefore, the stability 

property makes stable distributions very suitable 

especially in the modelling of random noise and uncertain 

errors [11-14].  

 

 

3. NOISE MEASUREMENT METHODOLOGY, 

RESULTS AND DISCUSSION 

 

Comprehensive frequency domain power line noise 

measurements were carried out in an indoor network 

environment at the department of Electrical, Electronic 

and Computer Engineering building at the University of 

KwaZulu-Natal, Howard College.  The noise 

measurements were carried out over period of six months. 



These measurements were carried out using a Rhode and 

Schwarz FS300 spectrum analyzer. Some of the captured 

noise waveforms are shown in Figure 1 below. 

 

 

 
 

Figure 1: Noise spectrum captured in two separate rooms  

 

 

From this figure, we see that the noise captured in room 

R01 is more impulsive than that captured in room 501. In 

fact, much of the noise captured in room 501 is 

background noise whose floor is around -49 dBm. From 

the many noise waveforms that were captured, we 

developed a probability density function for the noise 

power. This is shown in Figure 2 below. 

 

 

 
 

Figure 2:  Measured noise power probability density 

 

 

From Figure 2 above, we notice that the probability 

density function of the measured noise power possesses a 

long-tailed characteristic, an indication of the impulsive 

properties of the measured noise. This means that the 

noise distribution deviates from the Gaussian distribution. 

Thus, for the reasons explained above, we applied the 

alpha stable distribution to develop a noise model for the 

indoor PLC network using the measurements obtained. 

 

 

 

4. NOISE MODELING WITH ALPHA STABLE 

DISTRIBUTION 

 

As stated above we need to start by first estimating the 

four parameters of the stable distribution before we can 

come up with a model for the measured noise. Different 

numerical techniques have been fronted in literature to 

solve this problem. They include the methods proposed 

by Tsihrintzis et al. [13] that are based on fractional 

lower order moments, extreme value theory and order 

statistics, the empirical characteristic function (ECF) 

based methods found in [9, 15], and the quantile based 

methods, like that proposed in [16]. Quantile based 

methods are computationally less intensive and for this 

reason, we have chosen the method proposed in [16] for 

finding the parameters of the noise model in this paper. 

The parameter estimation procedure is explained next. 

 

McCulloch’s method [16] has less computational 

intensity when compared with empirical characteristic 

function (ECF) based Fourier methods. For this method, 

five pre-determined sample percentiles, that are 

accompanied by tables, for 𝛽 (-1, 1) and 𝛼 (0.6, 2.0), are 

used to consistently estimate the four parameters of the 

stable distribution.  

 

First we estimate the characteristic exponent 𝛼 and the 

symmetry parameter 𝛽 using the percentiles of the 

empirical distribution. We define: 

 

 

𝜐𝛼 =
𝑥0.95−𝑥0.05

𝑥0.75−𝑥0.25
                                   (2)  

 

And, 

𝜐𝛽 =
𝑥0.95 + 𝑥0.05 − 2𝑥0.25

𝑥0.95 − 𝑥0.05

           (3) 

 

 

Where 𝑥𝑝 is the empirical distribution 𝑝th percentile, 

having 𝜐𝛼 = 𝜙1(𝛼, 𝛽)  and 𝜐𝛽 = 𝜙1(𝛼, 𝛽), or by way of 

inversion, 𝛼 = 𝜓1(𝜐𝛼 , 𝜐𝛽) and 𝛽 = 𝜓2(𝜐𝛼 , 𝜐𝛽). Also,  

 

 

𝜓1(𝜐𝛼 , 𝜐𝛽) = 𝜓1(𝜐𝛼 , −𝜐𝛽)              (4) 

 

Bi-linear interpolation to estimate 𝛼 and 𝛽 is then carried 

out using tables developed for the functions  𝜓1(. ) and 

𝜓2(. ) for different values of 𝜐𝛼 and 𝜐𝛽. Similarly, the 

location parameter 𝛿 and the dispersion parameter 𝛾 are 

estimated using the corresponding tabulated functions 

and the previous estimates for 𝛼 and  𝛽.  

 

The four parameters obtained are shown in Table 1 below 

and the resulting model in Figure 3. From this model we 

see that the long-tailed characteristic of the measured 

noise pdf is very well captured. 
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Table 1: Alpha stable noise model parameters 

 
Method Characteristic 

exponent (𝛼) 

Symmetry 

Index (𝛽) 

Scale 
parameter 

(𝛾) 

Location 
parameter 

(𝛿) 

McCulloch 1.72 1 4.29 -45.69 

 

 
 

 
 

Figure 3: Alpha stable PLC noise model. 

 

Also, the measured noise pdf is fully skewed to the left 

and this is well captured as can be seen in Figure 3 and 

Table 1 (𝛽 = 1). Also, the location of the pdf is very well 

approximated going by the location parameter in Table 1 

and referring back to Figures 2 and 3. However, we note 

that the sharp peaked characteristic of the measured noise 

pdf is impossible to capture fully. All in all, we can 

comfortably say that the noise model obtained is a good 

fit for the measured noise characteristics. 

 

 

5. CONCLUSION 

 

In this paper, we have presented an alternative technique 

for the characterizing and modelling of the noise in 

indoor power line networks. The measured noise 

characteristics have been found to be long-tailed, an 

indication that the noise is impulsive and the tails decay 

at a slower rate than those of the Gaussian distribution. 

Possible avenues for future research would involve more 

noise measurements and alternative modelling 

techniques, as well as the application of the noise model 

in the design of a more robust PLC system.  
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Abstract: After permanent faults occur on the Eskom Distribution network fault analysis will be done 

by the Operator on site or by the Protection Technician in order to determine the physical location of 

the fault. This is done using the software provided for the Protection device or additional recording 

equipment that has been installed in the substation.  Over the past five years a trend has been 

developing where the distance to fault information supplied to assist in finding the fault is inadequate.  

This paper seeks to solve the inaccurate display of the distance to fault calculation on radial feeders 

with YNd1 TRFRs on the remote side within the Eastern Cape in order to improve fault location 

times.  Fault simulation testing was performed to prove the relay settings and masking.  A comparison 

will be done on three different devices that provide distance to fault. 

 

Keywords: Distance to fault; DTF; Zero sequence current flow; Radial feeders; Earth return path. 

 

 

 

1. INTRODUCTION 

1.1 Problem Statement 

 

Protective relays are installed throughout the Eskom 

network to remove faulty equipment from service as fast 

and as accurate as possible when a fault condition occurs. 

A well-known protective philosophy that is applied in the 

Eastern Cape Operating Unit on the distribution lines is 

distance/impedance protection. After a permanent fault 

has tripped and locked out a feeder breaker, there are 

facilities available on the relay to assist the field 

technicians with identifying the fault location which 

speeds up the “locate and repair” process. 

Calculated values for the distance to fault (DTF) values 

on “Glenden – Fort Beaufort” 66kV feeder is giving 

incorrect fault locations. This line is currently protected 

by the Asea Brown Boveri (ABB) REL511 relay. 

After faults have occurred the calculated DTF provided 

by the relay is either 0% or 100%. 

After considering the implications of what 0% or 100% 

of the line is, it is clear that the fault would either be 

directly after the CTs on the local site towards the remote 

side or just before the CTs on the remote side. This 

scenario seems rather unlikely. 

 

1.2 Sub Problems 

 

Sub Problem 1: Incorrect DTF values result in 

unnecessary delays when patrolling the line in order to 

locate and repair the fault which negatively impacts on 

System Average Interruption Duration Index (SAIDI) 

and System Average Interruption Frequency Index 

(SAIFI) statistics. The additional time spent looking for 

the fault also impacts negatively on the safety of Field 

Staff. 

 

Sub Problem 2: The three pieces of equipment to be 

investigated are manufactured by three different 

companies and use different algorithms for calculating 

DTF: 

 

Sub Problem 3: Control Officers at the Control Centre 

who monitor the Eskom network do not have direct 

access to DTF values. 

 

2. OUTLINE OF THE STUDY 

 

The existing ABB REL511 relay will be investigated to 

determine whether there are any errors in the settings or 

the masking that has been applied. 

As a relay will only perform the job it has been assigned 

in the logic or masking, the most probable cause of the 

relay incorrectly displaying the DTF is incorrect settings, 

disabled logic, disabled masking settings or even 

malfunctioning of the relay. 

 

3. FAULT TYPE FOCUS AREA 

 
Up to 85% of all faults on the Eskom Network are single 

phase to earth faults [1]. For the purpose of this study the 

focus will be on this type of fault. 

 

4. CIRCUIT DIAGRAM OF NETWORK 

 

The line in question is the “Glenden – Fort Beaufort” 

66kV feeder and is shown in Figure 1. The line is fed 

from Poseidon Substation (S/S). 

mailto:charlene.snyman@eskom.co.za
mailto:anthony.marks@nmmu.ac.za


 
 

Figure 1: Circuit diagram of network feeding Fort Beaufort S/S 

 

5. NORMAL OPERATION OF DISTANCE 

PROTECTION 

 

When rated load flows through a line the relay uses 

the measured currents and voltages to calculate the 

impedance from the CTs to the load [1]. This 

impedance will fall within the load area as shown in 

Figure 2 which is considered as normal operation. 

The reactance and resistances can be represented as 

secondary or primary ohms. 

 

 
 

Figure 2: Load seen by distance protection 

 

6. DISTANCE TO FAULT 

 

When a fault occurs the secondary measured 

impedance will be converted to a DTF value either 

in kilometres or percentage of the line. 

The distance to fault is seen as the distance from the 

CTs to the physical permanent fault. 

 

7. CIRCUITS FOR CALCULATION OF 

ASYMMETRICAL FAULT 

 

When an asymmetrical single phase to earth fault 

occurs a single line makes contact with the general 

mass of earth. 

The positive, negative and zero sequence networks 

are considered for asymmetrical faults. 

The impedance networks are connected in series [2] 

in order to analyse single phase to ground 

asymmetrical faults as shown in Figure 3. 

 

 
 

Figure 3: Generic sequence impedance networks 

 

Considerations are to to be made for the zero 

sequence circuit of the transformers in circuit. The 

„a‟ legs are closed when that side of the TRFR is an 

earthed Star (Y) connection. In Figure 4 the „a‟ leg 

on the Primary side of the TRFR is labelled as 

“Aprim” and on the Secondary side as “Asec”. 

The „b‟ legs are closed when the connection is Δ. In 

Figure 4 the „b‟ leg on the Primary side of the 

TRFR is labelled as “Bprim” and on the Secondary 

side as “Bsec”. 

The transformers found at Glenden and Fort 

Beaufort Substations are YNd1 which will affect the 

zero sequence current flow during earth faults. For 

all these transformers the “Aprim” and “Bsec” links 

will be closed as shown in Figure 4. 

 

 
 

Figure 4: Zero sequence circuit of TRFRs 



 
 

Figure 5: Positive sequence impedance network 

 

 
 

Figure 6: Negative sequence impedance network 

 

 

 
Figure 7: Zero sequence impedance network with fault located 60% of line 

 

 

8. CALCULATION OF ASYMMETRICAL FAULTS 

 

The current distribution principle that will be experienced 

during a fault on the “Glenden – Fort Beaufort” 66kV 

line on the red phase is shown in Figure 8. The generic 

asymmetrical fault calculations do not consider this zero 

sequence circulation path created by the TRFR at Fort 

Beaufort S/S resulting in zero fault current in the 

unfaulted phases. 

 

 
 

Figure 8: Current distribution for earth fault [1] 

 

The sequence fault current is calculated with Formula 1: 

 

                  
 

        
                            (1) 

In order to calculate the voltage drops across items of 

plant in the zero sequence impedance network as well as 

the fault current in the white and blue phases, the current 

divider rule is used to calculate the branch currents. See 

Figure 7 for the circuit diagram. 

                       
         

                    
        (2) 

                                                      (3) 

As seen in the zero sequence network in Figure 7, current 

will flow through Branch A which is the neutral of the 

Fort Beaufort TRFR. This current will be flowing out of 

the red phase of the TRFR at Fort Beaufort S/S towards 

the fault. This current will cause a circulating current in 

the Delta secondary winding. As the TRFR must 

maintain ampere-turns balance [3] there will be a 

resulting current flowing out of the white and blue phases 



of the Star primary winding. Due to the current 

convention of the arrows drawn it can be seen that when 

describing the current at the “Glenden – Fort Beaufort” 

relay the current is 180° out of phase. The angle of both 

the white phase and blue phase currents will have 180° 

added to them. The red phase current is calculated with 

Formula 4: 

 

                                                                   (4) 

 

The calculated fault current on the red phase contains 

three different elements: 

 The zero sequence current from the red phase 

winding at Fort Beaufort S/S. 

 The white and blue phase currents from the TRFR at 

Fort Beaufort via Glenden S/S. 

 The earth fault current supplied from the source. 

 

In order to calculate the current that will be flowing 

through the red phase at Glenden S/S, the fault current 

will need to subtract the current that joins at the point of 

the fault from the red phase winding of the TRFR at Fort 

Beaufort. 

Fault sequence voltages are described by Formulas 5 to 7. 

 
                                                                (5) 

                                                             (6) 

                                                             (7) 

With       
  

√ 
 
     

√ 
         and α as 120° the 

fault voltages at the point of the fault are calculated with 
Formulas 8, 9 and 10. 

                                                                   (8) 

    
                                                             (9) 

        
                                                       (10) 

 

In order to test this fault condition at Glenden S/S the 

voltage drop across the impedance of the circuit has to be 

considered. The derived formulas used are: 

 

                (               )            (11) 

        ((      (               )))           (12) 

The volt drops due to fault impedance and line 

impedance: 

                                         (13) 

                                                                  (14) 

The voltages that need to be used for testing at Glenden 

Substation are calculated with Formulas 8, 9 and 10 with 

the sequence voltages calculated with Formulas 11, 12 

and 14 for the primary values. 

To obtain the secondary injection values the primary 

values are multiplied with the CT/VT ratio [4, 5]. For the 

“Glenden – Fort Beaufort” 66kV Feeder the CT ratio is 

200/1 A and the VT ratio is 66kV/110V. 

The CT VT ratio is   
     

     
   

     

         
       ̇. 

The resulting current flow is shown in Figure 9. The 

positive and negative sequence current is shown 

separately in order to prevent confusion with the zero 

sequence current flow. 

For this specific current flow diagram it is assumed that 

most of the zero sequence current will flow up the neutral 

at the Fort Beaufort TRFR. When this assumption is no 

longer valid, the current flow diagram becomes a lot 

more complex due to the current splitting up the neutrals 

of the TRFRs at Glenden as well as the TRFR at Fort 

Beaufort S/S. 

The positive and negative sequence current in Figure 5 

and Figure 6 show that the current can only flow through 

the source impedance, where the zero sequence current is 

shown to flow through many parallel paths in Figure 7. 

 

9. FAULT DESCRIPTION SUMMARY 

 

In order to simulate various fault conditions on this line 

the required secondary voltages and currents were 

calculated and are summarised in Table 1, for the 

following fifteen fault locations. RWB is a symmetrical 

fault; R-E is a red phase to earth fault. 

Test 1 - RWB no fault resistance 73.21% of the line 

Test 2 - RWB no fault resistance 95.79% of the line 

Test 3 - RWB fault resistance 3.05254 ohm 73.21% of 

the line 

Test 4 - RWB fault resistance 3.05254 ohm 95.79% of 

the line 

Test 5 - RWB double fault resistance 95.79% of the line 

No remote TRFR at Fort Beaufort S/S: 

Test 6 - R-E no fault resistance 73.21% of the line 

Test 7 - R-E no fault resistance 95.79% of the line 

Test 8 - R-E fault resistance 3.05254 ohm 73.21% of the 

line 

Test 9 - R-E fault resistance 3.05254 ohm 95.79% of the 

line 

Test 10 - R-E double fault resistance 95.79% of the line 

Remote TRFR in circuit: 

Test 11 - R-E no fault resistance 73.21% of the line 

Test 12 - R-E no fault resistance 95.79% of the line 

Test 13 - R-E fault resistance 3.05254 ohm 73.21% of the 

line 

Test 14 - R-E fault resistance 3.05254 ohm 95.79% of the 

line 

Test 15 - R-E double fault resistance 95.79% of the line 



  

 
 

Figure 9: Sequence current flow during Red phase earth fault on “Glenden – Fort Beaufort” line 

 

Table 1: Test currents and voltages summary 

 
 

10. TEST RESULTS 

 

10.1 REL511 from ABB 

 

Settings had to be changed within the REL511 General 

Fault Criteria (GFC) settings in order to provide accurate 

DTF values. The existing relay situated on the Fort 

Beaufort 66kV feeder could not provide an accurate DTF  

when an earth fault occurred with the remote TRFR in 

service due to the relay selecting the wrong fault loop 

with which to perform DTF calculations. 

 

By disabling the “Z>” setting and enabling the “I>” 

setting, the GFC would determine what kind of fault had 

occurred by only using current levels. 

The test results are summarised in Table 2 and it can be 

seen that good accuracy is achieved for Tests 1 through 

Test

1 4.99  -54.67 ° 4.99  -174.67 ° 4.99  65.33 ° 23.79  -10.85 ° 23.79  -130.85 ° 23.79  109.15 °

2 4.48  -53.55 ° 4.48  -173.55 ° 4.48  66.45 ° 27.95  -9.73 ° 27.95  -129.73 ° 27.95  110.27 °

3 4.76  -51.10 ° 4.76  -171.10 ° 4.76  68.90 ° 26.40  -14.58 ° 26.40  -134.58 ° 26.40  105.42 °

4 4.29  -50.38 ° 4.29  -170.38 4.29  69.62 ° 30.07  -12.33 ° 30.07  -132.33 ° 30.07  107.67 °

5 4.10  -47.48 ° 4.10  -167.48 ° 4.10  72.52 ° 32.16  -14.02 ° 32.16  -134.02 ° 32.16  105.98 °

6 4.49  -60.56 ° 0.00  0.00 ° 0.00  0.00 ° 31.50  -7.33 ° 64.96  -115.43 ° 58.18  118.57 °

7 3.90  -59.59 ° 0.00  0.00 ° 0.00  0.00 ° 35.78  -6.36 ° 64.67  -116.00 ° 58.90  118.70 °

8 4.33  -57.10 ° 0.00  0.00 ° 0.00  0.00 ° 33.19  -9.97 ° 64.59  -115.52 ° 58.47  118.33 °

9 3.77  -56.60 ° 0.00  0.00 ° 0.00  0.00 ° 37.06  -8.13 ° 64.41  -116.07 ° 59.13  118.52 °

10 3.65  -53.81 ° 0.00  0.00 ° 0.00  0.00 ° 38.39  -9.49 ° 64.16  -116.16 ° 59.36  118.38 °

11 4.72  -58.68 ° 0.96  113.12 ° 0.96  113.12 ° 28.52  -7.15 ° 61.54  -110.35 ° 56.19  112.28 °

12 4.22  -57.49 ° 1.08  112.14 ° 1.08  112.14 ° 31.98  -6.03 ° 60.95  -110.13 ° 56.49  111.70 °

13 4.50  -54.38 ° 0.91  117.43 ° 0.91  117.43 ° 30.84  -11.02 ° 60.84  -110.91 ° 57.13  112.21 °

14 4.04  -53.49 ° 1.03  116.14 ° 1.03  116.14 ° 20.34  -9.04 ° 60.30  -110.71 ° 57.40  111.69 °

15 3.85  -49.83 ° 0.98  119.80 ° 0.98  119.80 ° 21.54  -11.08 ° 59.79  -111.31 ° 58.22  111.80 °

IA (A) IB (A) IC (A) VAN (V) VBN (V) VCN (V)



13, but during faults at the far side of the line with high 

fault impedance, the DTF becomes less accurate. E.g.: 

This line is 31km long in total and for Test 15 the relay 

will indicate that the fault occurred at 58.4% (or 18.1km), 

even though it occurred at 95.79% (or 29.69km). 

 

Table 2: Test results for REL511 

Test Simulated DTF Relay DTF 

1 73.21% 72.7% 

2 95.79% 95.1% 

3 73.21% 69.4% 

4 95.79% 91.9% 

5 95.79% 100% 

6 73.21% 78.5% 

7 95.79% 100% 

8 73.21% 73.3% 

9 95.79% 100% 

10 95.79% 100% 

11 73.21% 71% 

12 95.79% 95.5% 

13 73.21% 73.8% 

14 95.79% 57.9% 

15 95.79% 58.4% 

 

10.2 SEL321 

 

By setting up a SEL321 to mimic the settings of the 

REL511, the results obtained are summarised in Table 3. 

The SEL321 was found to be consistently accurate in 

providing DTF, but it would trip in the incorrect distance 

zone for most faults which is a concern. 

 

Table 3: Test results for SEL321 

Test Simulated DTF Relay DTF 

1 22.7 km 22.65 km = 73.1% 

2 29.69 km 29.63 km = 95.6% 

3 22.7 km 22.66 km = 73.1% 

4 29.69 km 29.64 km = 95.6% 

5 29.69 km 29.66 km = 95.7% 

6 22.7 km 22.69 km = 73.2% 

7 29.69 km 29.65 km = 95.6% 

8 22.7 km 22.68 km = 73.2% 

9 29.69 km 29.65 km = 95.6% 

10 29.69 km 29.65 km = 95.6% 

11 22.7 km 22.02 km = 71% 

12 29.69 km 17.85 km = 57.6% 

13 22.7 km 22.69 km = 71% 

14 29.69 km 29.68 km = 95.6% 

15 29.69 km 29.69 km = 95.6% 

 

 

10.3 Sherlog recorder from KoCos 

 

Accurate DTF obtained for symmetrical faults, but the 

recorder could not be set up for providing earth fault 

DTF, hence only Tests 1 through 5 results are tabulated in 

Table 4. 

Table 4: Test results for Sherlog recorder 

Test Simulated DTF Sherlog DTF 

1 22.7 km 22.97 km = 74.1% 

2 29.69 km 29.31 km = 94.5% 

3 22.7 km 26.73 km = 86.2% 

4 29.69 km 29.88 km = 95.8% 

5 29.69 km 29.42 km = 94.9% 

 

11. CONCLUSION 

 

After testing the REL511, SEL321 and Sherlog recorder 

it has become clear that the settings applied to these 

devices within the Eastern Cape Operating Unit do not 

take the zero sequence impedance circuit into 

consideration. The required settings that are considered 

only involve the line parameters. 

 

11.1 Accuracy comparison 

 

The test results obtained show that the DTF accuracy 

provided by all three devices are accurate for symmetrical 

faults but have the following issues: 

 REL511 is inaccurate for earth faults once the TRFR 

at Fort Beaufort is introduced unless the “Z>” setting 

is disabled. This forces the relay to recognize the 

fault loop by fault current alone. This may not be the 

best solution, as it would be preferable to define the 

faulty phase by impedance measured. 

 SEL321 is accurate for all fault types to provide 

DTF, but operates in the incorrect zone. 

 Sherlog recorder zero impedance setting could not be 

set to provide DTF for earth faults. 

 

The REL511 is the best performing relay in the regard 

that it operates in the correct zones and provides a 

relatively good DTF function. 

 

11.2 Prefault conditions 

 

While testing all three devices it was noted that the 

REL511 and SEL321 require a few seconds of healthy 

voltages and currents before it provides a stable DTF 

value. 

 

It is therefore important to note that all the tests 

performed had to be done using a State Sequencer test 

module within the Omicron Test Universe 2.41 SR 1 

software which is set up to provide 5 – 15 seconds of 

nominal voltage and a three phase load of about 70A 

which simulates normal load conditions. 

 

11.3 Hypothesis 

 

The original hypothesis suggests that the most probable 

cause for the inaccurate DTF is incorrect settings, 

disabled logic, disabled masking settings or 

malfunctioning of the relay. It has now been proven that 

the faulty DTF is a direct result of incorrect settings on 

the relay. The hypothesis has thus been proven. 



12. RECOMENDATION 

 

The testing performed on the REL511, SEL321 and 

Sherlog recorder has made it evident that the settings 

applied are not considering the zero sequence impedance 

circuit in order to provide an accurate DTF for earth 

faults. Further recommendations per device are given 

below: 

 

12.1 REL511 

 

GFC settings to be redone taking zero sequence 

impedance circuit in consideration. When the settings can 

accurately predict the DTF, the “Z>” setting will have to 

be switched back on. 

In order to obtain correct DTF values the following GFC 

settings were changed: 

IP> 110% IN> 120% 

Switch Operation I> on and switch Operation Z> off. 

 

12.2 SEL321 

 

Initiate investigation into the incorrect tripping as 

subsequent simulations performed in DIgSILENT 

indicate that the relay should have tripped in the correct 

zones, but during testing the relay did not behave in this 

manner. 

 

 

12.3 Sherlog Recorder 

 

Sherlog Recorder – Engage KoCos technicians further 

and determine zero impedance setting for radial feeders 

with YNd1 transformers. This will have to be taken up by 

the Settings Department within Eskom in order to find 

and apply the required settings. 

 

Sherlog recorder zero impedance setting cannot be 

accurately set, further investigation is required as the 

scope of this paper was to fix the DTF on the REL511 

and time constraints limited the function checking of the 

Sherlog recorder. 

 

15. REFERENCES 

 

[1] Eskom, "Protection guide: Line distance Protection 

up to and including 132kV," vol. SCSAGAAI0, ed, 

2003.  

[2] A. E. Guile and W. Paterson, Electrical Power 

Systems: Pergamon Press, 1977. 

[3] Eskom Power Systems Skill Program Module 3 - 

Power Transformers: Netgroup Academy, 2010. 

[4] G. Alworthy, "Eskom Manual Compilation: 

Impedance Protection," ed, January 1999. 

[5] ABB. (2007). Application manual: Line distance 

protection terminal REL 511*2.5. Available: 

http://www.abb.co.za/product/db0003db004281/b9a

37ab9e515e64dc1257a7200451594.aspx 
 



MEASUREMENT OF SWITCHING SURGES AND RESONANCE
BEHAVIOUR IN TRANSFORMER WINDINGS

Cedric. A Bandaa∗ and Dr John M. Van Coller∗

∗ School of Electrical and Information, Private Bag 3, Wits 2050, South Africa E-mail:
cedric.banda@students.wits.ac.za & john.vancoller@wits.ac.za

Abstract: Internal winding resonance is a phenomenon which can lead to overvoltages within
transformer windings. This paper will address resonance behaviour in transformer windings using the
Multi-conductor Transmission Line (MTL) model. The aim in using the MTL model is to determine
the turns between which insulation breakdown can occur due to internal winding resonances. Since an
internal winding resonance can be excited when a frequency component of an incoming surge equals a
resonance frequency of the transformer, measurement of the switching surges generated when switching
a transformer with a vacuum circuit breaker were conducted. Results of the pre-strike behaviour also
indicated high du/dt which could lead to stressing of the end-turn insulation of the transformer.
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1. INTRODUCTION

Switching transients due to vacuum circuit breakers can
lead to resonant over-voltages in wind turbine step-up
transformers. In medium voltage networks the switching
of vacuum circuit breakers [1], [2] can result in re-ignitions
and pre-strikes. These can lead to high-frequency
oscillations with also high du/dt resulting in stressing of the
end-turn insulation of the transformer. A more prominent
problem is resonance phenomena in transformer windings
which can be classified as either internal resonance or
external resonance. External resonance occurs due to
cable and transformer interaction such that the natural
frequency of the supplying cable matches the natural
frequency of the transformer. This is more common in
wind turbine transformers where energization may result
in cable-transformer resonant transients [3]. Onshore wind
farms can have a vast cable network with lengths of up
to 600m. If the quarter wave frequency of such cables
is in the vicinity of the resonant frequencies of wind
turbine transformers, resonant overvoltages may occur on
the LV terminal of step-up transformers and inside HV
windings [3]. Internal resonance occurs when a frequency
component of the incoming surge equals a resonance
frequency of the transformer winding. These resonant
over-voltages can result in a flashover from the windings
to the core or between the turns [4]. However it should be
noted that internal winding resonances will not necessarily
result in immediate breakdown, but may result in partial
discharges, which will further aid in insulation degradation
and ultimately failure [1]. Measurement of resonance
overvoltages cannot be done at the transformer terminals
since they occur inside the windings. Special prototype
transformers are usually constructed for the measurement
of these overvoltages or through an analytical high
frequency model of a transformer. In the literature, two
high frequency modelling techniques are usually employed
which are the Multi-conductor Transmission Line (MTL)
model and the RLC ladder equivalent circuit [5], [6],
[7], [8]. The MTL model is usually used for analysis

of fast transients with frequency components above 1
MHz whereas the RLC ladder equivalent circuit for
transients up to 1 MHz [8]. In [9], a special prototype
wind turbine step-down transformer was designed for
the purpose of analysis of resonant overvoltages in wind
turbine transformers. The special prototype transformer
was a 11/0.24 kV 500 kVA transformer with three different
winding designs which are pancake, layer and disc winding
[3]. Results show that a layer winding is more likely to
have a higher transferred overvoltage to the LV terminal
than disc and pancake windings. However the layer
and pancake windings have lower values with regards to
resonance over-voltages inside the windings compared to
the disc winding. This paper deals with the calculation
of the inter-turn overvoltage using transformer parameters
from [6] and the measurement of switching transients
obtained at wind farm.

2. BACKGROUND THEORY

Analysis of the voltage distribution within the transformer
windings can be represented by a group of interconnected
and coupled transmission lines as shown in Figure 1.

Figure 1: Multi-conductor Transmission Line model

Figure 1 shows a model representation of the HV and LV



windings. With reference to SANS 60076-3, transferred
voltages have both a capacitive and inductive character
which are presented by CHL and LHL respectively in Figure
1. The coupled transmission lines can be described by the
Telegraphers equations: Equation 1 and Equation 2:

d2V
dx2 =− [Z] [Y ] (1)

d2I
dx2 =− [Z] [Y ] (2)

where V and I are the incident voltage and current vectors
respectively. Z and Y are the impedance and admittance
matrices of the line respectively. The Telegraphers
equations can be solved to find the voltages and currents at
a distance x as shown in Equation 3 and Equation 4 [10].

Vx =V1e−[P]x +V2e[P]x (3)

Ix = Yo

(
V1e−[P]x−V2e[P]x

)
(4)

Applying boundary conditions to the solution of Equation
3 and Equation 4 it is possible to express the sending end
(S) and receiving end (R) voltages as shown in Equation
5 [6]:

[
IS
IR

]
=

[
A −B
−B A

][
VS
VR

]
(5)

where:
A = Y Sγ

−1 coth(γl)S−1 (6)

B = Y Sγ
−1cosech(γl)S−1 (7)

and IR and IS are the current vectors at the receiving and
sending end respectively. VR and VS are the voltage vectors
at the receiving and sending end respectively. In Equation
6 and Equation 7: S is the matrix of eigenvectors and γ2 is
the matrix of eigenvalues of the matrix ZY. l is the length
of the line. Further simplification of Equation 5 results in
the following:



IS1
IS2
·
·

ISn
IR1
IR2
·
·

IRN


=

[
A −B
−B A

]


VS1
VS2
·
·

VSn
VR1
VR2
·
·

VRN


(8)

From Figure 1 it is possible to apply the following
identities to Equation 8 [11]:

Ir1 = −Is2 Ir2 = −Is3 −Irn = Vrn/Zt Vrl = Vs2
Vr2 =Vs3 ...

This will enable matrix reduction techniques to be applied
without altering the system equations. The result is
Equation 9.


IS1
0
·
·
0
0

=

 Y




VS1
VS2
·
·

VSn
VRn

 (9)

where Y is an n x n matrix. The termination impedance
for the transformer winding Zt in Figure 1 is assumed to be
10−9 Ω [12]. If the current IS1 is eliminated from Equation
9 then Equation 9 can be re-written as shown in Equation
10 to solve for the voltages at any arbitrary turn k.


VS2
VS3
·
·

VSn

=


H1
H2
.
.

Hn−1




VS1
0
·
·
0

 (10)

where the magnitude of the transfer function at turn k
relative to the input can be calculated as [5]:

Hk =
YY(k+1,1)

YY(1,1)
k = 1,2, · · · ,n−1 (11)

YY is the inverse matrix of the matrix Y in Equation 9 and
H is a square matrix of order (n-1) x (n-1). It should be
noted that surge transference from HV to LV winding as
depicted in Figure 1 will not be the focus in this paper.

3. PARAMETER CALCULATION OF A
TRANSFORMER WINDING

In [6] and [13] Liang showed how to model transformer
windings for the analysis of resonant overvoltages.
A core-type transformer was used and the winding
parameters shown in Table 1 will be used in this paper [13].

The impedance Z = R + j ωL and admittance Y = G + jωC
matrix of Equation 1 and Equation 2 are calculated as:

Z =

[
jωL +

(
1

2(d1 +d2))

)
·
√

πfµ
σ

]
(12)

Y = ( jω + ω tanδ) C (13)

where µ and σ are the permeability and conductivity of the
conductor. d1 and d2 are the diameter of the conductor.



Table 1: Main Parameters of the winding
Number Of discs 18
Turns per disc 10
Conductor width [mm] 6.95
Conductor height [mm] 11.2
Average turn length [m] 1.4828
Thickness of inter-turn insulation [mm] 3.00
Relative permittivity of inter-turn insulation 3.5
Conductor conductance [s ·m−1] 3x107

Inter-turn capacitance (Ck) [pF ·m−1] 120
Inter-section capacitance (Cs) [pF ·m−1] 10
Turn to core capacitance (Cg) [pF ·m−1] 15

In (12) the real part takes into account the skin effect
at high frequencies [13]. The real part of Equation 13
represents the dissipation factor (tan δ) or dielectric losses
[5], [12]. It should be noted that tan δ is frequency,
moisture and temperature dependent and will influence
the admittance matrix greatly at higher frequencies. An
approximate equation for tan δ (Equation 14) was used
to model the frequency dependency of the transformer
insulation [3].

tan(δ) = (1.082x10−8) ·2π f +5.0x10−3 (14)

The capacitance and inductance matrix were calculated as
follows:

3.1 Capacitance

The capacitance matrix C was formed as follows in [12]:

Ci,i capacitance of layer i to ground and the sum
of all other capacitances connected to layer i

Ci, j capacitances between layers i and j taken with
negative sign (i 6= j)

It should be noted that the capacitance matrix is crucial
especially for the determination of the transient voltages
between the turns.

3.2 Inductance

The inductance matrix is calculated from two parts. The
first is directly from the capacitance matrix C if the
following assumptions are made [11]:

1. High frequency magnetic flux penetration into the
iron laminations and transformer core is negligible.

2. The magnetic flux will be constrained within the paths
of the insulation.

The first inductance matrix can then be obtained using
Equation 15:

Ln =
εr

v2 ·C
−1 (15)

where v is the velocity of light in vacuum and εr is
the relative permittivity of the insulation (in this case
equivalent permittivity of the air and paper combination).
The second part of the inductance takes into account the
flux internal to the conductor [13]. It is given by:

Li =
R
f

(16)

where R is from the real part of Equation 12. The total
inductance matrix can be expressed as:

L = Ln + Li ·En (17)

where En is a unit matrix of size nxn.

4. COMPARISON WITH PREVIOUS WORK

As previously mentioned, this work was done by Liang
in [6] and [13]. The aim of redoing Liang work was
to validate the work that was done earlier and test the
validity of the developed algorithm. From then on the
algorithm will be applied to transformers at a wind farm
to try to explain if failure could be caused by resonance
behaviour. Resonance phenomena in transformer windings
is usually brought about if the frequency components
of the switching surges matches one of the resonant
frequencies of the transformer winding. The high
frequency components lead to destruction of the insulation
and breakdown tends to occur in the turns close to the
led-in end [13].

Figure 2: Magnitude of the transfer function of turn 20 relative
to the input

Figure 2, Figure 3 and Figure 4 show the magnitude profile
at different turns. An important characteristic to note
from the waveforms is that the magnitude of the high
frequency components decreases as the number of turns
increase down the transformer winding. The waveforms



Figure 3: Magnitude of the transfer function of turn 40 relative
to the input

Figure 4: Magnitude of the transfer function of turn 60 relative
to the input

produced show a resonant frequency around 5 to 6 MHz.
Comparison with the results obtained by Liang in [13]
reveal that the waveforms follow the same profile although
the magnitude of some frequency components do not
correlate. This could be as a result of the approximation for
the calculation of tan(δ) and also the assumed termination
impedance of Zt = 10−9Ω. However the results of Figure
2, Figure 3 and Figure 4 are a good enough approximation
to visualize the resonance phenomena in transformer
windings and the possible determination of inter-turns
breakdown.

4.1 Measurement of switching transients

As discussed earlier, internal resonance occurs when
one of the frequency components of the incoming surge
equals a resonance frequency of the transformer winding.
Switching transients tests were conducted on a Wind

turbine transformer. The tests involved the following:

1. Energizing the transformer during no-load.

2. Disconnecting the transformer during no-load.

Measurement of the three MV phase-to-earth voltages
were made by use of a capacitive voltage divider on
each phase. The MV bushing screen had a measured
capacitance of 32 pF and an additional capacitance of
10 nF was externally mounted in series with the bushing
screen terminal and the transformer tank which provided
local earth. The resulting voltage division ratio was 313.
Figure 5 shows the measurement setup with the FLUKE
1750 connected to the phase conductors.

Figure 5: Measurement setup for recording transients

4.2 Energizing the transformer during no-load

Energization of the transformer from always results in
at least one pre-strike per phase [14]. During the
contact making process of the vacuum circuit breaker,
generation of high du/dt transients can occur at the
transformer terminals leading to over-voltages within a
few milliseconds [15]. This behaviour can be observed
from the measured transients in Figure 6. Analysis of
the waveform in Figure 6 reveals a pre-strike behaviour
with high du/dt which could result in the development of
resonance overvoltages within the transformer winding.

4.3 Disconnecting the transformer during no-load

On disconnection of the VCB higher over-voltages can
occur if the arc re-ignites after the first current interruption
[16]. If the VCB is not able to quench the arc, multiple
re-ignitions can occur and with each re-ignition, the
voltage escalates resulting in higher over-voltages. No
significant over-voltages were measured on de-energizing
of the transformer.

5. DISCUSSION

In this paper a study into resonant overvoltages has been
presented. White box models such as the MTL model
and RLC model require the precise geometry of the
transformer windings. In this paper since the actual
parameters of the wind turbine transformers were not
known, external transformer parameters where chosen to
illustrate resonance phenomena in transformer windings.
However the model has several limitations. Firstly an



Figure 6: Measured pre-strike behaviour on closing of the vacuum circuit breaker

assumed value of the termination impedance was used.
According to [12], to eliminate the divergence of the
computations, a small impedance: Zt = 10−9Ω must be
used. This value may be different from the termination
impedance used by Liang in [6], [13].

As previously mentioned tan(δ) is frequency, moisture and
temperature dependent and Equation 14 is an approximate
equation. Thus at frequencies above 1 MHz, Equation
14 will not take into account the detailed frequency
dependency of the dissipation factors of the transformer
insulation, which is crucial for accurate modelling using
the MTL model [3].

The next issue which warrants a discussion is the resistance
calculation. In [13], Liang calculated the resistance by
taking into account the skin effect at high frequencies
as shown in Equation 12. However, another way of
calculating the impedance is shown in Equation 18.

Z =

(
jω +

√
2ω

σµod2

)
L (18)

where the real part takes into account the skin effect and
proximity effects of the conductor and its dependency on
frequency [12]. In Equation (18), d is the distance between
the layers and σ is the conductivity of the conductor.
According to [3], the total resistance is dominantly affected
by the proximity effect for frequencies above 4 MHz.
Neglecting the proximity effects as done by Liang in
[13] and only taking into account the skin effect in the
resistance calculation can result in resonant frequencies
below 1 MHz with quite high amplitudes [3] as shown in
Figures 2, 3 and 4. To illustrate Hans Kristian Hidalen
point [3], the magnitude of the transfer function at turn 20
is re-calculated taking into account proximity effect. The
results of the MTL model with the impedance Equation
(18) is shown in Figure 7. Analysis of Figure 7 shows
that the magnitude of the resonance frequencies below 1
MHz which had quite high amplitudes have diminished
considerably compared to the original waveform in Figure

2. Not taking into account the proximity effects can lead
to calculated results which have a poor agreement with
measurements as shown in [3].

Figure 7: Magnitude of transfer function of turn 20 relative to
the input (taking into account proximity effects)

6. CONCLUSION

In this paper, resonance phenomena in transformer
windings and the measurement of switching transients
have been presented. The MTL model has been used
to calculate the magnitude of the resonant over-voltages
within the turns and the possibility of breakdown between
turns. Although the model has several shortcomings, the
qualitatively good agreement of the calculated waveforms
with the measured results can help understand the
phenomena of internal winding resonance in transformers
windings.
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1. INTRODUCTION 

Advancements in the distribution network have 
resulted in the need for increased electrical 
monitoring. The increased use of compact fluorescent 
lamps, computers and PV generation sources with 
power electronic interfaces have also led to an 
increase in the level of harmonics at the distribution 
level [1]. Transients introduced by faults and 
lightning strikes can cause significant damage to 
distribution transformers. Failed surge arrestors on 
pole-mount transformers are often not identified in 
time, resulting in premature transformer failures [2]. 
All this highlights the need to have reliable 
monitoring that enables effective management of 
distribution-level equipment.  

Monitoring technology applied to distribution 
transformers is often limited due to the unavailability 
of low cost sensors. This paper presents a low cost 
approach to monitoring distribution transformers 
using an existing bushing screen and a Rogowski coil 
embedded in the bushing. An overview of the 
potential electrical stresses observed at distribution 
level is given. The operating principles of the 
capacitive voltage divider and the Rogowski coil are 
given. Both the power frequency and the transient 
measurement capabilities of the above sensors are 
evaluated.  

2. BACKGROUND 

2.1 Electrical stresses  

The premature failure of distribution transformers 
(rated up to 2 MVA) has led to the use of current and 
voltage monitoring systems on the low voltage (LV) 
side of Eskom distribution transformers [3]. The use 
of such monitors coupled with temperature sensors 
has shown that some transformers are subjected to 
severe system faults, severe overloading and load 
unbalance. Such stresses often lead to transformers 
operating at significantly higher temperatures 

resulting in insulation damage. Overloading has been 
shown to have the following effects on transformers 
[4]: 

• Damage to tap changers and bushings 
• Paper insulation degradation when the 

winding temperature (i.e hot spot 
temperature) is in excess of 900C. 
Observations show that paper insulation life 
is halved for every 60 C the hot spot 
temperature exceeds 980 C 

Non-linear loads such as compact fluorescent lamps 
(CFLs) battery chargers, uninterruptable power 
supplies (UPSs), television sets, inverter-controlled 
air conditioners and refrigerators are becoming more 
common in South Africa. Such non-linear loads 
cause harmonic currents that also produce harmonic 
voltages that increase the losses in the utility 
equipment. Sharengi et al. showed that the loading 
capacity of a transformer had to be reduced by 35 % 
when supplying CFLs compared to linear loads such 
as incandescent lamps [5]. Monitoring harmonics at 
transformer level can thus lead to more accurate 
derating of such transformers. 

Electrical stresses in the form of lightning transients 
also contribute towards premature failure of 
transformers. In Eskom, pole-mounted transformers 
are protected using fuses and surge arresters. Fuses 
isolate faulty transformers. Surge arrestors offer 
protection against lightning or switching transients. 
Table 1 shows lightning related transformer failures 
that were reported in the Eskom Free State Operating 
Unit. Such a failure rate highlights the need for 
monitoring systems capable of quantifying these 
stresses.  

Monitoring systems developed within Eskom for 
pole-mounted transformers currently measure only 
the power frequency stresses on the LV side of pole-
mounted transformers. The developed system already 
has a communication infrastructure that sends 
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Abstract.   This paper presents the use of a designed Rogowski coil current sensor and a capacitive 
voltage divider for both transient and power frequency monitoring in distribution networks.  
Limitations to presently available monitoring systems that use conventional ferromagnetic core 
current transformers are presented. The designed 875 turns coil was used in successfully measuring 
currents rated up to 600A. The integrated output of the designed Rogowski coil was consistent with 
measured 6 kA 8/20 µs impulse current.  An embedded screen on a 24 kV rated bushing was used in 
capturing power frequency voltages ranging from 1 kV up to 27 kV. Non-linearity have however 
been observed when measuring1.2/50 µs impulse voltage beyond 80 kV.  
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measured parameters to the network operators. The 
MV side is not monitored. Transients are also not 
monitored. This paper looks at the use of Rogowski 
coils and bushing screen capacitive voltage dividers 
for wideband monitoring on the MV side of 
distribution transformers.  

 

Table 1: Financial year 2013/2014 MV/LV pole- 
mounted transformer equipment failures in the Free 
State Operating Unit [2] 

Average 
failures  

(per year) 

Total Due to 
lightning 

Percentage  

MV fuses 7895 6160 78% 

Pole-
mounted 
transformers 

638 497 77.9% 

MV surge 
arrestors 

2312 2312 100% 

 

2.2 Rogowski coil current monitoring 

 
Saturation and limited bandwidth have led to the 
switch from using ferromagnetic core current 
transformers to air-cored Rogowski coils. Rogowski 
coils such as the one depicted in Figure 1 sense the 
current flowing through the conductor. A Rogowski 
coil with physical properties shown in Table 2 was 
designed and studied.  The 875-turn coil was 
terminated with a 179 Ω resistor.  Rogowski coil 
operation is based on Ampere’s law, where the coil 
senses the magnetic field around the conductor. The 
respective equation is [6]: 
 

� = 	 ∮����	. ��            (1) 
 

Where:  
            � = primary current [A]    
           � = magnetic field strength [A/m] 
          �� = small element along the coil path [m] 
           	 = angle between the magnetic field  
                   and the element 
 
The flux linking the entire coil given by [7, 8]: 
 

 = �� = ���������	�� = ����� (2) 
                   

Where:    
 
            = Total flux linkage [Wb] 
         � = Flux linkage within a section dl 
          �� = (4π × 10��[H.m� ],	 Permeability of air 
           � = Number of turns per metre	[m� ] 
           �	= coil cross-sectional area [m] 
            

 The voltage induced in the coil is a function of both 
the time derivative of the measured primary current 
and the mutual inductance of the coil as expressed in 
equation (3) below [7,8]: 
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Where 
                            V+ = Coil voltage [V] 
                            M = Mutual inductance [H] 
 
The corresponding mutual inductance based on the 
parameters in Table 2 can be calculated as [9]: 
 

) =	��
-.
/
�     (4) 

 
The current in equation (3) is obtained by integrating 
the coil output voltage using active integration 
circuits [6, 10]. The current can also be calculated 
using numerical integration techniques [11]. In this 
study, numerical integration techniques are used for 
both power frequency and transient measurements.  

 

 

Figure 1: Rogowski Coil: the current to be measured 
flows through a conductor centrally located at X 

 

Table 2: Designed Rogowski coil specification 

Parameter 
Parameter 
description 

Value 

�0[mm]	
1[Ω]	
3[mm]	
4[mm]	
L[m]	

A[mm7]	
	87	

)[nH] 

Wire diameter 
Wire  resistance 
Toroid inner radius 
Toroid outer diameter 
Wire length 
Coil area 
Number of turns  
Mutual inductance 

0.375 
18.66  
33.5 
57.5 
65 
452.39 
875 
497 
 

The Rogowski coil designed in this study will be 
embedded in 22 kV bushing. The power frequency 
performance of the Rogowski coil was evaluated as 

 

 



shown in Figure 2 below. The transient performance 
was evaluated using an 8/20 µs current impulse 
generator as shown in Figure 3. A wideband current 
monitor was used as a reference in both the power 
frequency and the impulse measurements.  Both coil 
voltages were integrated numerically so as to 
evaluate the primary current.  

 

 
Figure 2: Power frequency test circuit 

Figure 3: Impulse current test circuit 

2.3 Screened bushing voltage monitoring  

The 22 kV epoxy resin bushing with embedded 
screen for internal electric field control is shown in 
Figure 4 and has been successfully used for 
measuring power frequency voltages [11].  In this 
study the performance of the bushing was evaluated 
for measuring both power frequency and impulse 
voltages. A comparison between the voltage obtained 
using the bushing screen and a wideband 1000/1 
capacitive probe for power frequency measurements 
was made. The capacitance between the bushing 
conductor and the screen was measured as 22 pF.   

Both the power frequency and the transient output 
voltages were measured across the external capacitor 
connected between the screen and earth. The ratio of 
the bushing divider was determined by varying the 
input voltage from 1 kV up to 22 kV. Impulse 
voltages were also applied using a 1.2/50 µs voltage 
impulse generator. If the insulation conductance can 
be ignored  

":;& =
< 

< + <7
"(>																						(5) 

Where: 
        			<  = Capacitance between the bushing 
                   screen and the bushing MV conductor [F] 
         		<7  = External Capacitor [F] 
         	"(>  = Input voltage [V] 
        ":;&  = Output voltage [V] 
 

 

Figure 4: Cross-sectional view of a 22 kV epoxy 
resin bushing with embedded screen with emphasis 
on the position of the screen relative to the MV 
conductor [14].  

The external capacitor had a value of 47 nF. Based 
on equation 5, the voltage division ration was 

                  
BCDE
BFG

=
 

7 H�.HI
																														(6)

  

3. CURRENT MEASUREMENT RESULTS 

3.1 Power frequency current measurement 

Low range and high range currents measured with 
the Rogowski coil are shown in Figure 5 and 6 
respectively.  The corresponding scaled numerically 
integrated current shown in Figure 7 and 8 
respectively and is compared with the reference 
wideband current monitor. Kojovic however suggests 
that numerical integration is not necessary for power 
frequency measurement since it is known that the 
measured signal is shifted by 90� [9]. Though 
numerical integration is performed in this study, 
analysis of measured coil data can also be done 
without going through the complexities of integrating 
provided power frequency signals are the only 
signals of interest. The measured voltage signal 
would simply be related to the primary current 
through a scaled multiplying factor. 



 

Figure 5: Unintegrated low range 50 Hz current 
signal  

Figure 6: Unintegrated high range 50 Hz current 
signal  

 

Figure 7: Integrated low range current 50 Hz 

 

Figure 8: Integrated high range current 50 Hz 

3.2  Impulse current measurement 

The output voltage of the Rogowski coil when 
subjected to a 6 kA current impulse is shown in 
Figure 9. The measured signal was taken with a 10/1 
passive probe with the Rogowski coil terminated 
with the same resistor used in power frequency 
measurement. Figure 10 shows the current signal that 
was measured with a wideband current monitor and 
the corresponding scaled numerically integrated 
signal based on the output in Figure 9.  There is 
however a 4µs time shift introduced by the 
numerically integrated signal with the reference 
wideband current monitor output. 

 

Figure 9: Rogowski coil voltage output under 
impulse current measurement conditions 

: 

Figure 10: Integrated impulse current signal  

 

4. VOLTAGE MEASUREMENT RESULTS 

4.1 Power frequency voltage measurement 
 
Comparison between the measured output voltage of 
the reference wideband capacitive divider probe and 
the bushing voltage divider are shown in Figures 11, 
12 and 13.   Figure 11 shows the use of the bushing 
divider in measuring a 1.5 kV power frequency 
voltage. The corresponding bushing voltage divider 
output in this case was 0.7 V. A scaled version of the 
bushing voltage divider output termed Scaled CVD 
shows that the measured waveform is in phase with 
the wideband capacitive probe output.  The division 
ratio is consistent with the calculations in equations 5 
and 6. The scaling factor used for the Scaled CVD 
signal is 2.137 instead of 2137 so as to match with 
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the division by a factor of a 1000 introduced by the 
wideband capacitive voltage probe.  
 

Figure 11: Low range 50 Hz voltage measurement. 
Measured signal in green has a magnitude of 1.5 kV 
scaled by a factor of 1000 which enables comparison 
with the measured bushing voltage divider output 
termed CVD.  
 
Analysis of the measured waveforms shows that the 
ratio given in equation 6 is still applicable at a 
midrange voltage of 13 kV as well as at 27 kV with 
the bushing voltage divider output equal to 6 V and 
12.6 V respectively.  The output voltages of both the 
reference capacitive divider and the bushing voltage 
divider are shown on the Figures 12 and 13 below.  
 

 
Figure 12: Mid-range 50 Hz voltage measurement. 
Measured signal in green has a magnitude of 13 kV 
scaled by a factor of 1000.  

  

 
Figure 13: High range 50 Hz voltage measurement 
Measured signal in green has a magnitude of 27 kV 
scaled by a factor of 1000.                                                                                                                                                                                                                                          

4.2 Impulse current measurement 

 

The measurement of voltage transients using the 
same bushing screen divider was also evaluated 
where voltage transients up to the Basic Insulation 
Level (BIL) of 125 kV is of interest. A comparison of 
the bushing divider and a reference resistive divider 
showed that 1.2/50 µs lightning voltage impulses can 
also be measured with the bushing divider. The 
bushing divider has the capability of accurately 
measuring both the rise time and the fall time of the 
54 kV impulse shown in Figure 14 below. Non-
linearity is however observed when the impulse 
voltage is increased beyond 80 kV. Laboratory 
results also showed that earthing and shielding play 
an important role in obtaining accurate results. 
Further investigations will revolve round identifying 
parameters responsible for the observed 
nonlinearities as suggested in [13]. 

 

 
Figure 14: Impulse voltage measurements 

 
5. Conclusion 

The presence of both power frequency and transient 
electrical stresses leads to premature failure of 
distribution transformers. Both low range and high 
range currents were successfully measured with the 
designed embedded Rogowski coil. The current 
obtained by numerically integrating the output 
voltage of the Rogowski coil gave results that were 
consistent with both the power frequency and the 
transient primary current captured by the reference 
wideband current probe. Low range and mid-range 
voltage measurements taken with the bushing divider 
were consistent with the output of the reference 
divider. Further work will involve investigating 
possible causes for nonlinearities of the bushing 
divider. 
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Abstract: This paper presents a study on the high failure rates of pole mounted distribution 

transformers on the 11 kV network of the Swaziland Electricity Company (SEC). The hypothesis is 

that when exposed to lightning impulses, the likely point of failure is the windings or bushings.  

Currently, SEC spends a lot of money especially in the summer months on maintenance of 11 kV 

network, with a large portion of the money spent on replacement of faulty pole mounted distribution 

transformers. For each distribution depot in the four geographic regions of Swaziland, failed 

transformers were noted as well as the weather when the transformer failed over a period of 

approximately two years. A common trend of failure was observed on the failed transformers, where 

damages included failure of the neutral bushing especially in the summer months. The Highveld and 

Middleveld recorded the highest failures of pole mounted distribution transformers. The 

consequences of not having a surge arrestor were then simulated in Matlab 2009b as well as the 

effects of resistivity on the performance of surge arrestors.  

 

Keywords: pole mounted distribution transformer, root causes, distribution depot 

 

 

 

1. INTRODUCTION 

 

The Swaziland Electricity Company has a lot of pole 

mount distribution transformers at distribution level. 

These consist mainly of 16kVA single phase and 25 kVA 

three phase transformers, which are often connected at 

long distribution lines. Due to these sizes, the pole mount 

distribution transformers have a low kVA rating and a 

small core area which result in low leakage impedances 

[1], hence increased fault levels on the secondary.  

 

Throughout its useful life, a pole mount distribution 

transformer is exposed to a number of factors which 

stress it mechanically, electrically, chemically and 

thermally [2], thereby deteriorating its condition. 

Repeated exposure to stressors reduces the transformer 

withstand capabilities to lightning and switching 

impulses, through faults and overloads. Being an open 

field transformer, moisture ingress is imminent and 

affects the dielectric system of the transformer [2], and a 

content as small as 50 parts per million is capable of 

causing a breakdown strength to drop from 50 to 

23kV/mm [3]. The oil condition of such transformers is 

not monitored and maintenance is only limited to 

replacing damaged surge arrestors. Without maintenance, 

and the stressors playing their part, three modes of failure 

can be identified [2]; partial failure of insulation by 

localised high temperature overheating, total insulation 

failure due to severe insulation ageing, and failure of the 

windings mechanically.  

 

Seasons seem to have a significant impact on the 

performance of open field transformers, especially in the 

summer months. In summer months, there is a lot of 

tripping and closing of 11 kV switchgear, resulting in 

inrush currents as the transformers are energized. 

Transient faults also cause inrush currents in 

transformers. Inrush currents may contain harmonics and 

dc offsets. Over-excitation due to repeated lightning 

strikes in summer may lead to saturation of the 

transformer core. A saturated core does not provide the 

least reluctance path for the flux [4], hence stray flux on 

tank walls resulting in additional heating internally of the 

transformer. A majority of the transformers fail when 

there are thunderstorms, although a certain number fails 

in winter due to overload related incidences. 

 

Swaziland has four geographic regions with unique 

climatic conditions. The Highveld [5] receives the highest 

rainfall through thundershowers, and further records the 

highest failure rate of transformers. Swaziland is a severe 

lightning area with lightning ground flash density of 

above 5 per square kilometre per year [6].   
 

Surge arrestors are used to protect transformers against 

lightning impulses, so the option of having secondary 

surge arrestors was explored further, in trying to reduce 

the high failure rates. 

 

2. METHODOLOGY 

 

The failed transformers were sampled and visually 

inspected to see if there were any patterns in the nature of 

the failure. The weather was noted on any day there was a 

significant number of failed pole mount transformers. 

 

Lightning effects were further explored through 

simulation using Matlab 7.9.0 (R2009b). The simulation 
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was aimed at showing arrestor operation during lightning 

strikes. Shown below is the simulation arrangement that 

was used 

 
Figure 1: Primary and secondary neutral lightning 

arrestor operation 

 

Currently, the pole mount distribution transformers at the 

Swaziland Electricity Company network do not have a 

secondary surge arrestor.  
The above network is made up of a 75kVA transformer 

which steps down 20.4kV to 120V, a voltage source at 

20.4kV and some loads on the secondary of the 

transformer. The loads are resistive and inductive/or 

capacitive. Surge arrestors are then connected on either 

sides of the transformer, and finally a current source 

which will be used to simulate a lightning surge into this 

network. The simulation aimed to find out the following: 

- Effect of varying soil resistivity. Soil resistivity 

in Swaziland is generally higher [7][8], although 

earthing methods can be applied to alter these 

values. 

- Effect of surges entering primary side of the 

transformer and those entering the secondary 

side of the transformer. 

 

Model used to show effects of varying resistivity is 

shown below: 

 
Figure 2: earth resistivity effects 

 

The earthing resistance B of the secondary side was set to 

5Ω, 10Ω and lastly 15Ω. As this resistance was varied, a 

fault was applied at points F1 and F2. Scope1’s output 

will be used to monitor the output across the LV surge 

arrestor. 

 

To view effects of lightning entering primary and 

secondary side of the transformer, the resistors A and B 

were both set to 10Ω, then the surge was set to 10kA and 

applied to F1 and F2. Scope1 and scope2 were then 

monitored to see what happened during MV or LV 

lightning strikes. With the same arrangement, the 

lightning surge was decreased to 5kA, and the output on 

the scopes was then monitored. 

 

Based on the simulation results and the information 

gathered from field data, secondary neutral surge 

arrestors were practically installed on site. The chosen 

sites were transformers on feeders which have a number 

of transformers failing whenever there is a 

thundershower. In the selection of a suitable neutral surge 

arrestor, the figure below was used: 

 

 
 

Figure 3: Factors considered when choosing neutral surge 

arrestor 

 

The specifications for the chosen arrestor are as follows, 

Table 1: Neutral Surge arrestor Specifications 

Rated Voltage 6 kVrms 

Continuous Operating Voltage 4.8 kVrms 

Lightning Impulse Residual voltage 

under nominal discharge current 

≤18 kVp 

Creepage Distance 240mm 

2ms square wave Impulse Current 

Withstand 

250A 

4/10µs high current Impulse 

Withstand 

100kA 

 

Most of the pole mount distribution transformers are from 

the same manufactured, and they are the Swaziland 



Electricity Company’s stock item. Therefore, the 

connection shown below is based on the design of these 

transformers, 

 

 
Figure 3: Connection and earthing of neutral arrestor 

 

The crowfoot method of earthing was used to ensure low 

earthing values for effective surge arrestor operation. 

Other material required: 35 square millimetre lugs, earth 

spike clamps, earth rod and gopher conductor. 

 

A contractor was engaged for the practical installation of 

the neutral surge arrestors. The performance of this 

system was then monitored for effectiveness. 

 

 

3. RESULTS AND ANALYSIS 

 

The visual inspections revealed that there was a pattern in 

the failure of the transformers. The LV neutral 

winding/insulator was damaged in most instances. It 

failed together with another winding/bushing either on 

the secondary or primary side. Pole mounted distribution 

transformers are often damaged by surge currents which 

enter through the unprotected secondary (LV windings) 

side [9]. The current surges on the LV side are non-

destructive, but may induce destructive over-voltages on 

the primary side [9]. The 16kVA transformers have the 

secondary windings thinker in cross sectional area than 

the primary windings due to the high LV currents. 

 

It can therefore be said that the use of primary arrestors 

on their own does not protect the transformer from 

lightning surges, as they can enter through the secondary 

windings and then be induced into the primary windings. 

Lightning may enter the transformer LV thorough direct 

strikes [9], or through a primary strike which has some 

surge diverted to the neutral of the secondary which is 

connected to ground. 

 

 
Figure 4: Neutral without a surge arrestor 

 

 

When earthing resistance values are varied from 5Ω to 

15Ω and a fault applied on the LV side, the voltage and 

current across the neutral surge arrestor increases with 

increasing earthing resistance. The distortion of the 

current and voltage waveforms worsens with increasing 

earthing resistance values.  

 

 
Figure 5: Current and voltage waveforms with 5Ω 

earthing resistance 

 

 
Figure 6: Current and voltage waveforms with 10Ω 

earthing resistance 



 
Figure 7: Current and voltage waveforms with 15Ω 

earthing resistance 

 

Earthing values of above 10Ω are very detrimental to 

pole mount distribution transformers. So whether the 

surge is on the primary or secondary side, with high 

earthing values, the surge arrestors are likely to be 

damaged leaving the transformer vulnerable to strikes. 

 

When lightning strikes are simulated on the secondary of 

the transformer, the primary surge arrestor also operates 

when a 10kA fault is applied. The current surges on the 

LV side are non-destructive, but may induce destructive 

over-voltages on the primary side [9]. 

 

 
Figure 8: Neutral surge arrestor response to LV surge 

 

 
Figure: Primary side arrestor response to LV surge 

 

Without the neutral surge arrestor, all the LV surges 

appear on the primary side and appear as very high over-

voltages, as evident in the conduction of the primary 

surge arrestor. 

 

The field data of monitoring the effects of practically 

installing neutral surge arrestors to pole mount 

distribution transformers is ongoing and will be 

concluded soon. 

4. CONCLUSION 

 

The collected data shows that the failure of a number of 

pole mount distribution transformers is due to lightning 

strikes during the summer months. A sample is shown in 

the table below, 

 

Table 2: Lightning activity and transformer failures 

DATE WEATHER FAILED 

TRANSFORMERS 

22 Nov 

2013 

Thunderstorm, 

windy 

9x16kVA, 1x50kVA, 

1x100 kVA 

24 Nov 

2013 

Thunderstorm 3x16 kVA 

26 Nov 

2013 

Thunderstorm 1x16 kVA, 1x100 

kVA 

30 Nov 

2013 

Lightning, windy, 

hailstones 

9x16 kVA, 1x50 kVA, 

1x100 kVA 

3 Dec 

2013 

Thunderstorm 3x16kVA 

5 Dec 

2013 

Thunderstorm 2x16 kVA, 2x50 kVA 

 

A relationship was also found between lightning activity 

and transformer failures as most failures were discovered 

after there had been a thunderstorm. 

 

It has also been shown that primary surge arrestors alone 

are not sufficient in the protection against lightning 

strikes. 

 

Surges entering through the LV neutral can cause 

detrimental effects in transformers. Surges on the LV can 

enter directly through LV strikes or through primary 

surges diverted to the secondary, which then appear on 

the primary as over-voltages. These over-voltages can 

damage windings and/or the bushings.  

The installation of neutral surge arrestors throughout the 

entire SEC network will help a great deal in reducing 

lightning related failures, especially as a result of LV 

surges. 

 



The hypothesis therefore holds in that whenever a pole 

mount distribution transformer is exposed to lightning, 

the likely point of failure is the windings or bushings. 
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Abstract: This paper presents the application of an analytical inductance calculation method applied 

to a large power transformer winding. This type of inductance parameter calculation is exceptionally 

useful in the electromagnetic modelling used for the wide-band frequency studies. The methodology 

reviewed in this paper is applied to calculate the self-inductance of the secondary winding of a large 

power transformer. The results of the analytical calculation are compared to the results obtained using 

finite element modelling methods. The difference between the two values are approximately 2%. This 

preliminary finding seems to indicate that the analytical methodology is suitable for the context of the 

application. Future work requires the validation of the methodology over a wider frequency range and 

different geometries. 
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1. INTRODUCTION 

The electromagnetic modelling of power transformers for 

high frequency studies has been a field of interest for more 

than a century. Abnormal power network conditions and 

exposure to lightning events spurred the curiosity of many 

authors to analyse the behaviour of a power transformer 

when excited with surges having a high frequency content 

[1] [2] [3].  

The most common approach in these investigations is to 

model the transformer’s winding structure using a circuit 

equivalent model of either lumped- or distributed form. In 

this manner, the transformer can be represented with a 

RLCG network [2] [3] [4] [5] [6]. The characteristic 

equations of the model parameters with reference to their 

response to current and voltage are then used to set up a 

mathematical model that could be formulated in a suitable 

form such as a state space or modal representation [7] [8].  

The parameters pertaining to these models naturally 

represent the inductive, capacitive and lossy nature of the 

transformer windings. When a winding is excited at very 

high frequencies such as those found in steep fronted 

voltage waves, it has a trait similar to that of a capacitor 

[9]. However, the high frequency inductive behaviour of 

the transformer windings has remained a controversial 

topic in many studies [10] [11].  

In essence the matter in question is the degree to which the 

magnetic flux is able to penetrate the iron core surface 

during high frequency excitation. The premise in many 

studies is that eddy currents are set up on the core surface 

which inhibits the flux penetration [10] [12] [13] [14].  

Based on this line of reasoning, the self- and mutual-

inductances of the windings are calculated often assuming 

an air core [2] [10] [13]. In many of these calculations, 

Maxwell’s inductance formula, or a modified derivative 

thereof, is used [15] [16]. However, the use of an air-core 

model are challenged in studies where the effect of the 

presence of the iron core is evident up till 1 MHz [17].  

Another reason for using an air core model is the fact that 

these models are usually used for simulating the 

transformer’s response during standard factory acceptance 

testing. During these tests, the non-impulsed terminals are 

grounded [18] causing flux cancelation in the core. This 

configuration is not representative of the transformers 

terminal conditions during network operation and would 

render a model based on this assumption ill-suited for 

network studies. 

It is therefore necessary to take into account the effect of 

the iron core when calculating the inductive parameters of 

the electromagnetic model. This paper reviews an 

analytical calculation method to determine the inductance 

parameters suitable for wide-band modelling of a power 

transformer’s windings with the iron-core taken into 

consideration. 

2. THEORY OF INDUCTANCE 

The inductance of a winding is governed by the 

distribution of magnetic flux in the region enclosed by the 

winding. A current flowing along a closed contour 

produces a magnetic flux �̅�1 in the enclosed surface a as 

presented in Figure 1 [19]. The self-inductance L11 of the 

contour having N1 turns is defined by the relation: 

𝐿11 =  
𝑁1

𝐼1

 ∫ 𝑑𝑎  ∙ �̅�1 . (1) 

 

The magnetic field can also be influenced by nearby 

ferromagnetic material. If a ferromagnetic material is 

placed in the magnetic field enclosed by the current 

contours, the magnetic domains of the material will line up 

with the magnetic field. This causes the magnetic material 

to act as an induced magnetic source further enhancing the 

magnetic field. Hence the presence of the magnetic 

material will cause the inductance of the circuit to increase 

since the total magnetic flux in the enclosed region 

increases. It is therefore critical to evaluate the magnetic 

flux behaviour in and around the winding-block of a power 

transformer when determining the inductance parameters. 



 
Figure 1: Flux enclosed by a current carrying contour 

 

What is of particular interest is the relation between the 

magnetic field density �̅� and the magnetic field strength �̅�. 

This is quantitatively defined by the relative permeability 

𝜇𝑟 of the core material. However, this relationship is highly 

non-linear. The permeability is affected by the rate of 

change of the magnetic field as well as its magnitude. In 

addition to this, the stacking factor, conductivity and 

laminated nature of the core also determines the 

relationship between the magnetic field density and the 

magnetic field strength. 

 

It is not the purpose of this paper to discuss this particular 

parameter in depth. It is however very important to take 

note of this very matter. The reason for this is that there is 

a very thin line where the model parameter and the model 

synthesis start address the same observed phenomena. As 

an example of this; it is possible to assume that the 

permeability of the material is an absolute constant. The 

effect of the conductivity of the material on the 

relationship between the magnetic field strength and 

density could then be added in the model. Alternatively, 

the model could be developed assuming that the 

permeability is an input variable. It is clear that this could 

be a pitfall if validation is done by comparing various 

models with each other. 

 

The following section will review a modelling method 

proposed by Wilcox [20] [21]. In this very approach, the 

relative permeability of the core as well as its conductivity 

is regarded as variable inputs that is predetermined at the 

desired excitation frequency, magnitude and core 

characteristics. 

 

3. A REVIEW OF WILCOX’S METHOD 

 

In the work done by Wilcox et al, the total impedance 

between two current carrying sections as shown in Figure 

2 consists of the impedance due to the air-core inductance 

𝐿0 and the complex impedance 𝑍𝑐 as presented in the 

following relation: 

 

𝑍 = 𝑗𝜔𝐿0 + 𝑍𝑐 .  (1) 

 

 
Figure 2: Current filament approximation of winding 

conductors 

 

The real part of the complex impedance represents the 

resistance between the conductors, while the imaginary 

part represents the reactive impedance between them. This 

reactive impedance is for all practical purposes purely 

inductive. Since the focus of this paper is on the inductive 

behaviour of the windings, the resistive component will be 

ignored and thus equation (1) can be rewritten as: 

 

𝑋 = 𝑗𝜔(𝐿0 + 𝐿𝑐) . (2) 

 

3.1 Air-core inductance 

 

The air-core inductance term 𝐿0 in equation (2) represents 

the inductance of the current carrying turn without the 

presence of the iron core. The self-inductance of each 

current carrying turn in a winding can be calculated using 

the traditional Maxwell equation [22]: 

 

𝐿 = 4𝑒−7𝜋𝑅𝑚 (log (
8𝑅𝑚

𝐺𝑀𝐷
) − 1.75). (3) 

 

where 𝑅𝑚 is the radius of the centre of the conductor. Since 

the winding conductors in power transformers are often 

rectangular, the geometrical mean distance (𝐺𝑀𝐷) of each 

conductor can be approximated by [23]: 

 

𝐺𝑀𝐷 = 0.2235(𝐻𝑒 + 𝑊𝑒). (4) 

With 𝐾 and 𝐸 representing the elliptic integrals of the first 

and second kind respectively of modulus 𝑘, the mutual 

inductance between the conductors can be calculated using 

the following expression [24]: 

 

𝑀𝑖𝑗  = 4𝑒−7𝜋√𝑅𝑚𝑖𝑅𝑚𝑗 [(
2

𝑘
− 𝑘) 𝐾 −

2

𝑘
𝐸]  (5) 

where 

𝑘2  =
4(𝑅𝑚𝑖𝑅𝑚𝑗)

((𝑅𝑚𝑖+𝑅𝑚𝑗)
2

+ 𝑧2)
 . (6) 

 



3.2 Iron-core contribution 

 

In Figure 2, the relative permeability of the core and the 

surrounding medium are 𝜇2 and 𝜇1 respectively. In the 

context of the application, the surrounding medium will 

always have a relative permeability of 1. It should also be 

noted that the permeability of the core is isotropic and has 

thus two components in the Cartesian plane namely in the 

axial direction, 𝜇2𝑧 and in the radial direction 𝜇2𝑟. For the 

sake of simplicity of this study, it is assumed that 𝜇2𝑧 =
 𝜇2𝑟. Hence the permeability of the core will simply be 𝜇2. 

The correction term in equation (2) can be defined as: 

𝑍𝑐 = 𝑍𝑐1 + 𝑍𝑐2. (7) 

 

Defining 𝐼0 and 𝐼1 as the modified zeroth and first order 

Bessel functions respectively of the first kind, 𝑍𝑐1 is 

expressed as: 

 

𝑍𝑐1 = 𝑗𝜔𝑁𝑖𝑁𝑗

𝜋𝑏2

𝑙
[
2𝜇2𝐼1(𝑚𝑏)

𝑚𝑏𝐼0(𝑚𝑏)
− 𝜇1] 

(8) 

where 

𝑚 = √𝑗𝜔𝜇2𝜎2 . (9) 

 

with 𝑙 as the mean magnetic path length of a core as seen 

in Figure 3 having a conductivity of 𝜎 and a radius of 𝑏. 

The second term of equation (7) is a summative operation 

with 𝛽𝑛 as a transformation parameter defined as: 

 

𝛽𝑛 =
2𝜋𝑛

𝑙
. (10) 

 

With 𝐾1 as the modified first order Bessel function of the 

second kind, 𝑍𝑐2 is expressed as: 

 

𝑍𝑐2 = 𝑗𝜔𝑁𝑖𝑁𝑗

𝜋

𝑙
∙

4

𝑊𝑒𝑖𝑊𝑒𝑗𝐻𝑒𝑖𝐻𝑒𝑗
∙ 

∑ (𝑃1(𝛽𝑛𝑅𝑖1, 𝛽𝑛𝑅𝑖2) ∙ 𝑃1(𝛽𝑛𝑅𝑗1, 𝛽𝑛𝑅𝑗2) ∙ 𝑄1(𝛽𝑛𝑊𝑖, 𝛽𝑛𝑊𝑗)

𝑁

𝑛=1

∙
𝐼1(𝛽𝑛𝑏) ∙ 𝐹1(𝛽𝑛𝑏)

𝐾1(𝛽𝑛𝑏)
∙ cos(𝛽𝑛𝑧)) 

(11) 

 

where 

𝑃1(𝑥, 𝑦) =
1

𝛽𝑛
2

[𝑝1(𝑥) − 𝑝1(𝑦) ] (12) 

with  

𝑝1(𝛼) =
𝜋𝛼

2
[𝐾1(𝛼)𝐿0(𝛼) − 𝐿1(𝛼)𝐾0(𝛼) ] (8) 

 

in which 𝐿0 and 𝐿1 represent the modified Struve 

functions. The function 𝐹1(𝛽
𝑛

𝑏) is defined by the following 

expression: 

 

𝐹(𝛽
𝑛
𝑏) = 𝑗𝜔𝜇1 [

𝑓(𝛽
𝑛

𝑏) −
𝜇1

𝜇2
𝑓(𝛤𝑛𝑏)

𝑔(𝛽𝑘𝑏) +
𝜇1

𝜇2
𝑓(𝛤𝑛𝑏)

] , (9) 

 

where 𝑓 and 𝑔 are the auxiliary functions: 

 

𝑓(𝑥)  = 𝑥 [
𝐼0(𝑥)

𝐼1(𝑥)
] (10) 

and 

𝑔(𝑥)  = 𝑥 [
𝐾0(𝑥)

𝐾1(𝑥)
] , (11) 

 

where 𝐾0 is the modified zero order Bessel function of the 

second kind. The complex quantity 𝛤𝑛 is specified as: 

 

𝛤 𝑛 = √𝑐𝛽𝑛
2 + 𝑚2 , (12) 

  

where 𝑐 is the ratio of the core permeability in the z and r 

direction with reference to Figure 1 and specified as:  

 

𝑐 =
𝜇2𝑧

𝜇2𝑟
 . (13) 

 

As mentioned earlier, 𝜇2𝑧 =  𝜇2𝑟 and thus 𝑐 = 1.  The 

function 𝑄1 is defined as: 

 

𝑄1(𝑥, 𝑦) =
2

𝛽𝑛
2

[cos (
𝑥 − 𝑦

2
) −cos (

𝑥 + 𝑦

2
)] (19) 

 

The relations above can be used to correct both self- and 

mutual-inductance. For self-inductance, 𝑧 is set to 0. Since 

for self-inductance 𝑅𝑚𝑖 = 𝑅𝑚𝑗, 𝑅𝑚𝑖 is set to 𝑅𝑚𝑖 =  𝑅𝑚𝑖 −

𝐺𝑀𝐷 to ensure that 𝑅𝑚𝑖 < 𝑅𝑚𝑗. The imaginary part of 𝑍𝑐 

is used to obtain the inductance 𝐿𝑐 that should be added to 

the air-core inductance 𝐿0. Thus,  

 

𝐿𝑐  = 𝑖𝑚𝑎𝑔(𝑍𝑐)/(𝜔) . (20) 

 

 
Figure 3: Mean magnetic path of a closed iron-core 

 

4. APPLICATION AND RESULTS 

 

In this study, this methodology was applied to determine 

the self-inductance of the low-voltage winding of a three-

limb, three phase power transformer as illustrated in Figure 

4. The secondary windings are fitted closest to the core and 

connected in delta. 

 

 



 
 

Figure 4: Secondary windings on a three-limb three phase 

power transformer 

 

4.1 Transformer core and LV winding description 

 

The secondary low voltage windings are disk-type 

windings with 504 turns. The winding dimensions are 

presented in Table 1. The core was manufactured from 

electrical steel of grade 30H105. The geometric detail with 

reference to Figure 5 is presented in Table 2. 

 

Table 1: Winding dimensions (mm) 

Winding height 1637 

Number of disks 126 

Turns per disk 4 

Inner diameter 456 

Outer diameter 550 

Conductor width 11,1 

Conductor height 10,4 

Spacer thickness 2 

 

Table 2: Core dimensions (mm) 

Limb height 1830 

Limb pitch 893 

Diameter (D) 420 

 

4.2 FEM simulation 

 

The geometry was created in ANSYS MAXWELL. A 

transient solver was used in conjunction with an external 

circuit. Each winding was specified to have 504 turns with 

an external excitation. The material type selected for the 

windings was pure copper with default values in the 

material library. The core material however had to be user 

defined. From the material specifications of the grain 

orientated core steel supplier, the BH curve values were 

entered.  

 
Figure 5: Secondary windings on a three-limb three phase 

power transformer 

 

The relative permeability in the linear region of the BH 

curve was approximately 51000. The conductivity of the 

core steel was set to 204 S/m. The 50 Hz excitation voltage 

on the windings was set to be 1000 volts with a 120o phase 

shift between each windings terminal voltages. The 

calculated self-inductance of the LV winding on the centre 

limb was 246 Henries. 

 

4.3 Analytical model simulation 

 

The relations presented in section 3 was implemented in 

MATLAB where the readily available native “BESSELI” 

and “BESSELK” functions were used with ease. The mean 

magnetic core length with reference to the centre limb is 

approximately 4.4 meters. Relation (7) was applied for 

each turn of the LV winding resulting in a 504 by 504 

inductance matrix as shown in Figure 6. To get the self-

inductance of the winding, all the matrix elements must be 

added together yielding 236 Henries. 
 

 
Figure 6: Inductance matrix of LV winding using 

WILCOX’s model 



5. CONCLUSIONS 

This paper presents the application of WILCOX’s 

analytical model to calculate the inductance of a LV 

transformer disk winding fitted to a three-limb three phase 

core made from highly permeable grain-orientated steel. 

The geometry was also created in ANSYS MAXWELL 

and the calculated self-inductances of the LV winding on 

the centre limb were compared. The difference between 

the two values are approximately 2%. Hence, the values 

obtained using both methods agrees well.  

Future work could entail a sensitivity study to determine 

which parameters of the analytical model plays the 

dominant role. In addition to this, the suitability of the 

model still needs to be evaluated over a wide range of 

frequencies and geometries.  

6. REFERENCES 

[1] J. M. Weed, "Abnormal voltages in transformers," 

AIEE Trans. Power App. Syst., vol. 34, no. 2, pp. 

2197 - 2236, 1915. 

[2] L. F. Blume and A. Boyajian, "Abnormal voltages 

within transformers," AIEE Trans. Power App. 

Syst., vol. 38, no. 1, pp. 577 - 620, January 1919. 

[3] B. Heller and A. Veverka, Surge phenomena in 

electrical machines, J. S. Vosper, Ed. London: 

Iliffe, 1968. 

[4] M. D. Loose, "Lumped parameter based 

transformer analysis: Modeling, reduction, time and 

frequency domain solutions," Rensselaer 

Polytechnic Institute, New York, Ph.D dissertation 

2003. 

[5] B. J. van Jaarsveld, "Wide band modelling of an 

air-core power transformer winding," Department 

of Electrical and Electronic Engineering, 

Stellenbosch University, Stellenbosch, M.Sc Thesis 

2013. 

[6] B. J. van Jaarsveld and H. J. Vermeulen, 

"Implementation and evaluation in MATLAB of 

Dommel's method for a lumped parameter model of 

a power transformer," in South African Universities 

Power Engineering Conference, Cape Town, 2011. 

[7] P. I. Fergestad, "Transient oscillations in 

transformer windings," Ph.D dissertation 1972. 

[8] H. W. Dommel, "Digital computer solution of 

electromagnetic transients in single and multi phase 

networks," IEEE Trans. Power App. Syst., vol. 88, 

no. 4, pp. 388 - 399, April 1969. 

[9] F. F. Brand and K. K. Palueff, "Lightning studies of 

transformers by the cathode ray oscillograph," 

AIEE Trans. Power App. Syst., vol. 48, no. 3, pp. 

998 - 1008, July 1929. 

[10] R. Rudenburg, "Performance of traveling waves in 

coils and windings," AIEE Trans. Power App. Syst., 

vol. 59, no. 12, pp. 1031-1040, 1940. 

[11] P. A. Abetti and F. J. Maginniss, "Natural 

frequencies of coils and windings determined by 

equivalent circuit," AIEE Trans. Power App Syst., 

vol. 72, no. 2, pp. 495 - 504, January 1953. 

[12] X. M. Lopez-Fernandez, C. Alvarez-Marino, D. 

Couto, R. Lopes, and A. Jacomo-Ramos, 

"Modeling and insulation design methodology in 

power transformer under fast transients," in 16th 

International Conference on Electrical Machines, 

2010, pp. 1-6. 

[13] G. Hoogendorp, M. Popov, and L. van der Sluis, 

"Computation of inter-turn voltages in transformer 

windings with interconnected distribution cable," in 

International Conference Power System Transients, 

Delft, 2011. 

[14] Y. Shibuja, S. Fujita, and N. Hosokawa, "Analysis 

of very fast transient overvoltages in transformer 

winding," in IEE Proceedings on Generation, 

Transmission and Distribution, vol. 144, September 

1997, pp. 461 - 468. 

[15] W. Grover, Inductance calculations. New York, 

United States of Amarica: D. Van Nostrand Co., 

1946. 

[16] F. W. Grover, "The calculation of the inductance of 

single-layer coils and spirals wound with wire of 

large cross section," Proceedings of the Institute of 

Radio Engineers, vol. 17, no. 11, pp. 2053 - 2063, 

1929. 

[17] S. D. Mitchell and J. S. Welsh, "Permeability and 

its influence on the broadband frequency response 

of a power transformer," in Asia-Pacific Power and 

Energy Engineering Conference, 2009. 

[18] "Power Transformers - Part 3: Insulation levels, 

dielectric tests and external clearances in air," IEC, 

60076-3, 2000. 

[19] L. C. Shen and J. A. Kong, Applied 

electromagnetism, 3rd ed.: PWS Publishing 

Company, 1995. 

[20] D. J. Wilcox, W. G. Hurley, and M. Conlon, 

"Calculation of self and mutual impedances 

between sections of transformer windings," in IEE 

Proceedings, vol. 136. 

[21] D. J. Wilcox, M. Conlon, and W. G. Hurley, 

"Calculation of self and mutual impedances for 

coils on ferromagnetic cores," in IEE, vol. 135, 

1988, pp. 470 - 476. 

[22] T. R. Lyle, "On the self-inductance of circular coils 

of rectangular section," Philosophical Transactions 

of the Royal Society of London, vol. 213, pp. 421 - 

435, 1914. 

[23] E. B. Rosa, The self and mutual inductances of 

linear conductors, Bulletin of the Bureau of 

Standards, Ed.: U.S. Dept. of Commerce and 

Labor, Bureau of Standards, September 1907, vol. 

4. 

[24] C. Snow, Formulas for computing capacitance and 

inductance, 544th ed. Washington, United States of 

America: National Bureau of Standards , 1954. 



 



APPLICATION OF KEY FAULT GASES AND OIL TESTING FOR 
EVALUATION OF TRANSFORMER CONDITION AND ITS 
MAINTENANCE REQUIREMENT 

 
G. K. Irungu*,  A. O. Akumu**,  J. L. Munda*** and B. Lubisi**** 
 
Faculty of Engineering and the Built Environment, Department. of Electrical Engineering, Tshwane 
University of Technology, Private Bag X680, Pretoria  0001, Republic of South Africa  
* kimaniirungu@yahoo.com 
** akumuao@tut.ac.za 
*** mundajl@tut.ac.za 
**** Department of Asset Management, ESKOM, P.O Box 2199, Witbank 1035, Republic of South 
Africa , E-mail: lubisitb@eskom.co.za  
 
 
 

Abstract: Critical power transformers require special attention because of the role they play in 
power system reliability. The generator step-up (GSU), transmission line and high voltage direct 
current converter (HVDC) transformers must be monitored closely. Various monitoring tools like 
dissolved gas, partial discharge and temperature monitors have been deployed over the years with 
the aim of getting data for fault diagnostics. This paper uses key gases dissolved in oil generated by 
electrical and thermal faults plus some oil characteristics to evaluate the transformer health status. In 
the analysis, the dissolved gases and oil testing parameters are first normalized and then transformed 
into fuzzy membership functions. This information is then transformed into a multiple-attribute 
decision making (MADM) problem which can be applied in transformer condition evaluation for 
maintenance planning. Finally, this MADM is synthesized to transformer condition assessment 
under an evidential reasoning (ER) framework. A case study is evaluated using actual field data to 
verify the methodology. 

 

Key words: Basic Belief Assignment (BBA), Dissolved Gas Analysis (DGA), Dielectric Strength 
(DS), Evidential Reasoning, Power Transformer, Reliability. 

 

1 INTRODUCTION 
 
The operation of key strategic power transformers is a 
factor of major technical and economic significance in 
utilities. In the present economic scenarios, industries and 
electric power supply utilities are tightening their 
spending and making cutbacks in maintenance budgets. 
Greater emphasis is placed on the reliability, availability 
and optimization of the existing equipment [1]. 
Consequently, the loading is increased on current units, 
as this will defer purchasing additional plant capacity. 
This leads to the increase of transformer operating 
stresses. These stresses are; electrical, mechanical, 
thermal and chemical [2]. The electrical stresses arise 
from the applied normal operating voltage, lightning and 
switching surges, fault transients and ferro-resonance 
voltages. On the part of mechanical stresses, the 
transformer may experience such problems from short 
circuit within the transformer itself, heavy through fault 
or an earthquake. These abnormalities can disturb the 
windings and core configurations. This may lead to 
change in capacitance, inductance and resistance of the 
active part of the transformer [3].  
Another key stress a transformer is exposed to is the 
thermal arising from the operating temperature rise due to 
the core hysteresis and eddy current losses plus the 
winding ohmic losses. The last stress is chemical in 
nature emanating from the combined effect of electrical 
and thermal stresses acting individually or collectively.  

All these stresses leads to insulation degradation 
occasioned by partial discharge, sludge formation, 
increase in oil acidity, formation of gases in oil, reduction 
in insulation dielectric strength and finally transformer 
failure [4].  The data gathered from monitoring these 
stresses can be applied to assess the transformer health 
status. 
Section two looks at the fault analysis using dissolved 
gases in transformer oil and other byproducts of chemical 
decomposition of oil-paper insulation system. Part three 
highlights the assessing hypothesis development and 
evaluation methodology. Part four deals with the 
normalisation and fuzzification of field data. The last two 
portions entail the actual evaluation and conclusion. 
 

2 FAULTS DETECTABLE BY DGA 
 

Many faults occurring in a power transformer can be 
detected by dissolved gases in oil. This has been nick- 
named the transformer ‘blood test’, in comparison to 
human blood test. It is the most sensitive and reliable 
technique used for evaluating the health status of oil filled 
electrical equipment. The chemical decomposition of 
transformer oil-paper insulation whenever subjected to 
electrical and or thermal stresses generates some 
chemical byproducts. Notable among these are the gases 
which if generated by incipient faults dissolve in oil.  
The dissolved gas magnitude, type and rate of generation 
have been used for many years to diagnose the type and 



severity of faults [5]. The main gases generated as results 
of the oil-paper decomposition are; hydrogen, methane, 
ethane, ethylene, acetylene, carbon monoxide and carbon 
dioxide [1], [5]-[9].  
Many numerical tools are available for classifying and 
analyzing faults using dissolved gases [5]-[12]. These 
tools fall into two broad categories. The first is the key 
gas method which looks at the amount and type of gases 
present to deduce the fault. The second is the ratio-based 
tool which include but not limited to; Duval triangle, 
Rogers ratio and Doernenburg ratio. The key gas method 
relates key gases to different faults mainly identified as 
follows; 
• Oxygen and nitrogen: non-fault gases. 
• Hydrogen and methane: caused by corona or partial 

discharge. These are low energy electrical discharge 
faults. 

• Carbon monoxide and carbon dioxide: produced by 
overheating of cellulose solid insulation. 

• Ethane and ethylene: caused by overheating of oil. 
• Acetylene and hydrogen: due to arcing, that is high 

energy electrical discharge fault. 
Since the key gas method does not give numerical 
correlations between fault types and gas types directly, 
the diagnosis depends greatly on experience. On the other 
hand, the gas ratio methods are coding schemes that 
assign certain combinations of codes to specific fault 
types. The codes are generated by calculating ratios of 
gas concentrations and comparing the ratios with 
predefined values, which have been derived from field 
experience and are modified continually. A fault 
condition is detected when a gas combination fits the 
code pattern of a particular fault [5]-[12]. The ratios used 
are; 
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One key point to remember when using ratio-based 
diagnostic tools is that minimum gas levels are required 
and are generally defined in the IEEE C57.104, 2009. 
The separation, identification and quantification of the 
dissolved gases require the use of sophisticated laboratory 
equipment and technical skills and therefore can only be 
conducted by a suitably equipped and competent 
laboratory. Currently, there are several dissolved gas 
extraction techniques; these are [11]; 
• Gas chromatography 
• Hydrogen on-line monitoring 
• Photo-acoustic spectroscopy 
• Infrared spectroscopy 
• Array type gas sensor method 
Other than the dissolved gases in oil, oil testing can also 
be done to detect the presence of other chemical 
byproducts of oil-paper insulation degradation. This 
entails checking the oil colour, acidity, dielectric strength, 
dielectric loss, interfacial tension, specific gravity, 
moisture content, furanoids, oil quality index etc. This 
has been done over the years and is well documented in 
literature [1], [13]-[15].  Both the dissolved gases and oil 
test parameters can be used to estimate the oil-paper 
insulation life and thus ascertain transformer health 
status. 

3 TRANSFORMER ASSESSING GRADE 
TECHNIQUE 

 
The transformer condition assessment is evaluated using 
indices from three factors; thermal fault gases, electrical 
fault gases and oil test parameters. This is illustrated 
pictorially by Fig. 1.  
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Fig.1 Transformer condition assessment tree model 
 
This is a two-level model structure which can be viewed 
as a decision-making tree shown in Fig. 2. Level-one 
synthesizes transformer condition based on individual 
parameters and level-two combines the three factors 
assessment to an overall assessment. The model output is 
quantified by an assessing grade that an engineer can use 
to plan when maintenance is to be done.  
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 Fig. 2 Two-level model for transformer condition-based 
maintenance assessment 
 



Suppose ( )1, 2,...,nG n N=  represents an assessing 

grade such as excellent or poor, then a set of assessing 
grades can be represented as; 
 

{ }1 2, ,....., ,...... (1)n NG G G G G=
 

Where N is the total number of assessing grades, in this 

work 5N = . Therefore,
 

{ }, , , , (2)G excellent good average poor critical=
 

This ideology of assessing transformer condition and 
subsequently its maintenance needs is summarized in 
table 1 and offers a logical way of planning the 
maintenance strategy. 

 
Table 1. Maintenance schedule as related to assessing 
grades 
 

Grade assignment 
1G  2G  3G  4G  5G  

Assessing grade excellent good average poor critical 
Maintenance 
attention  

delay normal prior sooner immediate 

 
 

4 NORMALIZATION AND FUZZIFICATION OF 
PARAMETERS 

 
In order to transform the dissolved gases and oil 
parameters into fuzzy membership functions they are 
normalized first. Equation (3) is used for normalizing cost 
parameters. 
 

0
0

0

, (3)rm rm

rm rm rm rma

rma rm

E E
x E E E

E E

−
= ≤ ≤

−
 

Where 0rm
E is the minimum threshold parameter value 

below which the transformer is considered normal. The 
variable

rma
E is the maximum threshold of the parameter 

above which the transformer is considered to be in critical 
state and its failure is imminent [8]. The measured 
parameter value is given by

rm
E . The normalization of 

benefit attribute like oil dielectric strength is given by (4). 
 

, (4)rmN rm

rm rmx rm rmN

rmN rmx

E E
x E E E

E E

−
= ≤ ≤

−
 

Where rmNE is the new oil dielectric strength and rmxE is 

the minimum dielectric strength below which the 
transformer is considered to be in critical state and it can 
fail any time [7]. The normalized values are then 
transformed into fuzzy membership functions. After 
fuzzifying the indices for the electrical and thermal faults, 
the outcome is the fuzzy assessing intermediate values 
expressed mathematically as; 

( ) ( )
2

1

P (5)1, 2, 3i im i
m

M G w G i
=

= =∑
 

Where ( )P
i

G is the fuzzy membership matrix, 2m =
gives the number of parameters in each sub-factor of 

electrical and thermal faults. Theimw is the weighting 

matrix which takes into consideration the fact that each 
parameter has different significance level in the 
assessment. The weights can be subjectively or 
objectively derived. Numerous subjective weighting 
approaches are available like Delphi and analytic 
hierarchy process (AHP). Also several objective 
weighting criteria such as entropy and Ma et al are found 
in literature [13]. In this work the subjective approach 
using the analytic hierarchy process (AHP) is applied 
[16]. 
 

5      EVIDENTIAL REASONING: DEMPSTER-
SHAFER THEORY 

 
This is a mathematical theory of evidential reasoning that 
allows one to aggregate evidence from different sources 
and arrives at a degree of belief that takes into account all 
the available evidence. The Dempster-Shafer Theory 
(DST) is well-known for its usefulness to express 
uncertain judgments of experts. It has been used widely 
as a realistic approach to handle problems with fuzziness 
and uncertainty [1], [13], [17]-[18].  
Using this theory, a frame of discernment is defined as 
Ω  and a basic hypothesis is denoted by 

nG  that is

nG ⊆ Ω . All the hypotheses jointly make up a set

{ }1 2 3 4 5
, , , ,nG G G G G G= . In this research, the five 

assessing grades ( )1 5
G G− form the frame of discernment. 

DST makes it possible to model several single pieces of 
evidence within single or multi hypothesis relations as 
uncertain assessments of a system in which exactly one 
hypothesis is objectively true. Let ( ) [0 1]m Ψ = denote the 

basic belief assignment to the subset Ψ of Ω , which 
measures the extent to which the evidence supportsΨ
and the total belief is one. The basic belief assignment for 
an empty subset of Ω  is denoted as ( )m Φ .  Then, it 

follows that; 
 

( ) ( )1, 0 1 (6)m m
Ψ⊆Ω

Ψ = ≤ Ψ ≤∑  

 
( ) 0 (7)m Φ =  

Let the quantity ( )m Ω measure the portion of the total 

belief that remains unassigned after commitment of belief 
to all subsets of Ω . The core of the D-S theory of 
evidence is the combination rule that will be applied to 
aggregate the different sources of evidence. The three 

evidence sources are denoted as 1f (electrical), 2f

(thermal) and 3f (oil test). The multiple-evidence 

combination rule for 1 2 3f f f⊕ ⊕  is defined as; 

 

( ) ( ) ( ) ( )
1 2 3

1 1 2 2 3 3 (8)
1f f f

m f m f m f
m

K∩ =Ψ∩
Ψ =

−
∑  

Where  
 

( ) ( ) ( )
1 2 3

1 1 2 2 3 3
(9)

f f f

K m f m f m f
∩ =Φ∩

= ∑  

And K gives a measure of the degree of conflict among 
the multiple sources of evidence.  



6 DETERMINATION OF WEIGHTS OF INDICES 
AND FACTORS 

 
The weighting for the electrical and thermal fault gases as 
well as the factors was made based on expert AHP 
subjective judgment. The weight reflects the relative 
importance of each element or factor in the assessment 
process. The various weighting comparison matrices are 
as elaborated in this section. 
 
For gases generated by overheating oil( )2 4 2 6C H to C H ; 

1 3/ 4

4 / 3 1OW
 

=  
 

from which the normalized 

eigenvector gives the weight of  ethylene as 0.5714 and 
that of ethane as 0.4286. 
 
For gases generated by overheating of paper

( )2CO to CO ; 

1 2 /1

1/ 2 1PW
 

=  
 

from which the weights are 0.6667 and 

0.3333 for carbon monoxide and carbon dioxide 
respectively. 
 
For gases produced due to arcing( )2 2 2H to C H ; 

1 1/ 5

5 /1 1AW
 

=  
 

from which the weights are 0.1667 for 

hydrogen and 0.8333 for acetylene. 
 
For gases produced due to partial discharge( )2 4H toCH ; 

1 1/ 2

2 /1 1PdW
 

=  
 

from which the weights are 0.3333 for 

hydrogen and 0.6667 for methane. 
 
The oil testing parameters possess the same level of 
significance and they have close correlation. Therefore 
have equal weights. 
 

1 1 1 (10)
3 3 3OT

w =  
   

 
For the three factors electrical, thermal and oil test, the 
comparison matrix is; 
 

1 1/1 2 /1

1/1 1 2 /1

1/ 2 1/ 2 1
ETOW

 
 =  
  

from which the weights are 0.4, 

0.4, 0.2 for electrical, thermal and oil test respectively. 
 
 

6.1 Practical Case Study 
 
Data from two different generating station transformers 
was used for validation. Table 3 shows the data for those 
two transformers under consideration. Calculation for 
only T1 22/420 kV, 700 MVA transformer is shown here 
using the IEEE gas limits [7]. The oil test crucial limits 
for the oil parameters are as shown in table 4 [19]. 
 

Table 4. Oil Testing Limits 
 

Oil Parameter Normal Value Critical Value 
Acidity (mgKOH/g) <0.01 >0.25 

( )2 /H O mg kg  <5 >20 

Diel. Strength  (kV) 87> 75< 
 
 
6.2 Evidence Evaluation & Combination 
 
The evidence from thermal and electrical factors is 
computed first by aggregating the information from the 
faults gases associated with each of them. Thus for 
thermal faults in oil and paper whose evidence is given 
by (11), the aggregate basic belief assignments (BBAs) is 
given by (12). The same applies to the electrical factor 
whose evidence from the partial discharge and arcing 
fault gases is given by (13) and its BBAs by (14). 

 

( )
1 2 3 4 5

0.3886 0.1828 0 0 0.4286 (11)

0.6667 0.3333 0 0 0

OP

G G G G G

M G =
 
 
 
    

 

( ) 3 51 2 4
(12)

0.8097 0.1903 0 0 0
T

M G
G GG G G

=
 
 
   

 

( )
1 2 3 4 5

1 0 0 0 0 (13)

1 0 0 0 0

PdA

G G G G G

M G =
 
 
 
  

( ) 3 51 2 4
(14)

0 0 0 01
E

M G
G GG G G

=
 
 
 

  

 
The BBAs for the oil test is given by (15). 
 

( ) 3 51 2 4
(15)

0 0 0 01
OT

M G
G GG G G

=
 
 
 

 
Table 3. Transformer in Service DGA and Oil Testing data 

 
Tx. Fault gases dissolved in oil in ppm Oil Test Parameters 

2
H  

4
CH  

2 6
C H  

2 4
C H  

2 2
C H  CO  

2
CO  Acidity (mgKOH/g) ( )2

/H O mg kg  Diel. 
Strength 
 (kV) 

T1 23 159 154 74 0 435 4319 0.01 4 92 
T2 34 22 6 11 0 519 1787 0.05 18 78 



Having computed the BBAs for each factor, the next step 
is calculation of the overall evidence combination. Due 
to measurements errors arising from imperfect sensors 
and other associated equipment; a degree of belief

 coefficient 0.90rβ = (based on 90% confidence level) is 

introduced to calculate the final BBAs before evidence 
combination. Because the thermal and electrical factors 
are the key factors, we first normalize the factor weights. 
This new factor weight is given by (16). 
 

[ ] (16)1 1 0.5iw =  

The final factor weights after introducing the uncertainty 
are as given by (17). 
 

[ ] (17)0.9 0.9 0.45ii i wα β= =
 

The degree of unbelief assignment for thermal, electrical 
and oil test is 0.1, 0.1 and 0.55 respectively as given by 
(18). 
  

( ) [ ] (18)0.1 0.1 0.55im Ω =
 

The final weighted BBAs for the three factors from (12), 
(14), (15) and (17) are given by (19). 
 

( )

3 51 2 4

0.7287 0.1713 0 0 0 (19)
0.9 0 0 0 0

0.45 0 0 0 0

i
m G

G GG G G

=

 
 
 
 
 
 

 
The evidence combination table 5 is formed from the 
matrix of (18) and (19) for two factors, thermal and 
electrical. From table 5, the following can be calculated 
for 1 2;f f⊕ the degree of conflict from (9); 

 
 0.15417, 1 0.84583K K= ⇒ − =  
 
Using (13),  
 

( )1 0.967925,m G = ( )2 0.02025m G =  

( ) ( ) ( )3 4 5 0,m G m G m G= = = ( ) 0.011823m Ω =
  

Likewise combining 1 2f f⊕ evidence with the oil test 

BBAs we get 1 2 3f f f⊕ ⊕ as; 

 

( )1 0.98218,m G =
 

( )2 0.0112679m G =  

( ) ( ) ( )3 4 5 0,m G m G m G= = = ( ) 0.0065498m Ω =
 

 

Therefore, the overall transformer condition assessment 

can be summarised by the matrix below. 

 

( ) ( )3 51 2 4

0.9822 0.0113 0 0 0 0.0065
m G

mG GG G G
=

Ω 
 
   

 
6.3 Application of  Evidential Reasoning Criterion 
 
The Dempster-Shafer evidential decision-making 
criterion is used to locate the assessing grade with the 
maximum value of basic belief assignment. This should 
satisfy the following three conditions. 
 
• The located grade should have BBA greater than 

that of other grades by a certain amount in this work 
0.001. 

• The BBA for the unassigned belief should be as 
small possible in this work 0.1 or less. 

• The located assessment grade should have greater 
BBA than the unassigned belief. 

 
Applying the criterion to the above case study we have; 
Condition 1: 
 

( ) ( )
( ) ( )

0 1

1 2 0.9707 0.001

0.001N Nm G m G

m G m G

− >

⇒ − = >
 satisfied 

 

Condition 2: ( ) ( )0.1 0.0065 0.1m mΩ < ⇒ Ω = <
satisfied 

 
Table 5. Evidence combination table for thermal and electrical factors 

 

 

 Thermal 2f  
 

1G  2G  3G  4G  5G  ( )1m Ω  

0.7287 0.1713 0 0 0 0.1 

E
le

ct
ri

ca
l  

f 1
 

1G  0.9 
1x  1z  0 0 0 

4x  

2G  0 0 0 0 0 0 0 

3G  0 0 0 0 0 0 0 

4G  0 0 0 0 0 0 0 

5G  0 0 0 0 0 0 0 

( )2m Ω  
0.1 

2x  3x  0 0 0 
5x  



Condition 3: ( ) ( ) ( ) ( )0 1Nm G m m G m> Ω ⇒ > Ω
satisfied 
Therefore the transformer condition assessing grade is 

( )1m G excellent and from table 1, the maintenance 

should be delayed. If the California State University 
Sacremento (CSUS) [1] gas limits are used, the evidence 
for paper and oil (thermal factor) will be uncombinable. 
Likewise the BBAs for transformer T2 22/11 kV, 40 
MVA, using IEEE gas limits are;  
 

( )1 0.9920,m G = ( ) ( )2 3 0,m mG G= = ( )4 0.0010m G =
 

( )5 0.0010,m G = ( ) 0.0060m =Ω
 

 
The application of DST criterion to T2 gives the 
assessing grade as excellent.  
 

7 CONCLUSIONS 
 
Transformer condition assessment using three sources of 
evidence has been presented. More sources can be added 
if data is available. Nevertheless, the gases dissolved in 
oil and oil test form crucial sources of evidence 
pertaining to transformer health status. Their evaluation 
outcome in this work is in agreement with the inspection 
report. The report indicated that the transformer 
condition to be normal. If more data from different test 
condition could be available it can be added since the DS 
evidential reasoning is flexible. The case analyzed shows 
that the transformer T1 condition is excellent with a 
degree of belief of 98.22%. This can be translated to 
mean that the transformer condition is excellent with a 
minimum probability of 98.22% and a maximum 
probability of 98.87%. This methodology can be applied 
to many units and then an engineer can rank them for 
maintenance purposes accordingly. Therefore, it can be 
concluded that evidential reasoning can be applied for 
condition-based maintenance assessment for a 
transformer of any size given its operational data. 
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MODELLING AND EVALUATION OF SINGLE-PHASE OPTIMISA 
POWER TRANSFORMER 
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Abstract: As the cost of electricity continues to rise, electrical energy saving technologies are becoming 
more popular. In this paper the working principle of the energy optimisation technology developed by 
Power Optimisa is investigated. A novel tap-changing power transformer is used to control the varying 
supply voltage. The load voltage is also controlled to create a more energy-efficient load. The transformer 
working principles are determined and a computer model is developed to simulate the transformer’s be-
haviour. Tests are conducted to determine the efficiency and voltage regulation versus load of a 30 kVA 
single phase Optimisa transformer. 
 
Keywords: Power transformer, voltage management, transformer efficiency, voltage regulation 
 
 
 

1. INTRODUCTION 
 

The electricity supply to low voltage networks can range 
from 207 to 253 V phase to neutral. All electrical   
equipment must be able to function within this voltage 
range [1]. It is normal for electricity to be supplied at 
voltage levels slightly towards the higher end of the      
allowed voltage range (higher than 230 V). Most        
electrical equipment, however, will function more         
efficient at a slightly lower voltage, say 220 V. Voltage 
management technologies such as the Optimisa power 
transformer can be used to lower the incoming supply 
voltage levels to increase the energy-efficiency of loads. 
 
The Optimisa power transformer was developed by   
Power Optimisa, a South African company based in Cape 
Town. The company specialises in supply-side energy-
efficiency by using a technique referred to as voltage 
power optimisation [2]. The voltage can either be       
controlled automatically by the unit’s control system or 
manually by the user. The single phase Optimisa unit has 
three different tap settings namely a 0 %, -3 % and -6 % 
tap setting. The incoming supply voltage can thus be      
lowered by either 3 % or 6 %, or kept the same with the 
0% tap setting. 
 
The exact internal working principle of the Optimisa 
power transformer is generally unknown. The objective, 
hence, of this paper is to determine the transformer’s 
working principle by conducting various tests. From   
these tests and measurements a computer simulation 
model for the transformer is developed. The performance 
of the transformer and the transformer model are        
evaluated in terms of efficiency and voltage regulation. 
 

2. TRANSFORMER WORKING PRINICPLE 
 

The Optimisa transformer working principles can be    
described in terms of its different tap settings. From an in 
depth investigation and numerous tests it was found that 
the Optimisa transformer with its tap settings can be         
represented by the simple circuit diagram shown in    
Figure 1. If the 0 % tap setting is selected in Figure 1, the 

transformer functions as a current transformer [3]. In this 
case the volt drop across the primary winding in Figure 1 
is almost zero due to the very low equivalent series     
impedance. The flux in the core in this case is also almost 
zero due to current transformer action. Hence the core 
losses in the transformer with the 0 % tap setting are for 
all practical purposes zero. 
 
If either the windings of the -3 % or -6 % tap settings are 
connected to the primary winding the transformer      
functions as an autotransformer [4] as shown in Figure 1. 
In autotransformer mode, as is commonly known, the   
power efficiency and voltage regulation of the transform-
er are again very good. The core losses in this case, how-
ever, cannot be ignored as the core goes through full flux     
variation. 
 
To model the power transformer the number of turns on 
each winding have to be determined as well as the    
winding resistances. The magnetic hysteresis curve of the 
transformer is also required for the modelling of the non-
linear magnetic behaviour of the transformer core. 

 
Figure 1: Equivalent circuit diagram of the Optimisa 

power transformer with its three tap settings. 
 
2.1. Primary winding configuration 
 
The primary winding consists of four coils as illustrated 
in Figure 2, which are wound on a common core shown 
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in Figure 3. The polarities of the coils are also indicated 
in Figure 2. The equivalent primary winding is defined as 
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Due to the design and layout of the transformer the      
different primary windings could not be tested separately. 
All tests involving the primary windings were conducted 
with respect to the equivalent primary winding.  
 
The number of turns on the equivalent primary winding 
was determined by adding a separate winding around the 
transformer core with a known number of turns. Thin 
copper wire was used to carefully construct eight turns 
around the transformer’s iron core as shown in Figure 3. 
With this secondary winding shorted a variable voltage 
was applied to the primary circuit and the currents in both 
the primary and secondary windings were measured. In 
this way the primary to secondary winding ratio was    
determined from the current measurements as 
 

										
��

��
�	

��

��

� 2.626.																																																							2� 
 
The number of turns on the primary winding is thus 
 

										�� �	
��

��
� �� � 2.626 � 8 � 21.																										3� 

 
The same method is used to determine the number of 
turns of the secondary windings. The equivalent primary 
winding resistance is measured as 0.02 Ω. 
 
 
 
 

 
 
 
 

Figure 2: Equivalent circuit diagram of the primary   
winding coil configuration. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Photo of the 230 V, 30 kVA Optimisa        
transformer coils wound on a common core. In front, on 
the left core-leg, the added secondary winding is visible. 

2.2. Saturation current  
 
The saturation current through the transformer core is   
determined by replacing the load in Figure 2 with a short 
circuit. A 15 V voltage was applied between the terminals 
labelled R and T in Figure 2. This voltage and the          
resulting magnetising current are shown in Figure 4. 
 

Figure 4: Measurements of applied voltage (Ch1) across 
the primary winding coils and magnetising current (Ch2). 
 
2.3. Secondary winding ratios and resistances 
 
The primary-to-secondary winding ratios were deter-
mined for all the different tap settings by measuring the 
currents of the primary and secondary windings. The cur-
rent ratios determine the winding ratios as from equation 
(2). With Np = 21 from (3) the number of turns of the dif-
ferent secondary tap windings were determined. The re-
sults of these calculations are given in Table 1. The 
measured   resistances of the different tap setting wind-
ings are also given in Table 1. 
 

Table 1: Current ratios and number of turns and re-
sistances of the different tap winding coils. 

Tap Setting ��/�� �� ��	Ω�  

0 % 16.66 350 2.9 

-3 % 35.64 749 2.1 

-6 % 16.76 352 1.0 

 
 

3.     MODELLING AND SIMULATION 
 

The ANSYS Simplorer simulation program was chosen 
for the modelling and simulation of the Optimisa power 
transformer. This ANSYS package is developed specifi-
cally for the modelling and simulation of electromagnetic 
systems. In the next sections the Simplorer models are 
described. 
 



(a) 

 3.1. Simplorer models 
 
The different tap settings were all modelled individually. 
The Simplorer model for the 0 % tap setting is shown in 
Figure 5(a). The 0 % tap setting was modelled as a      
current transformer as shown.  
 
 The Simplorer model used for the -3 % and the -6 % tap 
settings is shown in Figure 5(b). Both these tap settings 
are connected as autotransformers, thus their simulation 
models look identical and only one model is shown. The 
only difference between the -3 % and the -6 % tap setting 
models is the resistance and number of turns of the sec-
ondary winding. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2. Non-linear modelling of the transformer 
 
The non-linear behaviour of the Optimisa transformer 
core was also included in the Simplorer simulation   
models. The Jiles-Atherton theory of ferromagnetic    
hysteresis [5], [6] was used to model the non-linear      
behaviour of the transformer core. All the parameters of 
the Jiles-Atherton hysteresis model were determined    
experimentally. This hysteresis model is created in    
Simplorer with the BH magnetic hysteresis curve shown 
in Figure 6.  
 
The simulated magnetising current according to the   
Simplorer model is shown in Figure 7. It closely matches 
the measured magnetising current shown in Figure 4. In 
this way, thus, the transformer core saturation and       
hysteresis core losses are accurately simulated. 
 
 
  

(b) 

Figure 5: Simplorer models for (a) the 0 % and (b) the -3 % and -6 % tap settings. 



Figure 8: Schematic of the high-current single phase test setup. 

Figure 6: Simplorer magnetic hysteresis curve. 
 

  
Figure 7: Simulated magnetising current. 

 
4.     TRANSFORMER TESTING AND EVALUATION 
 
The transformer is rated at 230 V, 30 kVA. To truly test 
the transformer’s capabilities, load currents as high as 
100 amps are required. A special test setup is used to load 
the transformer to such high current. The transformer is 
evaluated in terms of efficiency and voltage regulation. 
The simulated efficiency and voltage regulation are   
compared with measured results.  
 
4.1. Test setup 
 
The test setup is shown in Figure 8. Inside the safety box 
the three phase supply voltage connection is separated 
and only a single phase connection is used for the rest of 
the test circuit. A switch is located inside the box to turn 
the power on and off for the test circuit.  

All the meters that were used are analogue meters. Two 
current transformers with a ratio of 20:1 were used to 
lower the current for the watt meters that are rated at 6.5 
A. 
 
The variable load shown in Figure 8 is a resistor bank 
which consists of nine 18 Ω resistors. Four sets of parallel 
resistors where made, each with an equivalent resistance 
of 9 Ω. These four sets together with the last 18 Ω         
resistor functioned as the load for the test setup. By     
connecting the parallel sets in parallel with each other and 
using the 18 Ω load separately, the load can be varied   
between 18 Ω, 9 Ω, 4.5 Ω, 3 Ω and 2.25 Ω. This created 
load currents that vary from 12 to 97 A. 
 
4.2. Transformer efficiency 
 
The transformer efficiency is calculated by 
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The measured efficiencies only include the efficiency of 
the transformer itself. The efficiency of the complete   
Optimisa unit will be slightly less due to the power losses 
of the electronic and power electronic components.  
 
The measured and simulated efficiencies for the three   
different tap settings are shown in Figure 9. Note that at a 
load current of 90 A the transformer is only at 0.69 p.u. 
load current. From Figure 9 it can be seen that there is a 
decrease in efficiency as the load current increases for 
both the simulated and measured efficiency. This is      
expected since the power loss over the primary winding 
resistance will increase as the load current increases.  
 
The efficiencies determined from the test measurements 
indicate that the transformer has an efficiency of just over 
100 % for load currents less than 25 A. This discrepancy 
is caused by the measuring-equipment (i.e. the current          
transformers and analogue watt meters), which are not   
absolute identical and introduces a small measuring-error.  
 
The simulated efficiency for the 0 % tap setting decreases 
perfectly linearly with the load current while the -3 % and 
-6 % tap setting does not. This is due to the hysteresis 
core losses that are included in the -3 % and -6 % tap   
setting models. For the 0 % tap setting model the core 
losses are for all practical purposes zero due to the almost 
zero core flux in current transformer mode. 
 
 



(a) 

(b) 

(c) 
 

Figure 9: Optimisa transformer efficiency for (a) 0 % tap 
setting, (b) -3 % tap setting and (c) -6 % tap setting. 

 
The maximum errors between the measured and simulat-
ed efficiencies are given in Table 2. The maximum meas-
ured efficiency in this error calculation is considered to 

be 100 %. The transformer has an efficiency of 99.9 % 
for load currents less than 26A. 
 
Table 2: Maximum error between measured and modelled 

efficiencies 
 

Tap Setting Error 

0 % 0.1% 

-3 % 0.48% 

-6 % 0.35% 

 
 
4.3. Percentage voltage regulation 
 
The percentage voltage regulation is calculated by 
 

										%%� =
&!�_(�)* − &(�)*

&(�)*
× 100%	.																									(5) 

 
The measured and simulated voltage regulations are 
shown in Figure 10 with Vno_load in (5) taken as Vno_load = 
Vsupply. The measured voltage regulation of the 0 % tap 
stays constant as shown in Figure 10; this is probably a 
measuring-error. The simulated voltage regulation of the 
0 % tap setting shows a very low regulation. This is ex-
pected since with the 0 % tap setting the transformer acts 
as a current transformer with a very low internal voltage 
drop. 

Figure 10: Percentage voltage regulation of the Optimisa 
transformer for three tap settings with Vno_load  equal to 
the input voltage that varied slightly with load current. 



The simulated and measured voltage regulations of the     
-3 % and -6 % tap settings show an increase of about 1 % 
with load. This is due to the equivalent series impedances 
of the autotransformer connections. In this case good 
matching is obtained between the simulations and         
measurements. The maximum error between the      
measured and simulated output voltages for the same   
input voltage is only 0.32 %. Hence, the Simplorer’s   
simulated model can be used to determine rather           
accurately the voltage regulation of the real transformer. 
 

5.     CONCLUSION 
 

The working principles of the Optimisa power          
transformer, which were unknown at the beginning of the 
study, were determined successfully. It was found that the 
Optimisa transformer acts as a current transformer when 
the 0 % tap setting is connected. If the -3 % or -6 % tap 
setting is connected the Optimisa transformer functions as 
an autotransformer.  
 
The transformer was modelled successfully in Simplorer. 
The three different tap setting (0 %, -3 % and -6 %) were 
modelled individually. The Jiles-Atherton theory of     
ferromagnetic hysteresis was used to model the non-
linear behaviour and losses of the transformer core       
accurately. The maximum error found between the    
measured and simulated efficiency is only 0.48 %. Also 
the maximum error between the measured and simulated 
output voltage is 0.32 % at a load current of 91.41 A   
(0.7 p.u.). Thus, the simulated model of the transformer is 
accurate and can be used to predict the behaviour of the          
transformer.  
 
The measured transformer efficiency shows that at an   
input voltage of 220 V the transformer is 99.9 % efficient 
for load currents less than 26 A (0.2 p.u.). At full load the 
efficiency of the transformer is estimated to be just less 
than 99 %. Hence, the Optimisa power transformer has an 
extremely high efficiency under normal loading         
conditions. Furthermore, the full-load voltage regulation 
for the different tap settings is found to be within 1 %. 
Both the high efficiency and very good voltage regulation 
can be explained by the functioning of the transformer as 
either a current transformer or an autotransformer. 
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