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Abstract— Recent research conducted on improving solar 

power generation and efficiency has led to the study and the 

use of new technology in three-dimensionality in achieving 

these tasks. This paper presents the modelling and simulation 

of a concentrated thermal photovoltaic system in two-

dimensions and three-dimensions to investigate the effect of 

three-dimensional technology on concentrated thermal 

photovoltaic structures of similar capacity and materials. The 

results showed that the performances of the system modelled in 

three-dimensions is better than that modelled in two-

dimensions in terms of the generated output power as well as 

the efficiency. Furthermore, the point graphs and other 

simulated plots were obtained on the modelled two-

concentrated thermal photovoltaic system and the three-

concentrated thermal photovoltaic system. The results 

obtained revealed that the damaging effect of temperature was 

much less on the three-dimensional concentrated thermal 

photovoltaic system than that of the two-dimensional 

concentrated thermal photovoltaic system. 

Keywords— Solar power generation, efficiency, three-

dimensional technology, concentrated thermal photovoltaic 

system, modelling and simulation  

I. INTRODUCTION

Generation of solar energy through the use of three-

dimensional (3D) technology is becoming a household name 

for improving the generated output power and efficiency of 

solar system. The 3D technology is relatively a newer 

technique of solar power generation when compared with 

the regular method of two-dimensional (2D) power 

generation otherwise known as the convectional method. 

The 3D technology is fast gaining ground all over the world. 

The realization that physical devices possess 3D images 

while the traditional display is capable of showing only 2D 

flat images that is devoid of depth has informed the study on 

enhancing solar power generation through 3D technology. 

According to research study in 3D technology, solar energy 

structures have been discovered to take in light and produce 

more energy in the ratio 2 - 20 higher than the flat panels of 

the same area footprint [1], [2]. Researchers in solar energy 

generation are now taking the advantages of 3D technology 

to optimize the solar energy generated [3], [4]. Other 

scholars who have also researched into 3D technology [5], 

[6], [7] have established that 3D structures favour more 

significant generation of electrical power and higher 

efficiency than the conventional planar 2D structures. 
Solar energy generation can be either by photovoltaics 

(electricity generation directly from the sunlight energy) [8], 
[9] or by concentrated power (electricity generation from

concentrating sunrays that pass though lenses and mirrors 
onto small, but highly efficient photovoltaic solar cells [10], 
[11] with multi-junctions (MJ)]. The solar energy generation
being considered in this paper is that of concentrated power.

II. OPERATING PRINCIPLE OF CONCENTRATED THERMAL 

PHOTOVOLTAIC SYSTEM 

The concentrated thermal photovoltaic system (CTPV) 

device is hereby presented as an energy circle with burning 

fuel (flame) inside which represents the solar energy 

radiating a high degree of heat by using mirrors or lenses to 

concentrate the heat which is captured by the small area of 

the PV cells.  The combustion of fuel and the radiated heat in 

the concentrating medium of the CTPV system is then 

converted to electricity [12]. The normal efficiency of a 

CTPV system varies between one percent and twenty percent 

[13], [7]. The unutilized radiated heat in the system escapes 

as loss and combines with the heat transferred through 

conduction in the CTPV system to increase the temperature 

of the PV cells, thereby reducing the amount of electrical 

power generated and its efficiency.  The nature of the 

materials configuration used in the CTPV system affect the 

extent to which heat is lost.  

A. Concentrated thermal photovoltaic modelling and

simulation in 2D and 3D

The modelling of the CTPV system was carried out using 

COMSOL Multiphysics software. The CTPV system was 

modelled as an energy circle with heat at its center and 

containing other modelled materials. A prototype of such 

system is as shown in Figure 1.  

Figure 1: Geometry and dimensions of modelled Thermal PV system [13] 
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The thermal properties of the CTPV system and of the 

materials used, were modelled both in 2D and in 3D. All 

modelling details like the definition, geometry, dimensions 

and meshing were also carried out as 2D and 3D models.  

The materials used in modelling the CTPV system were the 

followings: 

i. The emitter, with assigned specific temperature, 

T_heater, on the inner boundary. 

ii. The mirrors of low emissivity that were used in 

concentrating the rays on the PV cells. 

iii. The PV cells of high emissivity on which the sun 

rays were concentrated.  

iv. The insulation of low emissivity. 

The physical properties of these materials are as presented 

in Table 1 and some of the models achieved are presented in 

Figure 2(a) to Figure 2(j). 

 

B. Table 1:  Properties of the materials used in the CTPV 

modelling [13] 

Component k 

[W/(m·K)] 

ρ (rho) 

[kg/m3] 

Cp 

[J/(kg·K)] 

ε 

Emitter 10 2000 900 0.99 

Mirror 10 5000 840 0.01 

PV Cell 93 2000 840 0.99 

Insulation 0.05 700 100 0.1 

 

      Conduction of heat on different boundaries took place in 

the CTPV system. In order to reduce temperature resulting 

from the heat generated, water was used as coolant on the 

CTPV rear surface (their interface with the insulator). On 

the PV cells inner boundaries, radiation boundary conditions 

were applied. The heat generated by the PV cells was 

doused by the heat sinks provided on the inner boundaries of 

the PV cells, hence more of the irradiation was converted to 

electricity. The boundary heat source, q, is as given in (1).     

                               (1) 

where, 

G = irradiation flux (W/m2), and 

   = Voltaic efficiency of the PV panel 

At the outer boundary of the PV cells, water cooling by 

convection was applied which satisfied the convective heat 

transfer with the water cooling equation defined in (2) as: 

                                      (2) 

where,  

 and the heat flux is for any fluid which 

can be liquid or gas/air. The fluid considered here is water. 

For water; 

,                  

 was set at 5 W/m2K 

 = external or ambient temperature = 293.15 K 

On the insulation inner boundaries, radiation boundary 

conditions were also applied while at the outer boundary of 

the insulation, convective cooling for air was set and applied 

with h set to 5 W/(m2·K) and Tamb to 293 K.  

The emitter was simulated the with a fixed temperature, T-

_heater, on the inner boundary while at the outer emitter 

boundary, surface-to-surface radiation was applied.  

The physics and the global definition prevailing on the 

operations of the PV cells and the heater are as presented in 

Table 2. 
 

Table 2: Global definition for the PV Cell and the heater 

Name Expression Unit Description 

eta_pv 
  

if(T<1600[K], 0.2 x (1 - 

(T/800[K] - 1)2), 0) 

 Voltaic efficiency, 
PV cell 

q_out ht.Gm x eta_pv W/m2 Electric output power 

T_heater 1000 [K] K Temperature, emitter 

inner boundary 
 

C.  Other operating equations in the modelling.  

The following equations were operated in determining the 

activities taking place in the CTPV system. 

According to [14] the heat exchange equations as expressed 

in by conduction and convection for solid and fluid domains 

in (3) and (4) are: 
 

        (3) 

          (4) 

The efficiency of the PV cells is directly related to the 

surrounding temperature as expressed [14] in (5) as: 

        

                                             (5) 

The unconverted radiation was generated as heat which 

raised the PV cells temperature and therefore dropped the 

PV cells efficiency. The heat transfer equation, when 

expressed as an internal heat generated, Q, is a function of 

the efficiency of the PV panel, , the surface area of the 

PV panel, Apanel and the volume of the PV cells in the panel, 

Vpc.panel. The heat transferred is related to the absorbed solar 

radiation as expressed in (6) as: 

                                  (6) 

 

III. SIMULATIONS AND RESULTS 

The geometric data obtained for the modelled 2D and 3D 

CTPV systems are summarised in Table 3. The several 

boundary selections for the 2D and 3D were different in 

number. The 3D model considered the various points on the 

x, y and z axes while 2D model considered only the x and y 

planes. These boundary selections are significant in the 

required physics application for the modelling and 

simulation. The comparative analysis of the geometry for 

the modelled 2D and 3D CTPV systems are in Table 3.   

Table 3:  Geometry statistics of Two-dimensional and 

Three-dimensional Geometries 

2D Geometry 3D Geometry 

Description Value Description Value 

Space dimension 2 Space dimension 3 

Number of 

Domains 

20 Number of 
Domains 

20 

Number of 

boundaries 

184 Number of 
boundaries 

224 

Number of edges Not 
applicable 

Number of edges 544 

Number of 

vertices 

176 Number of 

vertices 

352 



The effect of modelling in 2D and 3D (while maintaining 

the number of PV cells/mirrors as eight) on the temperature 

distribution, efficiency and the electrical power output of the 

CTPV system was studies and analysed. The modelled 

materials for the 2D and 3D CTPV systems are 

comparatively illustrated in Figure 2(a) to Figure 2(j).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 2(a): Modelled insulation for 
2D CTPV system 

Figures 2(b): Modelled insulation for 
3D CTPV system  

Figures 2(c): Modelled PV cells for 2D CTPV 

system 

                    

Figures 2(d): Modelled PV cells for 3D CTPV 
system 

                    

Figures 2(e): Modelled mirrors for 2D CTPV system 
Figures 2(f): Modelled mirrors for 3D CTPV 

system 

Figures 2(g): Meshed result of 2D 
CTPV thermal PV system  

Figures 2(h): Meshed result of 3D CTPV 
thermal PV system  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. RESULTS 

 

    The results obtained for the 2D and 3D simulations are presented graphically in Figure 3(a) to Figure 3(f) and are as 

summarised in Table 4.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

 

Figure 3(a): Point graph - Temperature variation in a 2D CTPV 

system 

Figures 2(i): Stationary temperature distribution of 
modelled 2D CTPV system 

                                                                                                                                                     
  

  

                                                                                                                                               

System   

Figures 2(j): Stationary Temperature distribution of 

modelled 3D CTPV system             
                                               

                                                                                                            
                                                                                                                                                     
  

  

                                                                                                                                               

System   

Figure 3(b): Point graph - Temperature variation 

in a 3D CTPV system 

 

Figure 3(c): Voltaic efficiency versus 
Temperature in a 2D CTPV system 

 

Figure 3(d): Voltaic efficiency versus 

Temperature in a 3D CTPV system 
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Table 4:  Results summary on 2D and 3D CTPV modelling 

Parameters 2D CTPV system 3D CTPV 

system 

Prevailing operating condition 

(Emitter temperature) 

1,400 K 4,000 K 

Temperature range for the 

heater operation 

1,000 K to 2,000 K 2,000 K to 

4,000 K 

Maximum output power 
operating condition (Emitter 

temperature) 

1,200 K 3,600 K 

PV cells attained temperature 1,820 K 850 K 

PV cells optimal output power 

temperature 

780 K 715 K 

Output power 7.8 kW/m2 23.2 kW/m2 

CTPV system attained 

efficiency 

19.8 % 19.9%  

 

V.   CONCLUSION 

     The CTPV system and its materials were successfully 

modelled in 2D and 3D. Some of the modelled results are 

presented in Figures 2(a) to Figure 2(j). The geometric 

statistics obtained for the 3D CRPV system were more 

indepth than those of the 2D. The voltaic efficiency of the 

2D CTPV in Figure 3(c) was almost the same with that of 

the 3D in Figure 3(d) but it could not be sustained for long 

for the 2D CTPV system before it would drop to zero at any 

temperature beyond 1400 K while that of the 3D was better 

fairly distributed and sustained Figure 3(d). The 3D CTPV 

system for the 3D was able to operate safely under the effect 

of more intense heat without its PV cells temperature getting 

unnecessarily heated-up as seen in Table 4. Hence, the heat 

was not excessive to cause any hinderance for the generated 

output power and its efficiency. The generated output power 

of the 3D CTPV system was able to reach 23.2 kW/m2 as 

against that of the 2D CTPV system with value of 7.8 

kW/m2. This paper has been able to establish that the 3D 

configuration is capable of giving better performance than 

the same system of 2D CTPV of the same capacity and 

materials composition and physics. The paper could allow 

potential increase in the use CTPV system. 

 

VI. LIST OF ENGINEERING SYMBOLS 

 
Some 

Engineering 

symbols/abbrev

iations 

Meanings/interpretations 

n  surface normal 

  surface emissivity 

  Stefan-Boltzman constant = 5.67x10-8 

W/m2K4 

 
Specific heat capacity of the fluid (J/kg K) 

k   thermal conductivity of the fluid (W/m K) 

 
Density of film of the fluid on the front 

face of the PV module (kg/m3) 

u  velocity of the fluid (m/s) 

p  pressure of the fluid (Pa) 

 

   dynamic viscosity of the fluid on the front 
face of the PV module (Pa s) 

 

q   Heat transferred by conduction (W) 
 

Q  Internal Heat Generation (W) 

 
Turbulent viscosity (Pa s) 

k  Turbulent kinetic energy 

K Temperature unit in Kelvin 

 
Temperature for the surface of the module 

 

Theater Temperature for emitter inner boundary 
 

   Ambient temperature 
 

     
Voltaic efficiency of the PV  

Panel 
 

  Efficiency of the PV module 

 
PV module efficiency at reference 

conditions 
 

 
Surface temperature of the PV module 

 
Thermal coefficient of the PV module 

 

G Irradiation flux (W/m2) 

  Ambient irradiation (W/m2.K) 

  Viscous dissipation () 

F  Geometric factor 

 
Geometric factor for the ambient 

  Thermal conductivity (W/m K) 
 

Figure 3(e): Electric power output versus Temperature in a 2D 
CTPV system 

 

Figure 3(f): Electric power output versus Temperature 
in a 3D CTPV system 
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Optimal Distribution Automation Devices Placement for Reliability 

Improvement of a Real Distribution Network with Sub-Feeders 

Considering Customer Interruption Cost 
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Abstract: This paper presents predictive analytical and simulation approaches to reliability worth/cost 

assessments conducted on a test system and a typical Cape Town real system. Feeder 3 of bus 6 of the 

RBTS was utilized to illustrate various cases of switch configurations and for each arrangement the 

reliability indices were evaluated analytically as well as in Monte Carlo Simulation and results found 

to be similar. The objective function behind placement can either be based on SAIDI or the ECOST 

and the best switch position for SAIDI might be worst position for the ECOST. In this paper three 

scenarios were investigated in the Waterkloof Farmers-1 11 kV network (real system); Reliability 

assessment was firstly performed without automation devices (Scenario 1), secondly with automation 

devices in the current or existing positions (Scenario 2) and lastly, with optimal placement of 

automation the devices on the feeder using analytical and evolutionary algorithms methodologies 

(Scenario 3).  

Keywords: Reliability, Distribution automation devices, Interruption, Customer, Artificial 

intelligence. 

1. INTRODUCTION 

The distribution system remains the integral part of the 

power system since they account for up to 90% of all 

customer reliability problems [1]. The medium voltage 

(MV) network is usually very large and exposed to 

external disturbances such as bad weather and vegetation. 

Modern society has come to expect a continuity of supply 

since delicate electrical devices are connected to the grid. 

Interruptions are usually caused by random failures of 

equipment and system, which are generally beyond the 

control of power system engineers or personnel. The 

impacts of unplanned outages is not restricted to the loss 

of revenue by service providers but also include indirect 

costs imposed on the society and environment due to the 

outage [1], [2]. The basic load-point reliability indices 

employed to predict the reliability of a distribution system 

are the average load point failure rate  (𝜆𝑠), the average 

load point outage duration (𝑟𝑠), and the average annual load 

point unavailability (𝑈𝑠) [3]. The indices work in a way 

such that the lower the indices the more reliable the system 

is. The reliability and load-point indices are often 

determined on annual basis and following stochastic nature 

of power system, the yearly indices are random variables 

and functions of the repair times, failure rates and 

restoration times within a year [4]. 

There are two basic approaches to reliability evaluation 

namely, analytical and simulations approaches [5]. The 

customer interruption cost (CIC) is defined in [6] as the 

degree of the loss that the consumer suffers as result of 

unavailability of electrical power supply. The objective of 

optimal switch placement is to find the best possible 

configuration of switch locations which minimises the 

total cost (including Investment cost, O&M cost of 

switching device and customer interruption cost) and still 

meet reliability indices [7]. 

There are quite several approaches towards solving 

optimization problem. Typical heuristic methodologies are 

illustrated in Figure 1. In exact optimization; the 

optimization problem is mathematically formulated and 

solved. This approach is basically based on principles that 

involve certain degree of trial-and-error or exploratory 

problem-solving. Evolutionary algorithms (EA), genetic 

algorithms (GA) and particle swarm optimization (PSO) 

algorithms are typical examples of meta-heuristic 

methodologies and are set-based algorithms [8]. Both GA 

and PSO are more applicable to solve this specific 

problem, since the problem can be modelled in a manner 

that suit the mechanics of the algorithms [8], [10]. 

 

Figure 1: Types of Optimization Techniques [8] 
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2. RELIABILITY WORTH/COST ASSESSMENT 

TEST SYSTEM 

The assessment was carried out on a test system called the 

Roy Billinton Test System (RBTS). The RBTS is a small 

6-bus system which was established for educational 

purposes.  Bus 6 consists of four feeders namely F1, F2, 

F3 and F4 and total number of customers connected in the 

respective feeders are 764 customers in F1, 969 customers 

in F2, 22 customers in F3 and 1183 customers in F4. The 

lengths of the feeder sections of bus 6 are adopted from 

[11] and presented in table 1 below. 

Table 1: Bus 6 Components Lengths [11] 

 

Figure 2 illustrates the distribution network of bus 6 of the 

RBTS and highlighted is feeder 3 (F3) where 5 cases of 

various switch configuration were investigated to show the 

impact of switching device on the reliability of distribution 

systems. The values in Table 1 were utilized to conduct 

relevant reliability evaluations on the network. The Failure 

Modes Effect Analysis (FMEA) for analytical and Monte 

Carlo simulations approaches were used for reliability 

evaluation. The reliability data of the RBTS was adopted 

from [12] for both the 33 kV and 11 kV network 

components and it consist of adequate information to 

perform basic assessments incorporated in this paper. 

Disconnects and fuses are assumed to be 100% reliable,  

failure rate, switching times, repair times, lengths of line 

are espoused from [11].  According to reference [3], lines 

and cables in practice have a failure rate proportional to 

their length. Consequently, the main feeder sections or 

components (L1-L64)  have a failure rate of 0.065 f/km yr. 

[3]. The 11 kV Feeder 3 of RBTS (F3) was considered in 

the research. Results obtained were validated with that 

found in literature.  

The different switch configurations conducted on F3 of 

bus 6 RBTS are as follows;  

• Base Case - F3 with 3 witches (original). 

• Case 1- F3 with 1 switch placed (in component 29). 

• Case 2 - F3 with 1 switch (in component 31). 

• Case 3 - F3 with 1 switch (in component 33). 

• Worst Case - F3 without switches.  

 

Figure 2: Bus 6 of the RBTS [3] 

OPTIMAL SWITCH PLACEMENT WATERKLOOF 

FARMERS-1 11 KV NETWORK 

The real system (Pilot feeder) to be modelled is the 

Waterkloof Farmers 1 11 kV distribution feeder. The 

reliability performance of this pilot feeder is assessed to 

see if automation devices installed in the network are in the 

most optimal positions. The overview of the real network 

to be assessed is demonstrated in Figure 3 and showing the 

current positions of the automation devices such as Fuse 

saver, Trip saver, IntelliRupter, Recloser and FPI. The 

reliability-network-equivalent approach was implemented 

since it simplifies the analytical process.  Both approaches 

were used based on the assumptions that the failure rate of 

the pilot feeder is 1.0947 f/km.yr, transformer failure rate 

per year is 0.015, repair time is 5 hours, switching time is 

1 for manual switches while with automation devices its 

10 minutes, the reliability of protection devices is 100 % 

and transformer replacement with a spare would take 10 

hrs. [14]. 

The three configurations investigated in the pilot feeder are 

as follows: 

• Scenario 1- The reliability was assessed on the real 

system without automation devices such as the fuse 

saver, trip saver, IntelliRupter and recloser. The 

system is only left with the standard fuses and 

manual disconnects or switches. 

• Scenario 2- Reliability assessment of the pilot 

feeder was conducted considering automation 

devices in the current positions as provided in 

system diagram illustrated in Figure 3.  The 



 

 

automation devices were assumed to 100 % reliable 

such that when a fault occurs downstream the 

device will clear the fault first without disturbing 

the entire network. The system outage time  (𝑟𝑠)  

presumed to be 10 minutes (0.17 hours).  

 

Figure 3: Waterkloof Farmers-1 11 kV Overview [14] 

• Scenario 3 - This scenario involves the application 

of Analytical and evolutionary Algorithm 

approaches to optimally place the automation 

devices along the Waterkloof Farmers 1 network. 

The main objective of finding the most suitable 

location of the devices is to improve the reliability 

of the network and minimize the customer 

interruption costs (CIC).  To improve the reliability 

of the overall Waterkloof Farmers-1 distribution 

system, the FMEA technique was implemented 

using excel spreadsheets for analytical purposes. 

This is a brute-force approach which is a trial and 

error method in the sense that the automation 

devices are placed and shifted around in sections 

that are more susceptible to failures then the 

relevant indices (load point, energy and customer-

oriented indices) were computed.  

3. PROBLEM FORMULATION 

MATHEMATICALLY 

The radial distribution pilot feeder is illustrated in figure 3 

above. When a fault occurs along the feeder the 

automation device closest to the fault is expected to 

operate first and faulted section should be isolated without 

interrupting the main feeder. Basically, the objective 

function of optimal switch placement is minimizing the 

system costs which includes customer outage costs, 

investment and O&M costs of devices and to improve the 

reliability of the network (reducing SAIDI). The specific 

objective functions were the ECOST and SAIDI,  given by 

equations (1)and (2) as  [15]:  

𝑠𝑦𝑠𝑡𝑒𝑚 𝐸𝐶𝑂𝑆𝑇 =  ∑ ∑ ∑ 𝐿𝑖𝑘 . 𝐶𝑖𝑗(𝑟𝑗). 𝜆𝑗
𝑛𝑘
𝑘=1

𝑛𝑗
𝑗=1

𝑛𝐿
𝑖=1         (1) 

𝑆𝐴𝐼𝐷𝐼 = ∑ ∑ 𝜆𝑗. (𝑟𝑗) 𝑁𝑖  / 𝑛𝑘
𝑘=1

𝑛𝑗
𝑗=1  ∑ 𝑁𝑖        

𝑛𝐿
𝑙=1                (2) 

Where: 

𝑛𝑘:  Number of load points that are isolated due to a 

contingency j 

𝐿𝑖𝑘: Load at load point k for the ith step of load duration 

curve at load point k 

𝑟𝑗: Effect of outage time of contingency j for load point k 

 𝜆𝑗: Average failure rate of contingency j 

𝐶𝑖𝑗:  Outage cost of customer class k due to contingency j 

with an outage duration of 𝑟𝑗 

𝑛𝐿: Number of load duration curve steps 

𝑛𝑗: Number of contingency in distribution system 

𝑁𝑖: Number of customers on feeder i 

The optimisation of the system can be described using 

general objective function, given by equation (3) and (4) 

being the total cost and SAIDI respectively: 

𝑚𝑖𝑛. ∑ ∑ ∑ 𝐿𝑖𝑘 . 𝐶𝑖𝑗(𝑟𝑗). 𝜆𝑗
𝑛𝑘
𝑘=1

𝑛𝑗
𝑗=1

𝑛𝐿
𝑖=1 +

  ∑ 𝑖𝑛𝑠𝑡𝑎𝑙𝑙𝑎𝑡𝑖𝑜𝑛𝐶𝑜𝑠𝑡 + ∑ 𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒𝐶𝑜𝑠𝑡 =

min. 𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑠𝑡𝑠                                (3) 

𝑚𝑖𝑛. (∑ ∑ 𝜆𝑗 . (𝑟𝑗) 𝑁𝑖  / 𝑛𝑘
𝑘=1

𝑛𝑗
𝑗=1  ∑ 𝑁𝑖) = min. 𝑆𝐴𝐼𝐷𝐼𝑛𝐿

𝑙=1            

(4) 

The Voltage magnitude at each node must be maintained 

within limits and current at each line restricted by capacity 

ratings. These are the optimization constraints.  

The proposed MATLAB GA algorithm prompts the user 

to select the objective function to minimize, then the 

switching devices will be placed to suit that function. The 

GA algorithm is based on the flowchart shown in figure 4.  

 



 

 

 

Figure 4: Genetic Algorithm Flowchart [15] 

4. RESULTS 

This part begins with illustrating the results of the cases 

analysed in feeder 3 of bus6 of the RBTS where five cases 

were considered, and the real system scenarios’ outcome 

is compared and analysed. 

4.1 Reliability Cost/Worth Assessment F3 RBTS Cases 

The load point indices computed through FMEA and 

Monte Carlo Simulation (MCS) in MATLAB for the base 

case are shown in Table 2 and Figure 5 below where, A-

Analytical and S-Simulation. The MCS algorithm took 

about 551.716421 seconds. 

Table 2: Comparison of Load Point Indices

 

 

Figure 5: Load Point Indices Graph 

The system performance indices calculated analytical and 

with MCS in MATLAB are shown in table 3 for the test 

network (base case) where 3 switches were installed. It can 

be observed from Table 2 and Table 3 that analytical and 

simulation approaches are very much comparable. 

Table 3: Comparison of System Indices Base case 

 

Reliability worst/cost indices evaluation results for the five 

cases is shown in table 4 below; 

Table 4: System Indices for the 5 Cases- F3 RBTS

 

Table 4 illustrates that the best SAIDI does not translate to 

minimum ECOST when one considers case 1 to case3. The 

ranking of the cases based on SAIDI and ECOST are 

demonstrated in Table 5. The total switch costs depicted in 

Table 4 was based on the assumption that each manually 

operated switching device costs around $3000 [7]. The 

outcome demonstrated in these tables proved that both 

analytical and MCS techniques are very much comparable, 

which denotes that both approaches can be used to evaluate 

the reliability of a distribution system. The percentage 

differences between analytical and simulation approaches 

shown in table 3 are quite insignificant since they are very 

small and can be ignored.    

Table 5: Cases Ranked in terms of SAIDI and ECOST 

F3 RBTS 

 

4.2 Waterkloof Farmers-1 11kV Network Results 

The reliability assessment of the pilot distribution feeder 

was conducted for three scenarios as discussed in the 

previous chapter (section 4.4). Table 7 and Figure 6 

underneath recapitulates the system indices for the three 

different scenarios using the reliability-network-

equivalent-approach. 

Reliabilty Indices

Analtytical 

(A)

Simulation 

(S) % Difference

SAIFI (Int./Cus.yr) 0.2482 0.2519 1.50

SAIDI (hrs/Cus.yr) 3.6150 3.7483 3.69

CAIDI (hrs/Cus.Int) 14.5667 14.8528 1.96

ASAI 0.99959 0.9996 0.00

ASUI 0.00041 0.0004 -3.07

ENS (MWh/yr) 5.9866 6.0685 1.37

AENS (kWh/Cus.yr) 272.1178 275.8 1.35

ECOST (k$/yr) 59.9465 58.7529 -1.99

IAER ($/kWh) 38.4340 35.7288 -7.04

Case SAIFI SAIDI CAIDI

ENS 

(MWh/yr)

ECOST 

(k$/yr)

Total  switch 

cost ($)

No. of 

switches Locations

base case 0.2482 3.615 14.56674 5.9866 59.9465 9000 3 29,31,33

Case 1 0.2482 3.6399 14.66674 6.7381 69.65532 3000 1 29

Case2 0.2482 3.7184 14.98342 6.2603 63.48319 3000 1 31

Case 3 0.2482 3.7876 15.26201 6.4134 65.46015 3000 1 33

Worst case 0.2482 3.8939 15.6906 7.0007 73.04828 0 0 0



 

 

Table 7: Three scenarios system indices

 

 

Figure 6: Real System indices for three Scenarios 

Results of Customer Interruption Costs 

The SAIDI and Customer Interruption Costs for the three 

cases are demonstrated in figure 7 and figure 8 below and 

in the next page respectively. 

 

Figure 7: SAIDI for three scenarios 

 

Figure 8: Customer interruption Costs for Three 

Scenarios 

5. CONCLUSIONS 

Automation devices play an essential role in the reliability 

of distribution networks. In this report predictive analytical 

and simulation (MCS) approaches for reliability 

assessments of a test system and the Waterkloof Farmers-

1 feeder are presented. From the results obtained through 

the analytical processes and MATLAB simulation codes 

were very much similar which validated the hypothesis 

studied and discussed in the literature review. The 

reliability-network-equivalent-approach method proved to 

be superior over the conventional FMEA since the lengthy 

arithmetic processes could be easily made easier hence 

reducing the probability of being prone to errors. Selecting 

the adequate and suitable location of sectionalizing 

switches is a very intricate task faced by distribution 

system engineers and researchers are working around the 

clock to find a long-lasting solution. 
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Abstract—The Higher Education Partnerships in Sub 

Saharan Africa project is funded by the British Royal 

Academy of Engineering, and runs for 2 years from April 2017 

to March 2019. It is a network of engineering faculties and 

schools in some Eastern and Southern African universities 

linked to a UK university with the aim of enhancing quality of 

engineering education and training. The project objective is to 

enhance the quality of engineering education and training 

through: academic staff secondment to industry; invitation of 

industry experts to university as guest lecturers; collaborative 

research with industry, industry supported curriculum review 

and knowledge sharing workshops. This paper presents the 

activities at Durban University of Technology and our efforts 

to enhance engineering training of technical staff through 

short-term industry internships and postgraduate studies. The 

goal is to produce graduate engineers and technicians: who 

possesses relevant skills, meet the expectations of modern 

industry and engineering professional bodies; graduates who 

are employable nationally and regionally. It is also expected to 

produce academic staff with enhanced practical experience and 

better teaching skills, which will enrich the relevant 

engineering curriculum at universities. 
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I. BACKGROUND AND PROJECT FOCUS

The Higher Education Partnerships in Sub Saharan 
Africa  (HEPSSA) project establishes academia-industry 
partner-ships between University of Namibia (UNAM) 
Faculty of Engineering & Information Technology (Hub 
University) with the University of Cambridge (UK Partner), 
as well as three other universities, namely Addis Ababa 
University (AAU), Ethiopia, University of Nairobi (UoN), 
Kenya and Durban University of Technology (DUT), South 
Africa (the Spoke Universities), together with some selected 
local industries. The objective is to enhance the quality of 
engineering education and training through joint research, 
staff secondment to industry, industry-initiated research and 
secondment of industrial experts to universities. This is to 
enable participating universities to produce versatile, well-
informed and marketable graduate engineers who meet the 
expectations of modern industry and professional bodies and 
are employable nationally and regionally.  

The Hub University and Spoke Universities second their 
staff members to selected local industry during vacation time 
and invite industry experts to the universities to share their 
experiences through Guest Lectures and contribute to the 
development of new or existing engineering curricula. In the 
case of Durban University of Technology, two firms, and 
Eskom (South Africa’s Electric Utility) participated in the 
project. Professional Development and Knowledge Sharing 
Workshops were held by the Hub University to ensure 
that participating universities and industry have a forum to

present their experiences and share information relating 
to research and practical experience. The selection of 
suitable Industrial Partners is necessary to ensure that 
industry-initiated research is undertaken with financial 
support from the industry. Where an MSc or PhD student is 
identified for such research project the UK Partner will 
endeavour to identify suitable co-supervisors. The 
UK Partner has considerable experience in academia-
industry collaboration and share experiences with the 
participating universities based on the success of 
University Technology Centres (UTC) in the UK. 
Joint Research activities in the development of 
superalloys will be undertaken between University of 
Cambridge and UNAM. It is envisaged that Spoke 
universities will identify research topics that could 
jointly be undertaken within this network. 

II. ACTIVITIES AT DUT

The activities undertaken at Durban University of 
Technology include the following: 

▪ Deployment of Staff to Industry.

▪ Industry Participation.

▪ DUT Collaborative Research

▪ Invited Industry Guest Lectures

▪ MOU between UNAM and DUT

A. Deployment of Staff to Industry

A fulltime academic staff, two fulltime technical staff,
and two postgraduate students participated in this program. 
Four of these were studying towards the MEng degree. The 
last candidate is a postgrad student studying towards the 
Doctor of Engineering degree program. In addition to 
acquiring valuable engineering and technical experience, 
staff members also used this avenue to acquire relevant 
experience towards professional registration with the 
Engineering Council of South Africa (ECSA), working under 
registered professionals. 

The following industries served as partners for DUT staff 
secondment and postgrad student industrial placement: 

▪ Global Armatures Pty Ltd (South Africa) –
traction motors – electrical machines

▪ Solaray System (Pty) Ltd

▪ Eskom - through its Tertiary Education Support
Program (TESP) supported financially projects
in smart micro-grids and energy storage systems
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Fig. 1: Global Armatures – Traction motor repairs 

Fig. 2: Solary Systems providing turnkey Solar PV and Solar Thermal 
Installations for commercial and industrial clients 

B. Collaborative Research Projects

The following research projects are on progress:

▪ “Evaluation of grid-scale battery energy storage
system as an enabler for large-scale renewable
energy integration”. This activity is undertaken
in collaboration with Eskom Smart Grids
towards a MEng degree.

▪ “Modelling and performance analysis of a
universal motor fed from a renewable energy
Nano-Grid”. This activity shares infrastructure
in load modelling, solar-PV, energy storage and
undertaken towards a MEng degree.

▪ “Performance analysis of singe-phase induction
motor fed from a photovoltaic renewable energy
System.” This activity also shares infrastructure
with grid-tied inverter for reactive power
support. It is also undertaken towards a MEng
degree.

▪ “Development of a multi-level converter-based
D-STATCOM / Battery energy storage system
(BESS) for power quality enhancement in high
RES penetrated microgrid”. This project is been
undertaken towards a DEng degree.

III. MOU BETWEEN UNAM AND DUT

To facilitate inter-varsity collaboration and staff/student 
exchange, a memorandum of understanding (MOU) has been 
established between the University of Namibia and Durban 
University of Technology. This MOU also encompasses all 
partner universities under this HEPPSSA project. Through 
this project/MOU, UNAM will support DUT academics and 
technical staff to attend a Knowledge Sharing Workshop in 
Namibia in March 2019. 

IV. MOU AND COLLABORATIVE RESEARCH

The critical collaborative research project is: Energy 
Systems for Smart and Intelligent Cities. The research focus 
is undertaken with partner universities under the following 
sub-themes and areas: 

A. Smart Grids - modernization of electrical power systems

• Smart grid design and engineering

• Smart micro-grid modelling and simulation.

• Electrical grids merging bi-directional power flow
with information flow to monitor changes in usage
and supply electricity.

• Utilizing digital communications technology to detect
and react to the usage of the electrical supply and
integration into the power grid.

• Smart grids are also 'self-healing' and can repair faults
and reduce outages, since they can detect fluctuations
and disturbances to the grid and isolate parts of it.

• Technical and non-technical loss minimization in
delivery systems.

B. Smart Cities Infrastructure and Innovation

• Smart materials and nanotechnology.

• Innovative new infrastructure: electric vehicles,
battery electric vehicle, ?plug-in electric vehicle,
hybrid electric vehicle, charging stations for electric
cars.

• Smart transportation systems, vehicle-to-grid (V2G)
infrastructure, energy-saving & green IoT
applications; home- and industry automation.

• Energy storage and utilization in Cities: UGHPS
schemes, district energy systems; electrical/thermal
energy, energy sustainability/conservation and
recapture, mitigating GHG emissions, carbon
neutrality, grid energy storage.

C. Smart Buildings

• Smart building materials.

• Design of integrated & autonomous energy systems
for buildings.



• Hybrid & integrated energy systems: micro-turbines,
co-generation.

• Advance solar PV materials, solar PV energy
systems, fuel cells.

D. Smart Health Care and Smart Water

• DC electroporation - non-contact delivery of
medicine using DC power.

• Smart water systems design and analysis.

E. Smart Education and Smart Technologies

• Super-learning and innovative teaching technologies.

• DC renewable energy to consumer homes and
businesses.

• Generating RE in DC: renewable IPP generators; LV-
DC grids.

• Technical loss minimization to achieve substantial
savings in decreasing voltage transformations
achieved by direct DC generation.

F. Smart Business Enterprises/Entrepreneurship

V. SOME RESULTS

Over the period of this research project, the following 
have been achieved at DUT as a Spokes University in the 
Higher Education Partnerships in Sub Saharan Africa project 
funded by the British Royal Academy of Engineering,: 

• Graduated 3 PhDs & 3 MSc students in Electrical
Engineering in 2018.

• Published 8 accredited journal papers [1], [2], [3], [4],
[5], [6], [7], [8] and 11 peer-reviewed conference
proceedings.

• Research funding from Royal Academy of
Engineering, UK. (2017-2019)

• More staff registered with the Engineering Council of
South Africa.

Other partner universities have utilized this opportunity 
to advance other areas of their academic programs and 
professional development. For example, the University of 
Nairobi, College of Architecture and Engineering, School of 
Engineering, Department of Mechanical and Manufacturing 
Engineering, developed new “Regulations and Syllabus for 
the Degree of Doctor of Philosophy (PhD) in Mechanical 
Engineering, supported with course work. 

The Department of Mechanical and Manufacturing 
Engineering has been offering the PhD degree by thesis only 
after research since the 1970’s. However, in 2014, the 
Commission for University Education (CUE) issued fresh 
guidelines that required all PhD programs to have 
coursework content consisting at most one third of the total 
content. It is this requirement that has necessitated the 
development of this new program with a Stakeholder’s 
workshop sponsored by the Royal Academy of Engineering 
Grant.    

University of Namibia had several lecturers in Mining 
Engineering and Metallurgical Engineering undertake short-

term internships at Navachab Gold Mine, Namport, Nam-
Water and Namibia Tantalite.  

At Addis Ababa University as a Spokes University, the 
focus is Technology Transfer, Entrepreneurial Development 
and Commercialization of Research Outputs through the 
University Business Incubation Centre. The University-
Industry Linkage and Technology Transfer Office of Addis 
Ababa University is trying to solve the industry problems 
through: Industry-sponsored (contract) research, consultancy, 
patent licensing, student internship, technology business 
incubation, and University-industry cooperative research. A 
newly developed technology created by AAU Researchers 
regarding the removal of fluoride from drinking water using 
natural zeolites is the first case of a technology transferred to 
a company currently in process. 
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Abstract—The artisan work force is the lifeblood of the 

engineering and technology sectors and is the key factor in 

driving the economic growth and development of any country. 

Presently South Africa is experiencing a shortage of skilled 

artisans who can maintain the various state-owned entities 

(SOE’s) and other processing and manufacturing plants in the 

industrial sectors. In the last 20 years different initiatives and 

interventions have being put in place by government in order to 

overcome the shortage of scare and critical skills [17]. The 

purpose of this paper is to present the artisan training and 

development model practiced at TEK-MATION Training 

Institute and to share the best practices and shortcomings of the 

model. 
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I. BACKGROUND TO THE PROBLEM OF SKILLS TRAINING 

AND DEVELOPMENT 

The shortage of skilled artisans in South Africa is a major 
problem directly affecting artisan training and development. 
The previous government had a good artisan training and 
development system in place for the training and development 
of a skilled blue collar workforce [10]. Parastatals such as 
TELKOM, ISCOR, ESKOM, SASOL, SAR&H, the mining 
industry and the armed forces played an important role in 
providing the post 1994 Republic of South Africa with the 
relevant technical and practical skills needs in engineering 
[21]. One of the hallmarks of this era was that each of these 
entities each had a fully equipped and  

resourced training centre. 

     The period of indenture varied from 2 to 4 years depending 
on the related trade. The apprentice was required to attend a 
technical college and obtain at least a National Technical 
Certificate (NTC) at the NTC 2 level with four related trade 
subjects. The NTC 2 with four subjects was considered the 
minimum requirements for an apprentice to attempt a trade 
test assessment at the Central Organisation for Trade Testing 
(COTT) situated at Olifantsfontein, Gauteng. The technical 
colleges were geared up for a three block–release program. An 
apprentice could successfully complete The NTC 1, 2 and 3 at 
the end of a three year training program.  He or she had to 
complete 96 weeks of practical on the job training under the 
guidance of a qualified artisan. Once all the pre –requisites 
were fulfilled then only would the apprentice be allowed to 
attempt a trade test at the Central Organisation Trade Testing 
(COTT) situated at Olifantsfontein, Gauteng. [17]  

of practical on the job training under the guidance of a 
qualified artisan. Once all the pre –requisites were fulfilled 
then only would the apprentice be allowed to attempt a trade 
test at COTT [17]. 

The socioeconomic policies under the era heavily 
benefited the privileged white apprentices. Non-white 
apprentice indenture only started in the mid to late 1970’s. 
Training and indenture of Apprentices completely stopped in 
the late 1980’s, this was due to socio-economic challenges 
faced by the government and the parastatals involved in 
training [21]. Training and Development was deemed not 

Figure. 1. Apprentice Training Programme 
(Manpower Training Act, 1981) 

core to the business and was seen to be an expense to the 
company and because of that reason the mining industry was 
battling with skills crisis [24]. 

II. OUTCOME OF THE RESEARCH

An integrated learning system that will contribute to 
enhancing the skills sets in artisan training and development 
in South Africa. 

 Re-establishing a relevant, current and suitable
curriculum content that can be a pragmatic approach
to the present and the future artisan training and
development;

 To create advanced training programmes for
technician training; and
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 To adhere to the quality assurance and policy of the
Quality Council for Trades and Occupations
(QCTO) in relation to skills development and trade
assessments.

This study addresses current artisan learning programmes 
interventions at TEK-MATION Training Institution. 

A. Institutional Component

These include:

(i.) Skill programmes 

(ii.) Unit standard based programmes; 
(iii.) Qualifications in Learnerships programmes; and 
(iv.) Artisan programmes incorporating phase training 

modules for apprentice. 

B. Practical Component

These include:

(i.) Structured task-based learning.

(ii.) Practical training integrated with the theory of the
trade. 

(iii.) Tasks practised on industry specified equipment. 
(iv.) Compilation of a Portfolio of Evidence (PoE) of 

learning outcomes. 

III. FACTORS IMPACTING ON ARTISAN DEVELOPMENT IN 

SOUTH AFRICA PRIOR TO 1994 

These factors include:  

(i.) Started in the mid 1950’s and stopped in 1980. The 
training and indenturing of apprentices stopped in 
1980.  

(ii.) The Apprentice system was developed primarily for 
the upliftment of the white populace. Indians and 
Colored apprentices were indentured by companies 
in the late 1970’s. 

(iii.) Inequality in the different education systems leading 
up to secondary schooling. 

(iv.) Inadequately developed secondary school curricula; 

(v.) Underqualified teachers; 

(vi.) Experienced teachers leaving the schooling system 
when severance packages were offered; 

(vii.) Under resourced school laboratories; and 

(viii.) The introduction of Mathematic Literacy. 

A. Evolution of present Artisan development system

The genesis of the current system is as follows:

(a.) Introduction of the Sector Education Training
Authorities (SETA’s); 

(b.) Introduction of South African Qualification Authority 
(SAQA) National Qualification Framework (NQF) 
based on learnerships in 1994; 

(c.) Qualification curriculums were developed by the 
relevant SETA’s by tapping into the knowledge and 
experience of Subject Matter Experts (SME’s). The 
SME’s were sourced from a wide range of different 
industrial role players related to a specific discipline 

of occupation. The selected SME’s were then 
registered at the SETA as a Standards Generating 
Body (SGB). 

(d.) The Qualifications ranged from NQF 1 to NQF 4. It 
consisted of three components i.e. Core, Elective and 
Fundamentals with a total credit value of 
approximately 120 credits per qualification. 

(e.) Structured learning programs for the various industry 
and manufacturing sectors were introduced. The 
program. 

(f.) Introduction of a unit standard based skills 
programmes culminating in a certificate and credits 
on the National Learner Records Database (NLRD); 

(g.) National Skills Development Strategy (NSDS 1), 
NSDS 2 , NSDS3 and the eventually the National 
Skills Development Plan (NSDP) up to year 2030; 

(h.) The reintroduced of the Apprentice Artisan 
Development programme in 2008; 

(i.) SETA approved Skills Development Providers; 

(j.) SETA approved Decentralized Trade Test Centre 
(DTTC); 

(k.) The implementation of the Workplace Skills Plan 
(WSP) for employee training. 

B. Problem areas identified in the NQF Learnership

programmes

 The Learnerships were not fully accepted and
understood by industry;

 Qualified learners had no job title;

There was no trade test certificate; there was no

nationally recognised trade test certificate i.e. Red

Seal as under the Manpower Training;

 Learner were treated as an unqualified artisan by
industry;

 Training gaps between the Learnership qualifications
and Apprenticeship trade qualifications were evident;

 The trade qualifications developed by the various
Standards Generating Bodies (SGB's) of the specific
Seta and were sector specific; and

 An ineffective Quality Assurance system 
enforcement by some SETA's.

The technical colleges operated on a trimester program of 
three months each that allowed for successful apprentices to 
complete and NTC 3 at the end of a three year training 
program.  He or she had to complete 96 weeks of practical on 
the job training under the guidance of a qualified artisan. Once 
all the pre –requisites were fulfilled then only would the 
apprentice be allowed to attempt a trade test at COTT [17]. 



Figure 2. Shortage of Technical Skills in South Africa (Sandvik, 2012)  

The statistics in Figure 2 shows that the actual number of 
Apprentices enrolled in SA from the year 2000-2010 were not 
meeting the demand of the labour market. 

 Based on the 2008 National Scarce Skills, there was a 9% 
increase from the previous year. In the year 2008 the skills 
deficit in South Africa was regarded as a national. South 
Africa had only 10% of the artisans that it had 20 years ago, 
the country had a 40% shortage of artisans [21]. 

International trends also suggest that skills shortage is a 
cause for serious concern globally. LaRocque [12] states that 
the issues of skills shortage in New Zealand have been at the 
forefront of discussion in the business sector, national press 
and in government policy for some time now. Like New 
Zealand, Australia also suffers from a severe shortage of 
skilled labour [14].  

Breier and Erasmus [1] blame the massive shortage of 
artisans largely on a decline in apprenticeship systems and the 
failure of substitute interventions, which include training via 
learnerships and further education and training colleges to 
eliminate the backlog.  

Artisan development was mainly hindered by the decline 
of apprenticeship systems and lack of interventions from the 
providers of education and training [15]. Most learners 
attained qualifications in the engineering field but they remain 
unemployed because they lack the sufficient and necessary 
skills required in the industry [12].  

Meyer and Botha [15] believed that the current problem 
relating to skills development in the industry can be 
summarised as follows: 

 There is a high level of unskilled workers who lack
the basic skills needed for meaningful employment.
Most skill occupations have a significant proportion
of workers who do not any form of formal
qualifications.

 Productivity levels are low as a result of poor or
inadequate training due to low levels of training
investment in training workers. There is a need for
all skills training to be developed continually to meet
the skill requirements in the workplace arising from
new technologies [9].

 While apprenticeships are a major source of skills in
the traditional skilled trades, there has been an
increase in other pathways involving vocational
education outside of the apprenticeship system.

C. Economic Implications of Skills Shortage

It is clear that the development of the economy and the
creation of wealth is greatly affected by the supply of skills in 
South Africa and it is crucial for the country to have sufficient 
artisans to fill that gap [16]. 

Various studies and researchers have come to the 
conclusion that skills shortages in South Africa are one of the 
main reasons the economic is unstable. According to the 
World Economic Forum [11], skills development has been 
recognised as a key component of South Africa’s 
transformation and economic growth. It affects the level of 
economic productivity and reduces the country’s capacity to 
develop a knowledgeable society. This, in turn, affects the 
country’s functioning in the global economy [7].  

Despite the fact that it is crucial to have sufficient artisans 
in South Africa to enable infrastructure development, 
economic growth and wealth creation, many studies, [3]; 
continue to show evidence that the country faces a severe 
shortage of artisans. This hinders the government’s ability to 
sustain the kind of development and economic growth that is 
needed for the eradication of [25. 

IV. TEK-MATION TRAINING INSTITUTE APPROACHES,

PROGRAMMES AND TRAINING SYSTEMS 

TEK-MATION (PTY) Ltd t/a TEK-MATION Training 
Intuition was established in the year 2002 as a provider of 
engineering training and skills development. The Institution is 
a multi-SETA accredited organisation and is also 
provisionally registered as a private Technical Vocational 
Education and Training College.  (TVETC). 

TEK-MATION Training Institute has fully operational 
and functional technical training workshops in the Electrical, 
Instrumentation, Welding and Mechanical trades. The 
institution offers various programmes, however, this research 
is limited to Learnerships, Apprenticeships and the Artisan 
Recognition of Prior Learning (ARPL) programme.  

The Institute is accredited and registered with the Quality 
Council for Trades and Occupations (QCTO), Department of 
Higher Education and Training (DHET), UMALUSI and the 
various SETA’s. The following six engineering trades: 

 Instruments

 Fitting and Turning

 Fitting

 Welding

 Refrigeration and Air-conditioning

 Electrical



V. THE TEK-MATION TRAINING INTERVENTION

A sample population of 40 learners were selected for this 
study at TEK-MATION Training The trade test results for the 
selected sample was analysed and presented below.  The 
selected sample was made up of 16 Apprentices, 16 
Learnerships and 8 ARPL learners. 

A. Interventions for the ARPL Program at TEKMATION

These include:

 Portfolio of Evidence (POE)

 Pre-assessment with theory and practical
component

 Evaluation

 Training intervention

o Upskill

o Reskill

o Integrate Theory and Practice

o Monitoring and Evaluation by 
facilitator of training

o Schedule a training plan and adherence
to it.

o Retrain till competency is attained.

Figure 3. Distribution of sample population. 

Figure 4. Learners passed or fail at first attempt.  

Figure 4 shows the first attempted trade test and indicate 
that 60% of the learners under review passed and attained their 
trade test qualification during their first attempt. However, 

40% of the learners failed and proceeded to their second 

attempt. 

Figure 5 Second Attempt Trade Test 

Amongst the learners who failed and proceeded to second 
attempt, Fig. 5 reveals that 87% passed, whilst 13% failed.  

B. Overall Analysis of the Trade Test Result

Figure 6 Overall Analysis of the Trade Test Result.  

Fig. 6 shows that the majority of the learners passed and 
attained the trade test certificate at first attempt, despite being 
enrolled under different programmes. This is probably due to 
the fact that TEK-MATION has qualified facilitators who not 
only facilitates but mentors each learner who registers for the 
programme. 

The theoretical and practical training is essential for 
students to be well equipped with knowledge as well as the 
necessary transferable skills required by the industry. The 
training provides students with both specific learning 
outcomes in each field of study and with the general skills that 
are required by all engineers, artisans and technicians in the 
industry. These outcomes are extremely specific and provide 
the students with the opportunity to practice and apply the 
fundamentals in an actual workplace. 

VI. SKILLS DEVELOPMENT INTERVENTIONS

In 2013, South Africa's National Development Plan (NDP) 
stated that the country should produce more than 30 000 
qualified artisans a year in order to meet its skilled labour 
demands [23]. In squaring up to this challenge, the 
government had identified Further Education and Training 
(FET) colleges as a key part of the solution [23]. 



VII. CONCLUSION

Skills shortage has been part of the skills development 
debate in South Africa for some time, and it is central to South 
Africa’s socio-economic development. This paper has 
discussed the causes and economic implications of skills 
shortage in South Africa.  In order to overcome this challenge, 
an educational integrated learning system that will contribute 
to enhancing the skills sets in artisan training and development 
in South Africa is required.  

This paper concludes by presenting the artisan training, 
approaches, programmes and training practised at TEK-
MATION Training Institute and shared the best practices and 
shortcomings of the model. This will no doubt improve the 
education system which is still trying to overcome neglect and 
dysfunction suffered under Apartheid. This can be done by 
equipping learners with the latest training methodology, 
technology and innovation to ensure that the training 
conforms to the highest and most demanding quality 
assurance standards. 
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Abstract—With an increased penetration of renewable energy 
sources such as solar and wind in the South African power net-
work, maintaining power system stability during network disturb-
ance poses a major challenge. This paper is used to describe how 
synchronous compensators generally help to boost grid inertia and 
improve network dynamics in the event of a disturbance. The pa-
per is also used to describe the functioning of a new type of syn-
chronous compensator—the wound-field flux switching compen-
sator (WF-FSC). Experimental tests conducted on a prototype 
shows that the WF-FSC does not only provide a more reliable tech-
nology, but it can also extend the reactive power range by operat-
ing without any field current due to saliency. 

Keywords—South Africa power network, synchronous compen-
sator, synchronous generator, wound-field flux switching compen-
sator (WF-FSC) 

I. INTRODUCTION 

South Africa is experiencing a changing mix of energy gen-
eration, specifically in renewable sources such as wind and so-
lar [1]. Electricity generated from wind and solar resources 
closely follows the nation’s electricity demand profile, meaning 
the country generates power at the time of day it is most needed. 
When wind and solar generation are combined, the net effect is 
a significant contribution to baseload power [2]. 

As South Africa is steadily crossing over to a higher pene-
tration of renewables and less traditional thermal generation 
from coal in the near future, there are instances in the power 
grid where low short-circuit strength and even low system iner-
tia may pose a challenge. The reason for this is that renewable 
energy sources are inherently variable and they lack the capa-
bility to support or tolerate faults that may occur on the grid [3]. 
The variable nature can also introduce stresses on power sys-
tems, making the need for grid management much more chal-
lenging. Furthermore, optimal locations for renewable power 
generation are often remote to the load centres where the power 
is needed, which puts a burden on the transmission system. 

In light of the above, a solution can be found in the use of 
synchronous compensators. Synchronous compensators are 
used to adjust conditions on the electric power transmission 
grid. Its excitation is controlled in such a manner as to provide 
or absorb purely reactive power. Synchronous compensators 
also have high spinning inertia, which means they are able to 

stabilize the grid’s network frequency and increase its stability 
during faults. 

In this paper, a classical power system is modelled and 
investigated in terms of switching and balanced and unbalanced 
power system faults recovery. To this end, the effect of 
connecting a synchronous compensator on the switching and 
sudden dynamic fault instability of the power system is then 
illustrated. In the other part of this paper, a new synchronous 
compensator technology is investigated.  

II. POWER SYSTEM UNDER STUDY

The tendency of a power system to develop restoring forces 
equal to or greater than the disturbing forces, to maintain a state 
of equilibrium, is known as stability. If the forces that tend to 
hold machines in synchronism with one another are sufficient to 
overcome the disturbing forces, the system is said to remain 
stable [4]. In order to appraise the stability within a power 
system in the event of a disturbance, a synchronous compensator 
is applied to study the effect of the changing load angle on an 
interconnected synchronous generator in this section. 

The power system under study consists of a synchronous 
generator connected to an infinite bus through a double trans-
mission line circuit as shown in Fig. 1, both without and with a 
compensator. The infinite bus represents a bus-bar of constant 
voltage, which can deliver or absorb active and reactive power 
without any limitations. The generator is modelled as a 50 
MVA, 30 kV, 0.8 lagging power factor synchronous machine, 
having a reactance of 9 Ω (0.5 p.u.), while the armature re-
sistance is negligible. Other important machine parameters of 
the synchronous generator are given in Table I. Similarly, the 
synchronous compensator is assumed to have the same ratings 
as that of the synchronous generator. When operational, the 
governor of the compensator is spinning without any attached 
load and as such, its mechanical torque is approximately zero. 

TABLE I PARAMETERS OF 50 MVA SYNCHRNOUS GENERATOR

Inertia constant 2	MJ/MVA 

Frequency 50	Hz 
Damping constant  20.19 

Mechanical input power 0.8	p. u. 
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III. SWITCHING AND SYSTEM FAULTS’ STABILITY

To determine the dynamic behaviour of the power system 
under different disturbances, two case studies were investigated 
using the SIMSCAPE tool in MATLAB®, which is based on the 
power system model presented in Fig. 1. The simulations 
demonstrate the voltage, current, as well as load angle stabilisa-
tion ability of the synchronous generator under certain pre-
scribed transient power system conditions, without and with the 
synchronous compensator connected. Note that, a three-phase 
high-value resistance is connected in parallel to the synchronous 
generator to make it operational in the MATLAB simulation. 

In the first case, the power system, without the synchronous 
compensator connected, experiences a disturbance after opening 
a set of breakers. A synchronous compensator is then installed 
close to the generator to see its stabilisation response on the 
currents and voltages of the interconnected synchronous gener-
ator. The second case is initiated to study the effects of symmet-
rical and asymmetrical faults on the interconnected transmission 
lines, when the compensator inactive and active. 

A. Breakers Opening

The result of the disturbance on the electrical power flow
when opening the breakers shown in Fig 1 is plotted as shown 
in Fig. 2. One curve represents the power system without the 
compensator installed while the other curve represents the 
power system with the compensator installed. Clearly, the tran-
sient on the synchronous generator output power has less damp-
ing and more oscillations for the system without the compensa-
tor compared to that with one. The higher magnitude oscillation 
in the system without a compensator occurs because the drop in 
internal voltage inside the generator leaves the voltage at the 
terminals low enough such that it delivers less power. This 
results in an imbalance between the electrical output power and 
mechanical input power. The resulting imbalance stores kinetic 
energy in the machine’s rotor and causes it to accelerate [5], [6]. 

Next, the effect of the disturbance on the synchronous gen-
erator’s load angle is investigated. The breakers open at ݐ =

0.5	s which results in a “swing” in the generator’s load angle at 
that instant as shown in Fig. 3. Again, it can be seen that a higher 
steady state magnitude with less transient vibration occurs in the 
system with the compensator activated, both before and after the 
breakers are opened. The less oscillation implies that an addi-
tional mechanical inertia provided by the compensator subdues 
the transient of the generator’s load angle at a faster rate. It has 
been shown that the higher the compensator’s inertia, the slower 
the rate of change of the load angle [6].  

When operated without the synchronous compensator, the 
new steady state value of the load angle of the synchronous gen-
erator relative to the infinite bus when the breakers are opened 
can be calculated from the power transfer equation as follows: 

ܲ = 	 |ಮ||ா| ,ߜ݊݅ݏ (1)0.8 = 	 ଵ(ଵ.ସଵଽ).ହା.ସ ,ߜ݊݅ݏ ߜ(2) = 30.43°, (3)

where ܲ is the electrical power delivered from the synchronous 
generator, ஶܸ is the voltage at the infinite bus, ܧ is the internal 
generated voltage of the synchronous generator, ܺ  is the sum 
of the synchronous reactance and the transmission line reac-

(a) 

(b) 
Fig. 1: Single-line diagram of the studied system: (a) without synchro-

nous compensator, and (b) with synchronous compensator. 

Fig. 2: Synchronous generator electrical power delivered to infinite bus. 

Fig. 3: Synchronous generator load angle with open breakers. 



tance, and ߜ is the load angle of the generator relative to the in-
finite bus. Table II indicates the final steady state values as eval-
uated from Figs. 2 and 3. Table II also shows the steady state 
terminal voltages in per unit as having higher flat voltage profile 
when the compensator is active. Moreover, the sharp difference 
observed in the values estimated for ௧ܸ (voltage at the synchro-
nous generator terminals) is responsible for the similarity of the 
initial and final steady state values in Fig. 2.  

B. Symmetrical and Asymmetrical Faults

1) Symmetrical Fault: A balanced (symmetrical) three-
phase short-circuit fault is first introduced in the centre of the
transmission line at the points marked F in Fig. 1. The system
operating wihout a synchronous compensator is considered
first. The fault is suddenly applied at time ݐ = 0.1	s  and
removed at time	ݐ = 0.72	s.	After introducing the fault, a swing
in the electrical power of the generator occurs, giving the rotor
extra kinetic energy. As the rotor accelerates, an inrush of line
current starts to flow through the operating line as indicated
between the interval of the fault as shown in Fig. 4. The increase 

in line current results in decrease in the terminal voltage due to 
the voltage drop across the generator’s synchronous reactance.  

The case of the synchronous compensator connected to the 
power system is considered next. The resulting terminal voltages 
and line currents before, during and after the fault is shown in 
Fig. 5. When compared with the first case in Fig. 4 without com-
pensator, one can see a remarkable improvement in the steady-
state voltage and current dynamics. Note that, the higher magni-
tude of the line currents in Fig. 5 is due to the reactive power 
component afforded by the presence of the compensator. The 
initial and final steady state values are summarised in Table III. 
It is also seen that the per unit voltage and current values become 
more stable almost immediately after the fault is cleared, when 
the compensator active.  

In both cases, the generator therefore exports the same 
amount of electrical power as it receives from the mechanical 
input power. To this end, the load angle variation is further com-
pared in Fig. 6 under the balanced three-phase short-circuits 
whereby the system with synchronous compensator displays 
higher steady state amplitude with lesser oscillation at a quicker 
recovery time. 

2) Asymmetrical Faults: Two cases of unbalanced faults
are implemented in terms of single phase-to-ground and line-
to-line faults, without and with the compensator connected to
the power system. The results are reported in Figs. 7-12. Once
again, flattened steady state voltage profiles and reduced
currents are achieved on the systems with compensator
immediately after full recovery from the asymmetrical faults.
Also, the steady-state load angles are higher while lesser
oscillations and faster time to stability occurs when the

Fig. 4: Line voltages and current after balanced three-phase short-circuit 
fault (without synchronous compensator). 

Fig. 5: Line voltages and current after balanced three-phase short-circuit 
fault (with synchronous compensator). 

Fig. 6: Synchronous generator load angle under three-phase short-circuit 
to ground fault. 

TABLE III STEADY-STATE VALUES OF SYNCHRONOUS GENERATOR 
VOLTAGE AND CURRENT AFTER THREE-PHASE FAULT 

With Compensator Without compensator 

Initial Final Initial Final 

Voltage 1.064 p.u. 1.081 p.u. 1.099 p.u. 1.145 p.u. 

Current 0.831 p.u. 0.794 p.u. 0.908 p.u. 0.835 p.u. 

TABLE II PARAMETERS OF LOAD ANGLE AFTER OPENING BREAKERS    
(H = 2 MJ/MVA) 

With Compensator Without compensator 1.08 ݐܸ 30.42° 32.33° ߜ p.u. 1.14 p.u. ܺ 1.36 p.u. 1.37 p.u. 



compensator online. This clearly shows that the synchronous 
compensator will exhibit the same characteristics towards grid 
stability after fault irrespective of whether the occurrence of the 
faulty system is symmetrical or not. 

IV. FLUX SWITCHING SYNCHRONOUS COMPENSATOR

TECHNOLOGY 

From the foregoing, we have shown that synchronous com-
pensators can provide reactive power, while offering inertia and 

short-circuit comfort during balanced and unbalanced sudden 
power system dynamics. Generally and conventionally, rotating 
synchronous compensators are designed from wound-rotor syn-
chronous machines, which more or less give the ability for volt-
age regulation and reactive power compensation, among others. 

Fig. 7: Line voltages and current after a single phase-to-ground fault 
(without synchronous compensator). 

Fig. 8: Line voltages and current after a single phase-to-ground fault 
(with synchronous compensator). 

Fig. 9: Synchronous generator load angle under single line-to-ground 
fault. 

Fig. 10: Line voltages and current after a double line-to-line fault (with-
out synchronous compensator). 

Fig. 11: Line voltages and current after a double line-to-line fault (with 
synchronous compensator). 

Fig. 12: Synchronous generator load angle under double line-to-line 
fault. 



In the second part of this paper, we present a novel alterna-
tive synchronous machine technology, the so-called wound-
field flux switching synchronous compensator (WF-FSC) for 
the South African electrical power grid. Our proposal is based 
on successful experimental demonstration based on a prototype 
designed for small-scale power applications [7].  

The flux switching machine is a non-conventional stator-
mounted double salient synchronous machine which operates on 
the principle of change in permeance due to high magnetic re-
luctance difference of its rotor teeth [8]. The main advantages of 
the flux switching machine are given as high power density, high 
efficiency, robust rotor topology and easy thermal management. 
When designed with wound-field coils as being proposed here, 
there is no need for brushes and slip rings as all the active coils 
are solely mounted unto the stator, making it intrinsically brush-
less! Also, the mechanical fidelity of its unencumbered rotor im-
plies that it can provide high inertia needed for fast dynamic re-
sponse in power system compensators. The highlight of the pro-
posed synchronous compensator technology for the South Afri-
can power network utility is that the machine can be fully man-
ufactured locally without incurring any overseas expenses. A 
structural proof of the WF-FSC technology is presented as 
shown in Fig. 13.  

A. Experimental Setup and Initial Tests
The experimental bench is set-up as shown in Fig. 14. The

first stage of the experiments involved conducting no-load and 

short-circuits tests to establish the approximate base values for 
the assumed operating point. Although the machine was de-
signed for 10 kW power when operating at 795 V (line voltage), 

Fig. 13: 3-D cut-out of a three-phase 12-staor/10-rotor WF-FSC. 

Fig. 14: Experimental test bench of grid-connected WF-FSC prototype. 

Fig. 15: Short-circuit characteristics of the WF-FSC prototype. 

Fig. 16: Open-circuit characteristics of the WF-FSC prototype. 

Fig. 17: Approximated unsaturated and saturated per unit synchronous 
reactance of the WF-FSC prototype. 



60 Hz, but because of the grid code requirement in South Africa 
which constrains the power network supply to 50 Hz, we had to 
assume a grid integration operating point of 280 V (rated line 

voltage) at the rated field current. From the short-circuit tests 
and open-circuit characteristics shown in Figs. 15 and 16, the 
per unit synchronous reactance characteristics, which clearly 
show the per unit unsaturated (ܫி  8	A) and saturated (ܫி 8	A) reactance values, is determined as shown in Fig. 16.  

B. Grid-Connected Tests
Upon successful synchronisation to the grid and the switch-

ing off of the starter motor which satisfies the operation of the 
WF-FSC as a true compensator ( ܲ ൎ 0), the field current values 
are controlled up and down from the assumed rated operating 
point to measure the reactive power capability of the WF-FSC. 
As shown in Fig. 18, the WF-FSC is able to both supply and 
absorb reactive power when the field current is under-excited 
and overexcited, respectively. At unity power factor, only a 
small fraction of real power is being absorbed by the WF-FSC 
as the net reactive power is zero. As a matter of fact, even when 
the field supply is completely switched off, the WF-FSC remain 
in synchronism to the grid due to the rotor saliency while emi-
nently supplying reactive power. This revelation further deepens 
the reliability of the WF-FSC, which is now behaving as a 
pseudo synchronous reluctance machine. Figs. 19-21 simply 
show the voltage and current characteristics at different power 
factor stages as captured during the tests. Note that, the current 
probe of the oscilloscope reading has a multiplier factor of ap-
proximately 3.5. The concern on the observed harmonics indi-
cated in the current waveforms of the proposed WF-FSC is 
likely to be addressed by improved design considerations.  

V. CONCLUSION

In the paper, it is shown that the synchronous compensator 
can add much stability to the power system grid. These 
compensators can be installed and connected to the South 
African power grid to boost network stability in answer to higher 
penetration of renewable energy sources for power generation. 
While it is a viable solution to implement them by using South 
Africa’s abandoned but functional old synchronous generator 
plants [3], we have been able to show the feasibility of a new 
attractive, low-maintenance compensator technology—the 
wound-field flux switching synchronous compensator (WF-
FSC). Interestingly, it can even run without field current due to 
inherent saliency, which increases its reliability and reactive 
power range, but it remains to be seen how much its saliency 
characteristics differ from conventional salient pole synchro-
nous machines. Based on an experimented prototype, a synchro-
nous reactance of ܺ௦ ൎ 0.55	p. u. is obtained at the considered 
power range. The concern of the harmonics observed in the 
measured currents waveforms can be overcome by redesign. 
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Abstract—This paper investigates a method for monitoring the
service cable PEN conductor on a smart grid to provide infor-
mation regarding deteriorating infrastructure. The consequences
of leaving a deteriorated or broken service cable PEN conductor
is examined for the TN-C-S earthing scheme using smart split
meters. The feasibility of implementing a monitoring method
is evaluated through system modelling and simulation as well as
implementation on a physical setup. Simulation and experimental
results indicated that it would indeed be able to approximate the
service cable PEN conductor value but require more investigation
regarding the behaviour of the incidental earthing impedance.

Index Terms—smart meter, smart grid, PEN conductor failure,
safety

I. INTRODUCTION

Broken conductors introduce various hazardous conditions
leading to fatalities each year. Detecting these various hazards
is therefore of the utmost importance. A common hazard that
occurs is overvoltage on conductive parts of appliances due to
a broken protected earth (PE) and neutral (N) conductor. These
PEN conductors could be either overhead low-voltage feeder
PEN conductors, thus leading to a larger area being exposed
to the hazard, or service cable PEN conductors, localizing the
hazard.

The capability to investigate various characteristics of the
distribution network has been introduced by newly developed
smart grid technologies. These smart grids implement smart
meters to take measurements at various locations to moni-
tor power quality [1], improve network awareness [2] and
prevent electricity theft [3]. The ability for smart meters to
communicate with a centralised data concentrator allows for
accurate fault location identification. This makes identifying
and resolving such faults easier for the power utility.

A method for monitoring the LV feeder impedance using a
smart meter [4] has been developed which provides a basis on
which capabilities can be expanded. This method is capable
of detecting when an overhead LV feeder PEN conductor is
deteriorating or broken resolving the first possible case of
deteriorated or broken PEN conductors. This method, however,
does not monitor the service cable PEN conductor as it is not
included in the closed loop feeder impedance being monitored
upstream from the smart split meter.

The objective of this paper is to demonstrate how the
service cable PEN conductor can be continuously monitored

downstream from a smart split meter at a customer’s pole top
box. The method was mathematically modelled, implementing
system analysis on a single customer installation. This math-
ematical model was then implemented on a microcontroller
to test the developed method on an experimental system
model. The service cable PEN conductor impedance was
then approximated using current measurements. The results
were investigated using different types of proposed analysis
methods.

II. IMPLICATIONS INTRODUCED BY PEN CONDUCTORS

The terra neutral combined-seperate (TN-C-S) earthing sys-
tem is the earthing scheme that is investigated for this paper.
The TN-C-S earthing scheme is one of two LV distribution
earthing systems that is prescribed by the South African
National Standard (SANS) 10292 [5].

The TN-C-S system makes use of combined protected earth
and neutral conductors to reduce the overall cost. TN-C-S
therefore has the risk of losing the protective earthing as
well as the earthing provided by the source side if the PEN
conductor breaks, as can be seen from Fig. 1.

MV/LV Transformer
secondary winding

L N PE

Customer

LA

LB

LC

PEN

Fig. 1: Single-phase connection from a three-phase feeder
implementing TN-C-S earthing system

Loss of the earth bonding will lead to a hazardous condition
during which all the appliances’ conductive parts reach phase
voltage, even when they are not switched on [6]. If a person
were to come into contact with any of the exposed conductive
parts they will provide an alternative path to ground causing
them to be electrocuted. This problem would not be detected as
currently implemented protective devices such as the residual-
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current devices (RCDs) would not be able to prevent such a
fault as the currents will remain balanced.

A deteriorating service cable PEN conductor creates a
similar hazardous condition with the exception that appliances’
chassis do not instantly reach phase voltage due to a high
impedance break. A service cable could already be considered
to be deteriorated when it reaches an impedance of several
ohms. From Fig. 2 it can be seen that both the service
cable PEN conductor (ZPEN ) and the incidental earthing
impedances (ZIE) influence the size of the current that will
flow through the incidental earthing.

IL

IN

ZL

+

−

vL

PE

IR

IR

ZPEN

ZIE

ZEL

LV Feeder

Service cable

×

×

RCD

Chassis

L

N

IL IR

Meter

Fig. 2: Model of a LV system implementing a TN-C-S system
with a single-phase connection to a customers installation

Being able to approximate when the service cable PEN
conductor is severely deteriorated, thus being able to replace
it before it breaks, would improve safety. This would allow
for the prevention of fatalities and reduce the risk of fire
hazards due to heating caused by current flowing through
appliances’ chassis [7]. As the PEN conductor is expected
to slowly deteriorate, unless breakage is caused by external
circumstances, monitoring the cable will have great benefits.

III. SERVICE CABLE PEN CONDUCTOR MONITORING
STRATEGY

The method developed in [4] made use of changes in voltage
and current to measure the line impedance. This method could
also have been implemented to measure the service cable
PEN conductor if measurements could be taken from the pole
top box and inside the customers installation. This would,
however, not be an acceptable method as a customer interface
unit (CIU) is the only hardware that the customer should be
able to interface with [8].

The suggested method for monitoring the service cable PEN
conductor is to measure the live (IL) and neutral current (IN )
at the smart split meter. These currents will then be used to
calculate the residual current (IR), as seen by the smart meter.
Using the relationship between the live and residual current
an approximation of the PEN conductor impedance could be
made. This approximation will require prior knowledge of the
behaviour of the incidental earthing as well as a deteriorating
PEN conductor.

The PEN conductor is expected to slowly deteriorate over
time or suddenly break, therefore the impedance value will

increase and never decrease, unless the service cable is re-
placed. When the PEN conductor breaks it will immediately
be detectable by the split meter as the residual current will be
equal to the live current from that instance onwards.

The behaviour of the incidental earthing is however more
random as various external factors influence its behaviour. In
most rural settings generally very few appliances are imple-
mented and it would be expected that these appliances would
remain connected therefore keeping the incidental earthing
fairly constant.

Environmental factors such as temperature, humidity and
ground dampness also influence the incidental earthing value
[9] but were considered to be insignificant for the purposes
of this paper. The behaviour of the incidental earthing would
however be better understood if it is monitored over time, such
as proposed in section IV-C.

Instead of taking voltage measurements, that would only
be able to identify the upstream impedance, this method will
measure current changes that occur. By applying Ohm’s law on
the basic load diagram in Fig. 3, at a time instance k, Eq. (1),
the equivalent impedance, can be deduced combining the earth
conductor impedance (ZEL) with the incidental earthing (ZIE)
to obtain a single earthing impedance (ZE = ZIE + ZEL).

Zeq = ZL + ZPEN ||ZE (1)

Eq. (1) could then be used to calculate the live current drawn
by the load at time instance k, as seen in Eq. (2).

iL(k) =
Vs

Zeq
(2)

Implementing Kirchhoff’s current law the current that is
directed towards the PEN conductor (ZPEN ) and earthing
impedance (ZE) could be deduced using the current division
principle. Eq. (3) and (4) indicates this current division.

i1(k) =
ZE

ZE + ZPEN
× iL(k) (3)

i2(k) =
ZPEN

ZE + ZPEN
× iL(k) (4)

Using Eq. (1), (2) and (4) yields

ZPEN =
i2(k)

iL(k)− i2(k)
× ZE (5)

which has i2(k) representing the residual current (iR) that
flows through the incidental earthing impedance. Subtracting
time instance k-1 from time instance k using the same values
for ZE and ZPEN would result in Eq. (6).

ZPEN =
∆iR

∆iL −∆iR
× ZE (6)

This proves that the PEN conductor impedance can be
approximated using step changes in the residual and live
currents measured at the smart meter.



+

−
Vs ZL

+

−

VL(k)

iL

ZPEN
i1

ZEL
i2 ZIE

Fig. 3: Simplified system model used to illustrate current
division principle

As smart meters implement RMS values calculated over
periods of one-second, this would lead to the inclusion of RMS
values in the formula stated in Eq. (6). To avoid unnecessary
calculations, which would lead to inaccurate approximations,
a threshold value is applied to ignore small changes in the
measured live current.

In the process of implementing the RMS value a distinguish
difference occurred. This can be seen in Fig. 4 illustrating how
the instantaneous current change can occur during an RMS
sampling time frame.
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Fig. 4: Representation of RMS and instantaneous delta current
changes

Using the RMS value that is calculated during the switching
time frame would result in large errors, as seen in Fig. 4.
The method therefore had to be adapted to ignore the step
RMS current measurement. This lead to the delta values being
calculated as follows:

∆IL(k) = IL(k)− IL(k − 2) (7)
∆IR(k) = IR(k)− IR(k − 2) (8)

This, however, does not change the implementation of the
formula as stated in Eq. (6). Using RMS current changes rather
than instantaneous current changes is merely introduced.

IV. POSSIBLE ANALYSIS METHODS TO ACCOUNT FOR
VARIABILITY OF THE INCIDENTAL EARTHING IMPEDANCE

It should be noted that the incidental earthing and PEN
conductor value are both unknown variables in the proposed
solution stated in Eq. (6). From this equation it would not
be possible to approximate both the incidental earthing and
the PEN conductor value. As mentioned in Section III the
known characteristics are investigated to establish the expected
behaviour of these unknown variables.

Various methods could be implemented to monitor the
behaviour of the incidental earthing impedance and analyse
the data to approximate the PEN conductor value. The first
method that is proposed implements boundaries to limit the ap-
proximation value of the PEN conductor. The second method
implements statistical analysis, distributing the data and ob-
taining a statistical approximation of the PEN conductor value
implementing a fixed incidental earthing impedance value.
The third introduced method mainly focuses on obtaining the
characteristics of the incidental earthing. This is done using
the same approximation approach as for the PEN conductor
but implementing a fixed value for the PEN conductor instead
of the incidental earthing impedance.

Implementing a random incidental earthing impedance value
(ZIE) Fig. 3 could then be modelled in MATLAB. Using the
proposed mathematical models this system could then be used
to test the different analysis methods. MATLAB’s simscape
library was used and provided sufficient tools to evaluate all
these methods.

A. Ranged Method
This method implements the principle of implementing a

maximum and a minimum value for the incidental earthing
impedance. It would therefore be possible to monitor the value
of the PEN conductor between the established ranges. The
value of the PEN conductor will not be able to fall below a
previously established minimum value or a future established
maximum value, due to its expected behaviour to only increase
linearly. This provides a better approximation range over time
decreasing the uncertainty regarding the exact value of the
PEN conductor.

This method would, however, produce erratic results if
the incidental earthing value could change drastically (with
a few kilo-ohm range). This is considered to be a problem
if various loads are implemented and frequently connected
and disconnected from the installation. The results for a small
range, seen in Fig. 5 relative to a large range, seen in Fig. 6,
clearly indicate the accuracy limitation caused by these ranges.
The trend graph is designed to abide by the restrictions of the
lower and upper boundaries mentioned above.
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Fig. 5: Ranged approximation with a small incidental earthing
range (1000 Ω to 1500 Ω)
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Fig. 6: Ranged approximation with a large incidental earthing
range (500 Ω to 2500 Ω)

For a small incidental earthing range the results would
vary by an insignificant amount 0.22 Ω to 1.6 Ω. The large
incidental earthing range, however, has a variation range of 1.1
Ω to 7.9 Ω. It would therefore be more difficult to accurately
estimate the exact value of the PEN conductor. This method
could therefore only be implemented if the incidental earthing
does not vary significantly, as is commonly expected.

B. Statistical Analysis Method

A superior method was also developed that implements
statistical analysis of the data points to identify outliers as
well as indicating the distribution. Over time a median value
could be identified that would closely represent the true value
of the PEN conductor.

This method is advantageous when a constant value is mon-
itored as it allows for greater insight into the distribution of
the approximated values. This method could be implemented
using a fixed (mean) incidental earthing value such as 1 kΩ,
which was selected for the experimental investigation. In the
MATLAB simulation this produced the results indicated in
Fig. 7 for two random PEN conductor impedance values.
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Fig. 7: Box plot distribution of data for constant PEN con-
ductor values of 1.5 Ω and 5.0 Ω implementing a random
incidental earthing impedance

From the box plots it can be concluded that the data points
are normally distributed. It is also noted that the actual PEN

conductor value falls within the interquartile range (IQR), the
range between the 25th percentile and the 75th percentile.
Having these analysis tools available illustrates how the box
plot method of displaying the data is rather sensible.

C. Variable Initialisation Method

A final method was developed that implements a completely
different approach to establishing the incidental earthing. This
method implements analyses over an extended period of
time during which the PEN conductor is expected to remain
constant. Since the PEN conductor will naturally deteriorate at
a slow rate the value of a new conductor, of approximately 0.5
Ω [10], could be implemented. It would therefore be possible
to establish the behaviour of the incidental earthing using an
adjusted version of Eq. (6) seen in Eq. (9).

ZE =
∆iL −∆iR

∆iR
× ZPEN (9)

The main principle of this method is to determine the
rate to which the a specific installation’s incidental earth-
ing impedance would vary. This information could then be
implemented along with the statistical method to analyse
the data further. A brief period of a few days would be
required to establish an accurate profile of the incidental
earthing impedance value. This method could thereafter be
implemented in monthly intervals to account for the changing
condition of the installation. The previous established value
for the PEN conductor will then be kept constant during these
re-evaluation periods.

V. EXPERIMENTAL MODEL

To evaluate the proposed method for monitoring the service
cable PEN conductor using current measurements a physical
system, representing what a typical system would look like,
was built. This experimental model is illustrated in the diagram
seen in Fig. 8.

This experimental setup implements two variable resistors,
to acquire the desired values for the PEN conductor and
the incidental earthing impedance, two current transducers to
measure the live and residual current and three appliances that
could be switched on and off independently. This method was
originally intended to be implemented on the Texas Instru-
ments (EVM430-F6779) E-meter which has all the required
capabilities [11] to be implemented in this experiment.

The incidental earthing impedance was kept constant (at 1
kΩ) for this experimental setup. It would however be sensible
to implement a method that would be able to identify the
behaviour of the incidental earthing therefore expanding from
using a constant value to a behaviour related variable. The
method that was suggested in Section IV-C could therefore be
implemented to address the unknown variability but was not
implemented in this test setup.

Three typical household appliances were implemented in
this experimental setup including loads with power ratings of
1500W, 1200W and 750W. The incidental earthing is typically



introduced by any physical connection appliances make with
earth, examples are through pipes running into the ground and
a refrigerator standing on a damp floor. These connections to
ground provide an alternative path back to the transformer
and could be estimated to be around 1 kΩ at a customer’s
installation.

L

PEN
(N)

CT1 CT2

ZL1 ZL2 ZL3

ZPEN

ZIE

Fig. 8: Basic diagram of experimental setup

Two types of tests were conducted using this experimental
setup. The first test utilised a single load being switched on
and off, only implementing the two largest loads. The second
test involved switching all three the loads randomly. The
results were then documented through a serial communication
port connected to a computer. These tests were conducted
implementing a basic microcontroller.

VI. EXPERIMENTAL RESULTS

The documented experimental results that were captured
through the serial communication port can be seen in Fig.
9 - 11 for the various test conditions.

A. Single Switched Load with Increasing PEN Impedance
The results obtained in Fig. 9 - 10 are from switching two

single loads, represented by ZL1 and ZL2 in Fig. 8. Values
were only obtained when a load was switched therefore not
implementing time as the x-axis label but rather the data points
obtained at random instances.

The value of the PEN conductor was incrementally increase
from 1 Ω to 10 Ω (using increments of 1 Ω) to test the method
over a wide range of values. A threshold that would require
a substantial current change to occur (larger than 1 A) was
implemented to reduce inaccuracies from being introduced.
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Fig. 9: PEN conductor impedance with ZL1 switched on and
off with an average load draw of 4.3 A
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Fig. 10: PEN conductor impedance with ZL2 switched on and
off with an average load draw of 5.4 A

From the results in Fig. 9 - 10 it could be concluded that the
approximation method is able to track a change in the PEN
conductor impedance value. The accuracy does however vary
more significantly with higher impedance values.

B. Multiple Switched Loads with Increasing PEN Impedance

Multiple loads being switched at random represents the
actual behaviour that would be expected from a typical in-
stallation and would result in larger overall current changes.
This was tested using the three appliances, ZL1, ZL2 and ZL3,
and switching them on and off in random combinations, thus
having greater variability in current changes.

This test was conducted on four randomly set values for
the PEN conductor impedance. These values were measured,
after testing, using a multimeter and was found to be 2.8 Ω,
4.9 Ω, 7.2 Ω and 10.1 Ω. This would be the different indication
stages of a deteriorating PEN conductor with a new conductor
of course being at 0.5 Ω and a severely deteriorated PEN
conductor reaching a value as great as 10 Ω.
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Fig. 11: PEN conductor impedance of randomly selected
values (2.8 Ω, 4.9 Ω, 7.2 Ω and 10.1 Ω) with multiple loads
(ZL1, ZL2 and ZL3) switched on and off randomly

This test identified that the accuracy of the method is
dependent on the overall current change that occurs. In Fig.
11 this is visualised as the approximated values have a slightly
smaller error relative to the single load switching test.

The inaccuracies are still realised and could have been
introduced by inaccurate readings produced by the microcon-
troller processing the input, as a smart meter with significantly



greater capabilities and accuracy was not implemented. The
results, however, still proved to be significant in detecting
a deteriorating conductor. As the exact value of the PEN
conductor is not of great importance but only having an
indication of the state of the conductor.

When the approximation method therefore reaches a range
during which it experiences increased accuracy errors mainte-
nance needs to be conducted to prevent any possible injuries
or fatalities from occurring.

Analysing the results from Fig. 11 using the proposed sta-
tistical method to identify the minimum value, 25th percentile,
median, 75th percentile and maximum value. This would give
a better understanding of the distribution of the obtained data
and indicate the IQR in which the true value is most likely
to be approximated. This box plots of Fig. 11 can be seen in
Fig. 12.
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Fig. 12: Box plots of various randomly implemented PEN
conductor values

The median value was found to differ with as little as 6.25%
for small values to as much as 21% for larger values.

VII. CONCLUSION

This paper presents a proposed method for monitoring the
service cable PEN conductor using a smart meter. This was
found to be necessary due to the safety hazards that are
associated with broken PEN conductors.

The proposed method made use of a current division prin-
ciple making use of changes in the live and residual current
which could be measured by a smart meter located at the pole

top box. The equation that was derived mathematically also
implemented changes in RMS current readings as it is common
practise for smart meters. The PEN conductor impedance
could therefore be approximated and statistically analysed to
acquire a better approximation over time.

An experimental investigation concluded that the proposed
method would work significantly well if an indication of
whether the PEN conductor is reaching a high impedance
value is required. After having done a single load and a
multiple load test it was also concluded that the approximation
method would also be dependent on the size and way the cur-
rents changed. Smaller errors were introduced when switching
multiple loads which is the case expected from most typical
installations.

This method could therefore be implemented on a more
advanced smart meter which would produce more accurate
readings and would be implementable in a smart grid.
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Abstract— Long distance point-to-point HVDC link which 

traverse rural dwelling places can be utilized for tapping 

power to feed those areas. However, the extent of power tapped 

if not curtailed can lead to voltage collapse of the system. In 

this paper, analysis of Voltage stability index (VSI) to ascertain 

the nearness of HVDC link to voltage collapse is presented. 

However, this VSI method needs constantly measuring the tap 

voltage and current to ascertain nearness to voltage collapse.   

Therefore, power tap limit as a function of tap point 

information such as the length of the link, tap point distance 

from the main converter station and voltage margin at any 

point along the HVDC link and optimum tap limit is proposed. 

Simulation of the proposed technique is carried out in 

Matlab/Simulink environment with a case study of 

Namibia/Zambia Caprivi link VSC HVDC system. The 

simulation results depict that when power tapped is above the 

derived limit, the DC-link bus voltage collapses.  More so, 

Small and large disturbance voltage stability was also studied. 

Results also show that when power tapping is below tap limit, 

small and large disturbances do not have effect on the DC-link 

voltages, however, when power tapped is above limit, the 

disturbances lead to voltage instability.  

Keywords— HVDC, Power tapping, Voltage source 

converter, Voltage stability, voltage collapse 

 

I. INTRODUCTION 

High Voltage Direct Current (HVDC) transmission 
systems offer attractive applications such as long-distance 
bulk power delivery, asynchronous interconnection of two 
AC networks and voltage stabilization etc. [2]. Furthermore, 
research has shown the need for utilization of this HVDC 
link for voltage profile improvement in heavily loaded 
network [1], power taping to feed rural areas situated at the 
vicinity of this HVDC-link transmission corridor [3-10]. 
However, power tapping from existing HVDC link, if not 
controlled can lead to voltage instability of the system. 
Voltage stability has been a major issue in power system. 
Numerous works [11-13] have been done on voltage 
instability, voltage collapse and their corrective control 
techniques. Some other literatures, have developed several 
methods to envisage voltage collapse incidence on AC power 
system. Some of the methods are voltage collapse prediction 
indices such as power margin [15, 16], voltage collapse 
prediction index [18], impedance stability index [15], line 
index [17], bifurcation theory [14] and a voltage collapse 
index (VCI) technique [19]. 

The VCI, a method used to ascertain the proximity to 
voltage collapse proposed in [19] is adopted in this paper to 

determine the nearness of HVDC link operating towards 
voltage collapse. The technique utilizes local bus voltage and 
current magnitude. However, it requires continuous current 
and voltage measurement at the tap point. 

Therefore, in this work, a technique is proposed using tap 
point information voltage margin to determine how close a 
HVDC link under power tapping is to voltage collapse. 

 

II. VOLTAGE STABILITY INDEX ANALYSIS OF HVDC LINK 

DURING POWER TAPPING  

As power system network operates, several disturbances 
can affect bus voltages and the system’s ability to maintain 
steady acceptable voltages after such disturbances is termed 
voltage stability [20, 21]. These disturbances can be 
classified as large (faults, loss of generation, or circuit’s 
contingencies) and small disturbances (incremental changes 
in system load) [20, 24]. If the power system loses the ability 
to maintain acceptable voltages, the network will experience 
severe drop in the bus voltage profile and if care is not taken, 
can lead to voltage collapse [22]. Voltage collapse which is a 
shutdown of a power system may be partial or total blackout 
[23].  

For a HVDC system, the inverter control is used to 
regulate the DC-link voltage. Power tap-off along the 
transmission corridor therefore should have a limit not to mar 
the controllability of the converter link leading system 
voltage collapse. In order to analyse the voltage stability of a 
point-to-point HVDC with power tapping station along the 
DC-link, Fig 1 is used for this study.  Power tapped at point i 
along the link can be determined using the equation:  

                        iiTapiTap VIP __ 
 

      (1)  

where 

ITap_i is the tapped current tapped at point i 

Vi is the voltage at tap point i 

 

From (1), tap point voltage  will degrease when the 

current tapped  increase and vice versa whereas  

decreases. If Taylor’s theorem is applied in (1), incremental 

changes in   with respect to the incremental changes in 

 and  can be written as:  

 

 

 
(2)  
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Neglecting the higher order terms, (2) can be written as: 
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Fig. 1. Two-terminal HVDC with tapping station on the dc-link 

transmission 

 

 

Equation (3) is a key to determine stability and will 

always remain positive when power tapped is within the 

voltage stability limit or voltage stability index (VSI). 

Therefore, to ensure DC-link voltage stability and avoiding 

voltage collapse, any change in power tapped should be such 

that  

 

  (4)  

 

To determine voltage stability index (VSI), equation (4) 

can divided by  to get: 

 

 
(5)  

 

This VSI equation can therefore be used to give 

indication on how far the DC-link is from voltage collapse 

during power tapping. When there is no power tapped 

( ), VSI is unity and as power tapped increases, 

VSI deceases and becomes zero at voltage collapse point.   

This technique is very simple as it requires only 

measurement of tapping current  and bus voltage  at 

two different points. However, this technique requires a 

cautious and continuous measurement and processing of the 

tapped current and voltage data to get VSI.  

 

III. PROPOSED POWER TAP LIMIT DETRMINATION  

From Fig. 1, if there is no power tapped, PdcA flows into 

bus-B and gives rise to a voltage drop between bus-A and 

bus-B. As power tapped at bus-t begins to increase, more 

voltage drop will begin to increase at the tapping point. If the 

power tapped continues to increase, a point will be reached 

when converter B can lose its DC voltage control. When this 

happens, the tap bus voltage can drop noticeably in such a 

way that the direction of power flow PdcB could begin to 

reverse. At this point when voltage begins to reverse is 

therefore used as the criterion for tapping limit 

determination. In [29], the proposed power tapping limit, 

utilising principle of uniform loading [25], [26], [27], [28], is 

analytically derived as: 
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Where 

 is limit of power that can be tapped at point 

xt (MW) 

The negative signifies power tapping 

 is the main VSCA HVDC converter the reference 

power (MW) 

 is the control specified lower voltage regulation 

limit  

 is the reference voltage,  

is K (the voltage margin) 

r=R/L = resistance per unit length of the DC-link; 

xt is tapping station distance from bus-A;  

L = Total length of the DC-link; 

 

From (6), the limit of the power that can be tapped 

depends on the control parameter settings of the main 

HVDC, point of tap-off and length of the transmission 

line and can be simplified as: 
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With PdcA as the base power, the per unit power-tap limit 

 at any point xt is: 
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Therefore, at any point on the DC-link, the tap limit is a 

function of the DC-link length, tap point and acceptable 

voltage margin. If Power is tapped above this established 

limit, the system will enter voltage instability condition and 

subsequently leads to voltage collapse. This equation (9) is 

therefore used to establish the proximity to voltage collapse 

of the HVDC under power tapping.  

The optimum point of power tapping can be determined 

using the equation: 
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Therefore,  
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Substituting (13) in (9), the optimum power that can be 

tapping at optimum point xt is: 
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For a voltage margin K = 0.05, optimum power tapping,  

 

%62.31.3162.005.02_  upoptimumtap
             (15) 

 

IV. SIMULATION CASE STUDY OF NAMIBIA/ZAMBIA 

CAPRIVI LINK VSC HVDC  

To verify the proposed theoretical power tapping limit and 

voltage collaspe analysis, Namibia/Zambia Caprivi Link 

VSC HVDC is used as a case study. VSC HVDC is 

modelled in Matlab/Simulink environment with parameters 

of the Caprivi link [30], [31] shown in table 1 and converter 

vector classical control [32] applied. In the model, power 

tapping station located at the middle of the link. The 

performance of the HVDC under tapping power below and 

above limit is therefore demonstrated. 

 
TABLE 1 

SIMULATION PARAMETERS OF NAMIBIA/ZAMBIA CAPRIVI LINK VSC HVDC  

Data Parameters 

HVDC link Power rating 300 MW 

Namibia AC side voltage 400 kV 

Zambia AC side Voltage 330 kV 

DC link voltage 350 kV 

Coupling transformer rating on both sides 315 MVA 

 Length of DC-link   950 km 

Converter Switching frequency  1150 kHz 

 

A. Power tapped versus tap point 

Using equation (9), the per power tap limit at any point xt on 

the DC-link is plotted as shown in Fig. 2. The per unit 

optimum power tapped ( ) which is 0.316 p.u 

occurs at 300 km from the main VSCA converter. This per 

unit optimum power tapped will be different in other 

networks where there is a different voltage margin. 
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Fig. 2.  Power tapped versus tap point xt 

  

 

 

B. Voltage stability index(VSI) versus power tapped 

In this case, the power tapped is increased uniformly by a 

load multiplier factor λ starting from 50 MW. The VSI is 

calculated accordingly and plotted against the load 

multiplier factor as shown in Fig. 3. As load factor 

increases, the index decreases and eventually approaches 

zero at voltage collapse point. 
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Fig. 3.  Variation of VSI against power tapped 

 

C. System response at increasing power tapping 

Fig. 4 shows the responses of the power flow of the main 

VSCA and VSCB as the power tapped increases and Fig. 5 

shows the responses of VSCA, VSCB and tap point bus 

voltages.  
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Fig. 4. DC bus power at increasing power tapping 
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Fig. 5. Response of DC bus voltage at increasing power tapping 

 

From Fig. 5, as the power tapped increases but below tap 

limit, the DC-bus voltage remained uninterrupted.  This is 

due to the voltage regulation capability of the VSCB 

converter. However, as the power tapped is close to tap limit 

at about 3.4 secs, VDCA and VTap bus voltages begin to 

change hence entering state of voltage instability (a 

progressive and uncontrollable decline in voltage) [33,34] 

leading to voltage collapse. 

 

D. Small and Large disturbance voltage stability 

 

Firstly, the tap-station was initially off and at 1 sec it was 

switched in (small disturbance) with tapping power less than 

tap limit. At 1.89 secs, a fault (large disturbance) was 

applied. Fig. 6 shows the DC-bus power and voltage 

responses and both the small and large disturbances did not 

have much effect on the main system voltages and each bus 

power settled fast to their steady after the disturbances. 

Secondly, the same scenario (small and large 

disturbances) is repeated but with power tapped more than 

tap limit. Fig. 7 is system DC bus voltages and power 

response which show severe oscillations and voltage 

instability. 
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(b) 

Fig. 6.  System response when power tapping is below limit: (a) DC –Bus 

power (b) DC-bus voltages 
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Fig. 7.  System response when power tapping is above limit: (a) DC-Bus 
power (b) DC-Bus voltages 

 

 

V. CONCLUSION 

In this work, analysis of voltage stability and voltage 

collapse of an HVDC system with power tap-station on the 

DC-link is presented. The paper presents the utilization of 

voltage stability index (VSI) to determine distance to 

voltage collapse as power being tapped increases. Due to the 

challenges of continuous measurement to establish the 

index, an analytical technique of determining this distance 

to voltage collapse is proposed. This technique involves 

only the knowledge of tap point information such as length 

of DC-link, distance of Tap-station from main HVDC 

station and acceptable voltage voltage margin of the main 

HVDC control. The effectiveness of the proposed method is 

carried out in Matlab/Simulink environment with 

Namibia/Zambia Caprivi HVDC link. 
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Battery Monitoring and Energy Forecasting for an Off-Grid Solar
Photovoltaic Installation
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Abstract—This document details the design and implementa-
tion for an off-grid PV energy management system with key
objectives being battery monitoring and energy forecasting.
Coulomb counting is used to estimate the state of charge of
a 24 V, 100 Ah lead-acid battery bank. An ACS712 hall effect
current sensor module is used to implement the coulomb counter.
A random forest regression model is used to predict solar
irradiance with a root mean square error of 15.4%, when
comparing actual Johannesburg irradiance data to predicted
data. Energy forecasting is successfully done with a root mean
square error of 6.2% for a three-day continuous test. It is
concluded that the proposed solution successfully demonstrates
a working principle for an energy management system, however,
further improvements are needed to make the forecast model as
accurate as possible.

Index Terms—State of Charge, Energy Forecasting, Random
Forest Regression

I. INTRODUCTION

Solar power is one of the main sources of renewable
energy across the world. It is especially appealing in South
Africa due to the large amounts of solar irradiance that
it receives (an average of 4.5 to 6.5 kWh/m2 per day
[1]), thus making photovoltaic (PV) off-grid solutions an
attractive alternative. Using solar energy requires an energy
storage solution with lead-acid batteries being a popular
choice. Lead-acid batteries require proper monitoring and
management to avoid issues such as gassing and sulfation
that can severely damage the batteries. Having an off-grid
system shifts energy management from corporations and
public enterprises to the individual. The individual is often
not aware of the capability of their off-grid energy system in
sustaining the energy consumption for the foreseeable future.

This document aims to detail a working principle for
an energy management solution that is not only able to
monitor current energy levels but can also forecast energy for
an off-grid system 24 hours in advance. Success is primarily
based on the solutions ability to monitor live energy changes
as well as forecasting the energy levels of the battery bank at
hourly intervals throughout the day. The solution is intended
to be used in regular households moving to an off-grid PV
system and therefore practicality is also a measure of success.

One of the constraints of the project are the available
batteries: since there is a finite number of cycles. This makes
it difficult to assess the true health of the batteries and it is
therefore assumed that the batteries’ SoH are 100% at the
start of the investigation and thus their capacity is assumed
to be that of the manufacture’s rated capacity. The SoC
algorithm used is assumed to produce an accurate estimate
of the current SoC of the battery bank.

II. BACKGROUND

The key components of the Home Energy Management
System (HEMS) can be broken down into the estimation of
solar irradiance, the estimation of the SoC of a battery bank,
and finally the integration of the various devices to form a
complete HEMS.

A. Solar Irradiance

Prediction of solar irradiance is vital for the forecasting
of energy within a battery bank. There are many methods
to do this with most of the methods using some form
of machine learning model. Bae et al [2] compares three
different machine learning models to predict solar irradiance.
Namley an Artificial Neural Network (ANN), a Non-linear
Autoregressive Network (NAN) and a Support Vector
Machine (SVM). The SVM model performed the best in that
particular experiment.

Non-neural network machine learning models have been
used successfully to predict solar irradiance. These models
include SVM models as previously mentioned and Random
Forest Regression models (RFR). Papers [3]–[5] use RFR
models to forecast solar irradaince. Jain et al [4] compares
the RFR model to five other machine learning models, with
the random forest model performing the second best. It
is seen that the performance differences between neural
networks and non-neural network machine learning models,
in predicting solar irradiance, are marginal. Therefore the
machine learning model for the proposed HEMS follows an
RFR model trained on historical data.

B. Battery Monitoring

Monitoring a battery consists primarily of monitoring
the energy flow to accurately estimate the State of Charge
(SoC) of the battery. This can be achieved by modelling
the lead-acid battery’s characteristics. Factors such as
temperature, internal resistance, capacity, aging, efficiency
and discharge rate need to be considered. These factors do
not remain constant and their value is functionally dependent
on the other factors, thus making it challenging to accurately
model a battery. For example, the value of efficiency is
dependent on the temperature as well as the aging of the
battery. Similarly, the capacity of the battery is dependent on
aging as well as the discharge rate.

The estimation of SoC of the battery bank plays a
pivotal role in the forecasting of energy for 24 hours. An
accurate model is needed to estimate the current SoC of the
battery bank. Three main methods exist for this estimation:
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measuring the Open Circuit Voltage (OCV) of the battery
bank, measuring the specific gravity of the solution of each
battery, and coulomb counting.

Paper [6] provides a method to estimate the state of
charge of lead-acid batteries based on their OCV and
measuring the specific gravity of the electrolyte solution.
One of the main drawbacks of these two methods is that
they can not be implemented in an active system (system
that is in a continuous charge / discharge state). The OCV
method requires that the batteries be at rest for several hours
before an accurate measurement can be observed.

Coulomb counting is a method to estimate the SoC of
a battery bank in an active system; it measures the amount
of energy going into the battery bank versus the amount of
energy leaving the battery bank over a period of time. This
method has been used in the HEMS constructed. Papers [7]
and [8] make use of coulomb counting to estimate the state
of charge of an active system. Kumar et al [7] uses a current
integration method over a specified time interval to compute
the number of coulombs that have either left the battery or
entered the battery. It is observed that the SoC estimation
algorithm needs to be recalibrated throughout the lifespan of
the battery bank, due to its decline in health (SoH) with time
and use. In order to calibrate a coulomb counting system,
the float charging current of a lead-acid battery can be used.
Floyd et al [9] determined that by measuring the float current
of a battery, an SoC of 100% could be evaluated accurately.

III. SYSTEM OVERVIEW

A functional block diagram of the entire system is shown in
Figure 1. The flow of control as well as the flow of power is
shown along with the different points of current measurement.

MPPT / Charge
Controller

Solar Panels

Solar Irradiance

Battery Bank

IOT Device

Household

Communication via a network

Server (Raspberry Pi)Client Endpoint

A

A

A

Current Sensors

Flow of control

Flow of Power

Fig. 1. Complete system overview showing flow of control and power.

A. System Specifications

The system comprises of the following components:

• Initially two 90 W solar panels were used; later during
the investigation two 260 W solar panels were used. The
panels were placed flat on the roof.

• Two 12 V, 100 Ah Sealed Lead-Acid (SLA) batteries
connected in series.

• A Steca Solarix MPPT charge controller.
• One Siemens SIMATIC IoT2020 device.
• One Raspberry Pi 3B (Server).
• Three hall effect current sensors.

B. Estimation of Batteries State of Charge
The estimation of the battery bank SoC is a vital part of

the system. As mentioned in Section II, conventional methods
of measuring SoC such as OCV and specific gravity can not
be implemented within an active system. Coulomb counting
is therefore chosen to estimate the SoC. Coulomb counting
consists of monitoring the charge flow into and out of the
battery bank and can be defined by Equation (1) [8], where
SoC(t) is the current state of charge of the battery bank,
SoC(t+1) is the state of charge of the battery bank at the
next time interval, Ca is the rated capacity of the battery
bank and i is the measured current.

SoC(t+1) = SoC(t) +
i

3600

Ca
∗ 100 (1)

Within the final system the SoC calculation is updated every
second. This short time interval allows for any random
spikes in current to have a negligible affect on the overall
SoC calculation.

To measure the current, ACS712 hall effect current
sensors are used. These sensors are accurate with a total
output error of 1.5%. The accuracy of coulomb counting
depends on the accuracy of the current measurement device
as well as a known SoC at the start of the coulomb counting
process.

The SoC estimation error of the coulomb counting
method is accumulated over time. This error is caused by
two main factor: firstly, the error introduced by the current
measurement system and secondly the efficiency of the
batteries implies that one coulomb into the battery does not
translate to one coulomb stored. The actual charge stored is
the aggregation of the coulombs into the battery multiplied
by its efficiency. Furthermore, this efficiency is varying
depending on the operating conditions of the battery as well
as the aging effect. The charging efficiency of the battery is
known as the Round Trip Efficiency (RTE). The RTE for a
lead-acid battery is typically 80%, however, that value can
vary depending on various factors such as temperature and
discharge rate. For simplicity the RTE of the battery bank is
assumed to be 80% during all phases of charging.

The SoC of the battery bank ranges from 0 to 100%
where 0% correlates to the 50% Depth of Discharge (DOD)
point of the battery bank. This was done to ensure that the
lead acid batteries are not put into a deep discharge, which
can reduce their lifespan significantly.



C. State of Health of Batteries

The health of a lead-acid battery deteriorates constantly,
meaning that their maximum capacity of energy that each
battery can hold decreases over each charge / discharge
cycle. This leads to inaccurate SoC estimations due to the
reference capacity constantly decreases, albeit at a slow
rate. However, over time the estimation error can grow
significantly. Hence the SoC estimation model needs to be
recalibrated to include the latest maximum capacity of the
battery bank. The measured capacity of a lead-acid battery
compared to the manufactures rated capacity can be used as
an indication to the SoH of the battery.

The general metrics used to measure SoH of batteries
are the internal resistance and their capacity versus the rated
capacity [8]. SoH based on capacity is given by Equation (2),
where Ca is the current capacity of the battery and Cr is the
rated capacity of the battery. A lead-acid battery is deemed
to have reached its end-of-life when the current capacity
drops to 80% of its rated capacity. It is recommended that
an analysis of the SoH of the batteries be done every 6
to 8 weeks to ensure that the SoC estimation is always as
accurate as possible.

SoH =
Ca

Cr
∗ 100% (2)

The recalibration of the SoC is done by measuring the float-
charge current of the lead-acid battery (the third and final
stage of charging). During the float-charge state of charging,
the lead-acid batteries are at their maximum capacity, hence
the SoC can be updated with the latest battery bank capacity.
According to IEEE standards [10] the float current is de-
termined by measuring the same float charge current of the
battery bank for three consecutive hours. The shutting down
of the system for several hours, to allow for the recalibration
of SoC and overall estimation of SoH, is a compromise that
a user will have to endure. This compromise is to ensure that
the estimation of SoC remains as accurate as possible.

D. Solar Irradiance Prediction

One of the key components to forecasting the SoC of the
battery bank, is the prediction of the solar irradiance. The
solar irradiance predicted is that of Global Horizontal Index
(GHI), hence the panels were positioned flat on a rooftop
and were not tilted. To predict solar irradiance for 24 hours
(at hourly intervals), a RFR machine learning model is used.
RFR algorithms are powerful machine learning models that
are simple to construct and perform well for most regression
/ classification tasks. When compared to a SVM model, the
RFR model proved to be better. The RFR model builds a
set number of decision trees based on the features that the
model is trained on. For a regression problem, the outcome
of all the decision trees are then averaged to obtain the final
predicted value.

1) Training and Testing Dataset: The machine learning
model was trained using historical meteorological data for
Pretoria. The data used comprised more than three years
of weather data (September 2013 to July 2017). Weather
data from Pretoria was used as not enough historical data
was available for Johannesburg. The model was trained
on four features (the input data) and one label (the output
data). The features comprised: air temperature, relative
humidity, time-of-day and day-of-year and the output feature
comprised the GHI. One of the key characteristics of the
choice of the RFR algorithm is its low computational needs
when compared to neural networks. The final RFR model
was trained on a Raspberry Pi 3B and comprised of 150
decision trees.

2) Model Testing: The historical data used to train the
model was split: 80% of the data was used to train the model
and 20% of the data was used to test it. The performance
metrics of the model can be seen in Table I, where R2

represents a ”goodness of fit” metric. The 94% value shows
how closely the predicted values lie to the regression line.
The high density of data points close to the regression line
seen in Figure 2 can confirm this result. Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE) are the other
chosen error metrics and have units of W/m2. It is seen that
the RMSE value is relatively high, however for the given
system, the RMSE of the predicted solar irradiance equates
to 15.6 W/M2 error at the output of the panels.

TABLE I
REGRESSION METRICS FOR THE TRAINED RFR MODEL

Metric Result
R2 94%
RMSE 74 W/m2

MAE 36 W/m2
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Fig. 2. Actual solar irradiance compared to the predicted solar irradiance
for the test dataset. The line of regression signifies perfect match.



3) Testing model on Johannesburg Data: The prediction
model was tested against actual solar irradiance data from
Johannesburg, which was measured using a pyranometer. The
results were taken for several days, with one day’s worth
of data shown in Figure 3. The graph shows the predicted
solar irradiance and the actual solar irradiance. It is seen
that the RFR model over predicts the solar irradiance toward
the afternoon. The RMSE value between the predicted and
the actual irradiance is 15.4%. This is the trend observed
over multiple days of tests. Possible reasons for this over
prediction could be due to the location difference between
Johannesburg and Pretoria, as their latitude differs by 0.47
degrees. Furthermore the RFR model may need to be trained
with a larger dataset so as to account for the over prediction.
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Fig. 3. Actual and predicted solar irradiances for Johannesburg versus time.

E. Power Output of Solar Panels and SoC Estimation

Knowing the solar irradiance that the sun will provide
in advance allows for the estimation of the expected power
output of the PV array using Equation (3) [11].

Pout = η ∗ I ∗A ∗ PR (3)

Where Pout is the output power of the panels, η is the
efficiency of the solar panels, I is the solar irradiance, A
is the area of the solar panels and PR is the power ratio
which takes into account the RTE of the system. The RTE is
assumed to be a constant 80% as mentioned in Section III-B.
The power output of the panels is assumed to be constant
for the entire hour.

Using the 24 hour predicted solar irradiance, the expected
power output of the solar panels for 24 hours can be
calculated. This array of values is then used in Equation (4)
to estimate the battery’s stored energy in Wh, where EBat(t)

is the energy within the battery bank at time t, Eout(t) is
the energy output from the solar panels for an hour and
Eload(t) is the energy delivered to the load. For simplicity,

a load profile is predetermined and is shown in Figure 4.
The SoC of the battery bank can then be calculated using
Equation (5), where EBat rated is the rated capacity of the
batteries in Wh.

EBat(t+1) = EBat(t) + Eout(t+1) − Eload(t+1) (4)

SoC =
EBat

EBat rated
∗ 100 (5)
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Fig. 4. Predetermined load profile.

F. Data Acquisition and Data Presentation

The main software for the system is executed on the Rasp-
berry Pi server. A high level block diagram of the software
system is presented in Figure 5. The software is executed
once an hour; this ensures that the SoC predictions are
updated every hour. The weather Application Programming
Interface (API) of choice is openweathermap.org, from here
a 24 hour forecast of temperature as well as relative humidity
is retrieved. The forecast is then used as the input data for
the RFR model to predict the solar irradiance. Once the
solar irradiance is predicted, Equations (3) to (5), are used
to estimate the SoC for the next 24 hours.

A Siemens SIMATIC IOT2020 device is used as a data
acquisition unit that reads the current sensors’ outputs.
The current readings are sampled every second and sent to
a Raspberry Pi based server using the Message Queuing
Telemetry Transport (MQTT) network protocol. The server
runs the Mosca MQTT broker; this protocol was chosen
for its lightweight properties as it was designed for Internet
of Things (IoT) applications. The Raspberry Pi 3B was
chosen as the server because it is relatively inexpensive and
powerful enough to train the machine learning algorithm, run
the prediction model, and display the front-end Graphical
User Interface (GUI).

A Node-Red server application is used to present the
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Fig. 5. Block diagram illustrating the software implementation.

information to the end user. The interface is accessible
through the IP address of the Raspberry Pi server. Node-Red
is lightweight and simple to use with most IoT functionality
pre-implemented. The Node-Red server receives the
measured current data sent from the SIMATIC IOT2020 unit.
This data is used to perform coulomb counting and calculate
the current SoC. The current SoC is used to perform energy
forecasting as previously discussed.

IV. RESULTS

The complete system was tested over several days with
different loads and solar panel configurations. The results
from the two tests conducted are shown in Table II, where the
calculated RMSE value is used as an indicator of accuracy.
The maximum deviation is defined as the highest error that
can be detected between the predicted curve and actual value
curve.

TABLE II
TABLE OF RESULTS

Test Duration
(hours)

Panel
Wattage (W) Load Wattage (W) RMSE Maximum

Deviation
1 24 2 * 90 35 4.72% 11%

2 72 2 * 260 Varying between
35, 41, and 47 6.20% 14%

The first test conducted comprised two 90 W panels with a
single known load of 35 W. The system’s initial SoC was
set to 100%, with the system being run over a 24 hour
period. Figure 6 shows the forecasted SoC versus the actual
SoC. The RMSE between the actual and predicted SoC is
calculated to be 4.72%. This RMSE value corresponds to the
SoC percentage. The maximum deviation between the actual
and the predicted SoC is 11%.

The second test conducted comprised two 260 W panels
configured in parallel with a known variable load shown in
Figure 4. The initial SoC of the system was set to 100%. The
system was set to run for 72 hours continuously. Figure 7
shows the forecasted SoC as well as the actual SoC. The
times at which the forecast was taken are illustrated through
the three large dots on the graph. The RMSE of the 3-day
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Fig. 6. Predicted SoC and Actual SoC over a 24 hour period.

forecast is 6.2%, where this percentage relates to an actual
SoC percentage. The maximum deviation between the actual
and predicted SoC is measured to be roughly 14%. This
maximum difference occurs after the 85% SoC mark.
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Fig. 7. Predicted SoC and Actual SoC for the 72 hour test.

The trend of the forecasted SoC follows closely to the
actual SoC. The largest margin of error for the forecast
is seen to be above the 85% SoC mark, which is denoted
on the graph by the horizontal dashed line. The forecasted
model fails above the 85% mark due to the inability of the
model to take into account the non-linearities involved in the
last stages of charging (i.e absorption charging and trickle
charging). In the final stages of charging, the lead-acid
batteries’ charge efficiency drops significantly and thus
charges at a much slower rate than usual. Therefore there is
a large deviation after the 85% SoC point. Below the 85%
SoC mark the forecasted model does follow the actual SoC
closely, with the forecasted model tending to predict a lower
SoC than the actual.



It is key to note that weather conditions throughout all
tests remained relatively constant, with no significant cloud
cover, wind or rain.

V. CRITICAL ANALYSIS

The forecasting model is seen to forecast the SOC within a
RMSE value of 6.2%. This shows that the model can, within
some error bounds, forecast SoC for an off-grid solar PV
system. This RMSE is for constant weather; the model was
not tested in varying weather conditions and thus a complete
recommendation to the success of the system cannot be made.

The monitoring of the battery bank state-of-charge was
achieved. However, there was no validation performed
to confirm how accurately the coulomb counting method
modelled the battery banks SoC. Possible methods of
validation could have been performed such as comparing
the SoC using coulomb counting to OCV. The OCV is
determined using the terminal voltage readings and the
Thevenin equivalent model of the battery bank. The overall
battery model used is simplistic at best as it does not account
for factors such as operating temperature, de-rating of the
battery bank, effects of discharging rate, and non-linear
charging stages (i.e. absorption and trickle charging). A
self-calibration method based on float current is discussed,
however, it could not be tested. This method requires
the battery bank to stabilise on float current and remain
unchanged for three hours which is unlikely to occur for a
battery under continuous operation.

One of the main weaknesses of the complete system
is the solar irradiance prediction model. The model does not
perform accurately enough with an RMSE value of 15.4%.
This is largely due to the model being trained using Pretoria
weather data and not data for Johannesburg. The over
prediction of solar irradaince did not seem to affect the tests
conducted, however it could affect the SoC predictions during
varying weather conditions such as overcast conditions.

Despite the drawbacks of the implementation, the system
successfully depicts a working principle of an energy
monitoring system that can forecast energy. The practicality
of the implementation can be assessed by noting that
the energy monitoring system can be installed into already
existing off-grid systems as it only requires a data acquisition
unit and three key sensing points. The Raspberry Pi server
demonstrates the low computational needs of the system.
Therefore, the implementation is deemed successful.

VI. FUTURE IMPROVEMENTS

To increase the accuracy of the solar irradiance prediction,
historical weather data for the location of the HEMS
installation should be used to train the machine learning
model. The current HEMS does not actively assess the SoH
of the battery bank. The HEMS should actively monitor
the SoH of the battery bank, as well as recalibrate the SoC
estimation to account for the derating of the battery bank.

The modelling of the final stages of charging of lead-
acid batteries should be improved upon so as to increase
accuracy above 85% SoC of the battery bank. Finally a
machine learning model to learn the load profile of a house
should be implemented. This will help to learn and predict
load profiles for different days of the week as well as for the
different seasons of the year.

VII. CONCLUSION

This paper has shown the design and implementation of
a Home Energy Management System (HEMS). Coulomb
counting has been used to estimate the SoC of the battery
bank. The machine learning model designed to predict solar
irradiance is shown to over predict solar irradiance towards
the afternoon for Johannesburg. The entire system is seen to
forecast the SoC with an RMSE value of 6.2%. The model
does, however, lose accuracy after the 85% SoC mark. The
system can be viewed as a viable means to predict SOC,
however, improvements are needed to ensure the model is
robust and is able to work in all conditions.
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Abstract— Due to large amount of power transformers and 

the need to reduce process downtime in the paper making mill, 

a life assessment of these power transformers is necessary to 

ensure continuity of supply. Several models have used to 

estimate the life time and reliability of transformers but in this 

paper, Furan analysis and Weibull distribution method is 

utilized and compared for ten representative transformers. 

From the furan analysis, the degree of polymerization (DP) in 

each of the transformer oil was calculated using Chendong’s 

formula. The results were then used to determine the used life 

of the transformers. Then Weibull distribution method was 

used to determine the reliability and service life of each of the 

transformers. The reliability was then used to calculate the 

remnant life of the transformers. The Weibull analysis gave 

reliable results and the discrepancy in the furan analysis 

method shows that proper maintenance e.g. oil purification can 

increase the life expectancy of transformer. It is therefore 

recommended not to use only the Furan method when 

estimating the life of power transformers. 

Keywords— Degree of polymerization, dissolved gas analysis, 

furan, 2-furfuraldehidyde, reliability, remnant life. 

NOMENCLATURE 

CDF Cumulative distribution function 

CO Carbon monoxide (ppm) 

CO2 Carbon dioxide (ppm) 

DP Degree of polymerization 

DGA Dissolved gas analysis 

2FAL 2-furfuraldehidyde (µg/kg)

IEEE Institute of electronics and electrical engineers 

PD Partial discharge 

TCS Transformer Chemistry Services 

β The shape parameter 

α The characteristic life time 

I. INTRODUCTION

One of the essential part of electrical reticulation of a paper 

making mill is power transformers. They are very expensive 

and therefore require systematic maintenance. Failure of 

these transformers is one of the frequent causes of long 

downtime with detrimental impact on the system reliability 

and loss of revenue [1].  To enhance the reliability of the 

reticulation system, early detection of all possible causes of 

failure in any part of the transformer and its remaining life is 

very important [2]. Special paper and wood are used for 

insulation and internal structural support of transformer 

winding [3] and the colour of the paper can give an 

indication of the remaining life of a power transformer. The 

discoloration of the paper insulation is caused by the 

different stresses that the power transformer is subjected to 

under normal operation.  

The oil of a power transformer can give a detailed 

assessment into the overall condition of the transformer. 

Therefore, an oil sample is taken once a year and different 

types of test are conducted to know the health of the power 

transformer. The test conducted will basically include the 

following test; Transformer internal condition: Dissolved 

Gas analysis (DGA), Transformer insulating oil condition, 

Transformer insulation paper condition and Transformer 

external condition.  

The purpose of this paper is to utilize oil sample test data of 

ten transformers and analyze and compare their life 

estimation and reliability using Furan and Weibull 

distribution technique.   

II. AN OVERVIEW AND USEFUL APPLICATION OF FURAN AND 

WEIBULL DISTRIBUTION IN DETERMINING THE RELIABILITY 

AND REMNANT LIFE 

A. Life estimation using degree of polymerization from

furan analysis

Furan compounds are present in transformer oil during 

insulation aging process. The taking of oil samples can 

indicate the amount of these compounds in transformer oil 

thereby giving an indication of the state of insulation paper 

[4][5][6][7]. The Chendong formula amongst a few has been 

developed to express the relationship between furans and 

DP. The DP will aid in calculating and estimating the used 

and remnant life of a transformer. Formulas (1) (2) and (3) 

is used for this assessment [5][6][7] as follows: 

𝐷𝑃 =
𝑙𝑜𝑔10(2𝐹𝐴𝐿)−1.51

−0.0035
(1) 

%𝐿𝑖𝑓𝑒 𝑢𝑠𝑒𝑑 =
log10(𝐷𝑃)−2.903

−0.006021
(2) 

𝐸𝑙𝑎𝑝𝑠𝑒𝑑 𝑙𝑖𝑓𝑒(𝑖𝑛 𝑦𝑒𝑎𝑟𝑠) = 20.5 ln (
1100

𝐷𝑃
) (3) 

Thirty-four oil samples were taken from thirty-four 

transformers which were analyzed by Transformer 

Chemistry Services (TCS) for dissolved gas analysis, 

transformer insulating oil condition, transformer insulating 

paper condition and transformer external condition. 

The advantage of oil sample analysis is that all the tests can 

be conducted, and life predicted without taking the 

transformer out of service. Only ten transformers were 
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assessed for this exercise. The tables below show the DGA 

and Furan test results from the ten transformers’ oil samples. 

Table I: TE44 oil sample test results 

Table II: TK25/4 oil sample test results 

Table III: TE21 oil sample test results 

Table IV: TE23 oil sample test results 

Table V: T2 oil sample test results 



Table VI: T1 oil sample test results 

Table VII: TE40 oil sample test results 

Table VIII: TK25/3 oil sample test results 

Table IX: TE37 oil sample test results 

Table X: TH35 oil sample test results 

Chendong’s formula (1) can be used to confirm the 

outcomes on the test report of TE44 [8]: 

𝐷𝑃 =
log10(2𝐹𝐴𝐿) − 1.51

−0.0035

𝐷𝑃 =
log10(1.7783) − 1.51

−0.0035
= 360 

The DP can then be used to determine the percentage life of the 

transformer by using formula (2) [28]:  

%𝐿𝑖𝑓𝑒 𝑢𝑠𝑒𝑑 =
log10(𝐷𝑃) − 2.903

−0.006021

%𝐿𝑖𝑓𝑒 𝑢𝑠𝑒𝑑 =
log10(360) − 2.903

−0.006021
= 57.6 

Formula (3) can be used to estimate the used life in years [28]: 

𝑈𝑠𝑒𝑑 𝑙𝑖𝑓𝑒(𝑖𝑛 𝑦𝑒𝑎𝑟𝑠) = 20.5 ln (
1100

𝐷𝑃
) 

𝑈𝑠𝑒𝑑 𝑙𝑖𝑓𝑒(𝑖𝑛 𝑦𝑒𝑎𝑟𝑠) = 20.5 ln (
1100

360
) 

𝑈𝑠𝑒𝑑 𝑙𝑖𝑓𝑒(𝑖𝑛 𝑦𝑒𝑎𝑟𝑠) = 22.9 



Applying the same equation to the rest of the transformers, the 

used life in percentage and in years are determined as shown in 

table XI. Figure 1 shows the relationship between the DP and used 

life. 

Table XI: Calculated results 

Figure I: DP vs used life 

From Table XI, it can be seen that the estimation of lifetime 

obtained for some of the transformers that have been studied 

in this paper using the concentration of furanic compounds 

is not very accurate. This has been caused by the fact that 

the oil of these transformers has been purified or changed 

due to the maintenance strategy of the organization. 

This method further shows that TK25/3, TE40, TE44 & TE 

23 which have been in service for more than 40 years, which 

is the estimated life of a transformer, have only used just 

over 20 years of their respective insulating paper’s life. It is 

known that the insulating paper of the transformers has 

never been replaced, which makes it impossible for this 

method to accurately measure the remnant life of the 

transformer. 

This method is therefore suitable to identify whether a 

power transformer is at or near the end of its operation life, 

types of possible faults and recommendations for future 

maintenance action. 

B. Life estimation and reliability using Weibull distribution

method and median rank regression

Weibull distribution which is widely used in reliability and 

life data analysis, accurately describes the distribution of 

data on service life of electrical equipment. With few data 

points, Weibull distribution can provide reasonably accurate 

analysis and prediction of failures and therefore facilitates 

cost-effective and efficient component maintenance and 

testing [8].  To predict cumulative probability of failure up 

to a specific time t, Weibull cumulative distribution 

function, F(t), is used as expressed by (4). The probability 

density function f(t) which is a derivative of the cumulative 

distribution function, is expressed by formula (5)[9]: 

F(t) = 1 −  𝑒−(
𝑡

𝛼
)

𝛽

(4) 

f(t) =
𝛽

𝛼
(

𝑡

𝛼
)

𝛽−1

∗ 𝑒−(
𝑡

𝛼
)

𝛽

(5) 

where: 

t is the failure time, expressed as a variable; 

α is the scale parameter or termed as the characteristic 

lifetime; 

β is the shape parameter. 

This two-parameter Weibull distribution has a very 

important characteristic whereby the value of the shape 

parameter corresponds to three regions of the bathtub curves 

as follow [10] 

• Region 1, β < 1, where hazard rate decreases as

transformer ages;

• Region 2, β = 1, where hazard rate is independent

of the time;

• Region 3, β > 1, representing the relationship that

hazard rate increases as transformer ages.

The characteristic lifetime or scale parameter, α, 

characterizes the time by which 63.2% of the transformers 

are anticipated to have failed. For the special case that β=1, 

the value of α is the same as the mean lifetime of the 

distribution [19]. 

To estimate the Weibull parameters, median rank regression 

[11], [12] linearizes the Weibull data and then performs 

simple linear regression on the transformed data. 

𝑀𝑒𝑑𝑖𝑎𝑛 𝑟𝑎𝑛𝑘(𝑡) =
𝑖−0.3

𝑛+0.4
(6) 

The two parameter Weibull was used to determine the 

reliability and service life of the ten transformers. This is 

done using excel. This method allows evaluating the 

technical condition of the transformer and its mean service 

life [8].  

Table XII shows linear regression preparation table which is 

done on an excel page and table XIII show the results of the 

linear regression. Figure II shows the result of the linear 

regression in a graph form. 

Table XII: Linear regression preparation 
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Table XIII: Linear regression results 

Figure II: Linear regression result in a graph form 

From the linear regression results the Weibull calculator is 

developed and used to calculate the reliability and remnant 

lives of the transformers. Table XIV shows the developed 

Weibull calculator. 

Table XIV: Weibull calculator 

The estimated maximum service years of a transformer 

before failure are 40 years. 

Estimated Max Hours of Operation = 8760 ∗ 40 = 350 400 ℎ𝑟𝑠 

Figure III shows that 40% of the transformers will operate 

beyond the estimated maximum service years of 

transformers. 

Figure III: Survival data graph 

Table XV shows the tabulated results from the Weibull 

calculator for each of the transformers. 

Table XV: Results from Weibull and Median rank 

regression 

Table XV shows that for the same β and α values which are 

2.23 and 359045 respectively, the transformers give 

different reliabilities depending on the number of hours that 

each transformer has been running.  

When the transformer has been running for longer hours its 

survival probability is higher but its reliability is lower. 

Whereas a transformer that has been running for a shorter 

period gives a lower survival probability and a higher 

reliability.  

Table XIV shows that four transformers have already 

surpassed the estimated life of a transformer, TE23 by 5 

years, TE40 and TE44 by 16 years and TK25/3 by 18 years.  

The remnant life of these four transformers indicates that 

plans should be made for the replacement of these 

transformers. 
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III. CONCLUSION

This paper presents analysis of life estimation and reliability 

of ten representative power transformers. In order to 

evaluate the technical condition of the transformers hence 

determining their reliability and service life, furan analysis 

technique of the oil samples was used and subsequently 

Weibull analysis method was applied. The comparison 

between the Furan method and Weibull method shows a lot 

of differences due to a number of factors one being the oil 

change or purification which washes the furan away thereby 

leaving insufficient furan to accurately estimate the remnant 

life of a transformer [8]. The furan analysis result also 

shows how the lifespan of a transformer can be increased if 

there is a continuous proper oil maintenance. 
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Abstract— As the penetration of wind power increases in 
power system, accurate short-term wind power forecasts will 
become very crucial for effective grid operation and 
management. With the availability of a large amount of 
meteorological data and computational power, artificial neural 
networks (ANNs) have become a very popular method for 
forecasting. The purpose of this paper is to provide an 
inexpensive but reliable ANN model to forecast wind power 
produced from wind turbines for small wind farms. It is shown 
that the ANN model with all the input features and large 
training sample size has the best forecasting results compared to 
the one with small sample size and input features. The tradeoff 
between forecasting performance and computational cost is also 
analyzed in the paper. 

Keywords— artificial neural networks, short-term wind power 
forecasting, input features 

I. INTRODUCTION 

The Renewable Energy Independent Power Producers 
Procurement Programme (REI4P) of South Africa is an 
extensive initiative to install 17.8 GW of electricity 
generation capacity from renewables over the period 2012-
2030 [1]. Among all the renewables sources, wind energy is 
one of the most efficient, available, and affordable renewable 
energy sources. However, it is difficult to accurately predict 
the power generated from wind turbines due to the 
intermittent nature of wind. With the increase of wind power 
penetration, the accurate forecasting of wind power is 
required for the reduction of system operating cost and the 
stability of the power system [2]. 

Commonly used wind power forecasting methods can be 
divided into two main groups namely, physical approaches 
and statistical approaches. In the physical approaches, local 
wind speed is estimated by using the physical laws governing 
atmospheric behaviour. In the statistical approaches, the 
relationship between a set of input variables and the wind 
speed or the wind power is determined by the statistical 
approach [3]. Wind speed patterns can be very different 
between wind farms and are often influenced by many factors 
that are location-specific. Therefore, there is no single best 
forecasting algorithm that can be applied to all wind farms 
[4]. Many authors used artificial neural networks (ANNs) for 
average wind speed and wind power forecasting [4] [5] [6] 
[7]. ANNs are mathematical tools originally inspired by the 
function of the human brain. They can model complex non-
linear relationships and approximate any measurable function 
[8]. 

This paper is organized as follows. Section 2 presents the 
methodology of input features and model parameters 
selection. Section 3 mainly deals with the data collection and 
forecasting performance evaluation metrics. Section 4 is 
concerned with the simulations results and discussions. 
Finally, section 5 outlines the conclusions. 

II. METHODOLOGY

A. Artificial Neural Network Architectures

There are many different types of artificial neural
networks. Seven commonly used ANN types are feedforward 
multilayer perceptron (MLP), convolutional neural network 
(CNN), recursive neural network (RNN), recurrent neural 
network, long short-term memory (LSTM), sequence-to-
sequence models, and shallow neural networks. Among all 
the types of ANN, the feedforward multilayer perceptron is 
the first and simplest type of artificial neural network devised 
[9]. The feedforward multilayer perceptron neural network is 
used in this paper due to its simplicity and popularity. 

In a feedforward neural network, connections between 
nodes do not form a loop. The information moves in the 
forward direction only, from the input nodes through the 
hidden nodes and then to the output nodes. The structure of 
two layers feedforward neural network is shown in Fig. 1.  

Fig. 1: Structure of two layers feedforward neural network [10] 

As can be seen in Fig. 1, the MLP consists of two layers 
namely, hidden layer, and output layer. Input nodes do not 
form a layer, as their function is to feed the input variables to 
the model. Referring to Fig. 1, there are four input nodes (X1, 
X2, X3, and X4). Each input node can be represented by 
different input variables, such as wind speed, wind direction, 
atmospheric pressure, temperature, and other meteorological 
variables. The weight matrix W1x1 connect the input 1 to the 
hidden neuron 1. Similarly, u1x1 stands for the weight of 
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connection between hidden neuron 1 to output neural 1. The 
basic unit for ANNs is an artificial neuron, it can be found in 
hidden layer and output layer. The schematic of an artificial 
neuron is shown in Fig. 2.  

Fig. 2: Schematic of an artificial neuron [10] 

There are two stages involved to process the input 
numerical information to the output layer. In the first stage, 
the weights Wi are assigned to each input variables before 
they are linearly combined. The results are then used as the 
arguments of a non-linear activation function. Each neuron 
can be defined as [11]: ܻ = ݂ሾ∑(ݔଵݓଵ + ଷݓଷݔ+ଶݓଶݔ + ⋯ ) +  (1)      (ߚ

where:  ݔଵ, ,ଶݔ ,ଷݔ … are the input variables ݓଵ,ݓଶ,  is the bias values ߚ ଷ, …are the connection weightsݓ

f  is the transfer function 

B. Data Pre-processing

Data pre-processing is a set of techniques implemented
prior to the use of raw data.  Since raw data will likely be 
imperfect, containing inconsistencies and redundancies is not 
directly applicable for training the network. Among all the 
data pre-processing techniques, normalization is one of the 
most commonly used data pre-processing techniques. 

The maximum value of each input feature is different 
from each other. For example, wind direction (0-360°) and 
barometric pressure (973-998 hPa) have larger values 
compare with wind speed (0.3-20.6 m/s) and air temperature 
(8.5-41.3 °C). Input features with larger values tend to 
suppress the influence of the input features with smaller 
values. Therefore, the min-max normalization technique is 
used to overcome this problem. The normalization of data is 
obtained by using the following transformation [12]. 

ܺᇱ = ቀ ିೌೣିቁ (ܺ௫ᇱ −	ܺᇱ ) + 	ܺᇱ              (2) 

where:  

ܺ , ܺ , ܺ௫  are the actual input data, minimum and 
maximum input data 

ܺᇱ , ܺᇱ , ܺ௫ᇱ  are the normalized input, minimum and 
maximum target value. 

In this paper, ܺᇱ  is set to 0 and ܺ௫ᇱ  is set to 1. Therefore, 
the Eq. 2 becomes Eq. 3. 

ܺᇱ = ቀ ିೌೣିቁ  (3) 

C. Input Feature and Sample Size Selection

Input feature selection is “the process of identifying and
removing as much irrelevant and redundant information as 
possible” [13]. The goal of input feature selection is to obtain 
a subset of features from the original dataset that still 
appropriately describe it [14]. 

The data that can be used for inputs are wind speed, wind 
direction, air temperature gradient, air temperature, 
barometric pressure, relative humidity, etc. However, not all 
of the available meteorological data has a significant 
influence on wind speed forecasting. Due to the large number 
of variables contained within meteorological data, ANNs 
may not be able to induct patterns from the data or may over 
fit the learned model to the data. As a result, the 
generalizability of the model is reduced [15]. The influence 
of each input feature on the forecasting accuracy is 
determined by using one input feature at a time. 
Combinations of different input features are also tested to 
find the most accurate model. 

The larger training sample size will require stronger 
computational power and longer training time. Therefore, the 
goal is to find a suitable number of sample size, which can 
not only provide good forecasting results but also reduce the 
computational cost and training time. The approach used in 
this paper is to start training the network with relatively small 
sample size (1000 samples), then increase the sample size 
gradually until the forecasting accuracy stopped improving. 
The final sample size used in this paper is 20000. 

D. Selection of the Number of Hidden Neurons

Selection of the number of hidden neurons for ANN is
one of the major problems faced by many researchers. The 
complex model structure might result in an overfitting of a 
network. Overfitting occurs when the model fits the data so 
well that some of the error, such as outliers are included in 
the structure, and then result in a bad performance. Similar to 
many authors, in this paper, a trial and error method was used 
to determine the number of hidden neurons [10]. 

E. Time-scale Classification

Soman et al. [16] suggested that time-scale for the
operation of the electricity system can be divided into four 
sections, namely very short-term, short-term, medium-term, 
and long-term. The forecasting horizon for the very short-
term is from few seconds to 30 minutes; and for the short-
term, the forecasting horizon is from 30 minutes to 6 hours. 
The medium-term has the range between 6 hours to 1 day. 
Forecasting horizon longer than 1 day ahead is classified as 
the long-term forecasting. 

The focus of this paper is to forecast short-term wind 
power generated from wind turbines. two hours ahead 



forecasting horizon is used throughout the paper for 
consistency. 

III. WIND DATA AND FORECASTING PERFORMANCE
EVALUATION 

A. Data Collection

The meteorological data used in this paper are provided by 
the Wind Atlas of South Africa (WASA). The dataset consists 
of wind speed measured at different heights, wind direction, 
temperature, atmospheric pressure, and relative humidity with 
10 minutes resolution for the period from Midnight 31 
December 2010 to Midnight 1 January 2017. The range and 
mean of the data are shown in TABLE I. 

TABLE I. SUMMARY OF METEOROLOGICAL DATA 

No. Variable Name Unit Range  Mean 
1 Wind Speed m/s 0.3-

20.6 
19.5 

2 Wind direction °TN 0.0-
360.0 

-0.1

3 Air temperature °C 8.5-
41.3 

985.1 

4 Air temperature 
gradient 

°C -2.0-
13.6

65.2 

5 Barometric 
pressure 

hPa 973.5-
997.9 

191.3 

6 Relative 
Humidity 

% 4.5-
97.1 

7.5 

B. Performance Evaluation Metrics

To compare the performance of each model numerically,
evaluation metrics are required. Three most commonly used 
accuracy measures are the normalized root mean square error 
(NRMSE), normalized mean absolute error (NMAE), and the 
mean absolute percentage error (MAPE) [17]. The sensitivity 
of the NRMSE to outliers is the most common concern with 
the use of this evaluation method [18]. On the other hand, 
NMAE is a more natural measure of average error [19]. 
MAPE is scale-independent and easy to interpret. However, 
it yields extremely large percentage errors when there are 
outliers in the data and produce infinite result when the actual 
value is zero [20]. Each evaluation metric has its advantage 
and disadvantage. As a result, all above mentioned metrics 
are used in this paper to determine the performance of the 
model with different input features and sample sizes. The 
formulations of the three metrics are shown below: 

ܧܵܯܴܰ =	 ଵට∑ (ି)మಿసబ√ே(ೌೣି)    (4) 

ܧܣܯܰ = 	 ଵே ∑ |ି|(ೌೣି)ே௧ୀଵ        (5) 

ܧܲܣܯ  = 	 ଵே ∑ |ି|ೌೡே௧ୀଵ    (6) 

where: 

N is the number of forecasting periods ௧ is the observation at time t 

௧݂ is the forecasted value at time t 

And 	o௩ is given by: o௩ = 	 ଵே ∑ ௧ே௧ୀଵ              (7) 

C. Wind Speed and Wind Power Conversion

Predicted wind speed needs to be converted to wind
power by using the following equation: ܲ(ݒ) = 	 ଵଶ  (8)             (ݒ)ܥଷߥܣ(ݐ)ߩ

where:  ܲ(ݒ) is wind power generated by the wind turbine (ݐ)ߩ is air density 

A is the sweep area of the blades 

v is wind speed ܥ(ݒ) is the power coefficient 

IV. RESULTS AND DISCUSSION

The ANN model needs to be trained before can be used to 
forecast the wind speed and wind power. The initial weights 
are randomly selected by the model, so the model 
configurations are slightly different from training to training. 
In this paper, each model is trained, validated and tested 5 
times so that the final result is more reliable than the single 
simulation and the computational time is not too long. The 
final result is the aggregate of all 5 results.  

A. Sample Size Selection

When data sets become large the computational cost and
time will rise. The goal is to find an optimal number of input 
sample size which allows the model to not only produce good 
forecasting performance but also use the lowest 
computational cost.  For the purpose of comparison, all the 
variables, such as input features, model architecture, and 
model configurations stay the same except the sample size. 
The graph of performance against the number of training 
samples is shown in Fig. 3. 

Fig. 1: Graph of performance against the number of training samples 



As can be seen in Fig. 3, the forecasting performance 
improved with the increased number of the training samples. 
However, the RMSE values stopped improving when the 
number of training sample is increased above 20000. The 
graph of model training time against number of training 
sample is shown in Fig. 4. 

Fig. 2: Graph of training time against number of training sample 

As shown in Fig. 4, the training time is increased with the 
number of training samples. It took 92 seconds to train the 
model with 20000 input samples and 166 seconds to train the 
model with 60000 input samples. Based on the Fig. 3, it can 
be concluded that the RMSE values of the model with 20000 
input samples and 60000 input samples are very similar.  As 
a result, 20000 input samples are selected to train the model.  

B. Input Feature Selection

The correlation coefficients between the target wind
speed (2 hours ahead) and input features are calculated and 
summarized in TABLE II. A correlation coefficient of 1 
indicates a perfect positive correlation. This means a positive 
increase in one variable, there is also a positive increase in 
the second variable. A correlation coefficient of -1 indicates 
a negative correlation. This means one variable increases 
while the other variable decreases. 

TABLE II.  SUMMARY OF CORRELATION COEFFICIENT  

Input feature Correlation coefficients 

Wind Speed 0.75 

Wind Direction 0.18 

Temperature 0.24

Temperature Gradient -0.38

Relative Humidity -0.34
Barometric Pressure -0.01

The correlation coefficient indicates how strong two 
variables are related to each other. All the input features 
shown in TABLE III are measured 2 hours prior to prediction. 
Based on the results in TABLE II, wind speed and 2 hours 
ago wind speed has the highest correlation. This is 
reasonable, as the wind speed has persistence property. The 
correlation between wind speed and temperature gradient is 
the second strongest. The results shown that there is barely 
any correlation between wind speed and 2 hours ago 

barometric pressure. The importance of each input feature is 
examined further by evaluating the performance of each 
model with different input features. The evaluation results of 
2 hours ahead wind speed forecasting is shown in TABLE IV. 

TABLE V. SUMMARY OF THE PERFORMANCE OF THE MODEL 
WITH DIFFERENT INPUT FEATURES AND THEIR COMBINATIONS 

No. Input feature NRMSE NMAE MAPE 

1 WS 11.2% 9.1% 44.1% 
2 WD 13.7% 11.1% 58.5% 
3 TG 13.6% 11.2% 59.9% 
4 T 16.2% 13.6% 76.1% 
5 RH 16.4% 13.7% 75.0% 
6 P 17.4% 15.1% 80.8% 
7 WS, WD, 10.5% 8.4% 41.9% 
8 WS, TG 8.7% 6.9% 33.4% 
9 WS, WD, T 9.3% 7.3% 38.3% 

10 WS, WD, TG 8.3% 6.5% 33.4% 
11 WS, WD, T, 

TG 8.2% 6.4% 32.9%
12 WS, WD, T, 

TG, RH 8.1% 6.4% 32.5% 
13 WS, WD, T, 

TG, P, RH 8.0% 6.3% 31.8% 

The following are defined for TABLE VI: 

WS = wind speed 

WD = wind direction 

TG = air temperature gradient 

T = air temperature 

RH = relative humidity 

P = barometric pressure 

The numbers in the first column of TABLE VII is used to 
identify the model. For example, number 1 represents the 
model with wind speed as input feature only. Number 13 
represents that the model uses all 6 variables as input features. 
The first 6 models are used to test the importance of each 
input feature for the wind speed forecasting accuracy. 
Different combinations of input features are used from model 
number 7 to model number 13. 

Based on the results shown in TABLE II and TABLE 
VIII, wind speed is the most important input feature for wind 
speed forecasting. It has the highest correlation with 2 hours 
ahead wind speed and the evaluation results are the lowest 
among six single input features. Air temperature gradient is 
the second significant input feature. Even though the 
correlation between wind speed and wind direction is low, the 
influence of wind direction on wind speed forecasting is high. 
Based on the evaluation results and correlation coefficient, it 
can be concluded that 2 hours ago barometric pressure has a 
lesser influence on the wind speed forecasting performance 



than the other 5 input features. The model has the best 
performance when all 6 input features are included for the 
training. Simulation results of number 10 to number 13 are 
very similar. It took 63 seconds to train the model number 10 
and 92 seconds to train the model number 13.  Instead of 
using all input features, combination of wind speed, wind 
direction and air temperature gradient can be used as input 
features if there are computational and time constraints. 

The best performing model is used to forecast the 
potential wind power that can be generated at the Vredendal 
station (WM03). The reasons to use the data form Vredendal 
station are that the data are complete, and the station is 
located in Western Province. 

The curves of the forecasted wind power and the 
calculated wind power is shown in Fig. 5.  It can be seen that 
the ANN model with all 6 input features managed to 
accurately forecast the wind power between sample 1 to 
sample 210. 

Fig. 3: Graph of the forecasted wind power vs the calculated wind power 

Two peaks in Fig. 5 indicate that the wind speed is usually 
stronger in the afternoon. Graphs between sample 65 and 
sample 129 indicate that the model with all six input features 
performs better than the model with wind only speed as input 
feature. Between sample 209 to sample 257, both models do 
not perform well because the gradient of the wind speed is 
big. Both models need to forecast the wind speed more 
accurately when the wind speed gradient is high. One 
possible way to solve this problem is to use several small 
ANN models to forecast wind speed at different periods of 
the day. 

V. CONCLUSIONS

An artificial neural network is constructed for short-term 
(2 hours ahead) wind speed and wind power forecasting. The 
optimal number of training samples, input features were 
selected to get the best model. Based on the correlation and 
evaluation results, the optimal number of samples for training 
is 20000, and the wind speed and air temperature gradient are 

the two most important input features. Accurate wind power 
forecasting allows wind plant operators to reduce imbalance 
charges and penalties [21]. Therefore, the cost of wind power 
can be reduced further by improving the performance of the 
forecasting model. More works need to be done to improve 
the forecasting accuracy of the model. 
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Abstract— Electricity access and availability for South 

African rural areas, such as Taung at North West remains a 

challenge to the society. Electricity shut downs occurs more 

frequently and for a long period of time due to high power 

demand in the country (i.e. South Africa). This leaves the 

society more stranded, compelling them to practice traditional 

wood fireworks for basic boiling of water and cooking. 

However, this constitute carbon emission immensely to the 

climate. Therefore, it is the purpose of this research to study, 

analyze and recommend the alternative renewable energy 

supply system suitable for households for the entire village. 

The analyses is performed using Homer Pro Software. Based 

on the analyses conducted in Homer, the results indicate that 

the deployment of renewable energy source based on solar is 

viable to supply the entire village, furthermore, 

recommendations are described to overcome certain 

challenges. The analyses are conducted based on the load 

profile during winter season, in this study, the months of June-

July are of utmost interest. In this research study, optimization 

and sensitivity of the results are presented. Hence, the results 

provide the best renewable energy system to be implemented 

for the entire village in terms of resources and costs, in this 

case is Solar. 

Keywords—Electricity, Renewable Energy Sources, 

Outages/Shutdowns, Villages 

I. INTRODUCTION

Taung is situated at the South of South Africa, Bokone 
Bophirima (North West). The area is about 5 635 km2. South 
African Government placed some measures to introduce the 
socio economic development for households. However, 
studies indicated that solar power and mini-grid system are 
the dominating technologies currently for households. Based 
on the South African National Development Plan (NDP), 
independent energy producers remain the focus and priority 
for energy mix [1]. Randall et al. indicated that sum of local 
energy demand and supply increased by 8-4 times from 2010 
to 2070. However, South Africa presented a minor portion 
contributing to the change in both sectoral arrangement of 
request and the topography of the request [2]. Saul et al. 
argues that off-grid solar PV system for households in Sub-
Sahara African countries is way too expensive and if 
required to be a success, it needs to be subsidized by the 
Government throughout [3]. Chowdhury et al. compared the 
different standalone electrification systems applicable for 
different consumer load profiles at the Eastern Cape. 
However the studies were carried out at the coastal areas of 
South Africa, of which energy demand is very huge during 
the winter season [4]. In [5] Samuel et al. provided insight to 
smart grid integration for rural households. This insight 
provides the information for policy makers in any African 
country as a reference to implementation of smart grid, 
however the cost of materials are not covered by this study. 
Failure on extending electrification to rural areas lead to loss 

of potential development, furthermore electrification to rural 
areas clearly benefit the households at many levels [6]. 
Johannes Urpelainen [7] overviewed several methodologies 
of roles played by grid extension and off-grid electrification. 
Methodologies includes; separation, uncoordinated 
integration and integrated development. He emphasized that 
many conflicting factors arise if the electrification approach 
are treated separately. The integration development of grid 
extension and off-grid electrification indicate that socio 
economic development can be achieved significantly. 
Resistance by the nation utility to deployment of off-grid 
systems can be astounded. This will benefit both parties. This 
integration will highly reduce strain on the national grid, 
which allows the customers to feed excess electricity to the 
grid. This ensures that the poor communities are able to 
spend less on electricity and able to sustain their daily life. 
Paul Cook in [8], stated that electrification in rural areas have 
been very slow, this is due to implementation of cost 
recovery methodologies and reliance to private entities to 
deliver electricity widely. He pinned deeply into poverty 
reduction and emphasized that even though grid-extension 
have been introduced through stand-alone and mini-grid 
approaches, this still left many areas without access to 
reliable electricity. Effective cost of electricity remains a 
challenge and obtaining the target of the universal 
electrification by the year 2030 also remains a challenge for 
developing countries. It is stated that the successful 
implementation of projects in many developing countries are 
governed by financial, organizational and governance 
weakness [9]. For the South African government to alleviate 
poverty, necessary measures needs to be taken into 
consideration in order to fast track rural electrification. 
Unreliable electricity supply has a negative impact in 
organizations operating in those areas, this includes; closing 
of operations, loss of employment and increased criminal 
activities. The paper is organized as follows; Section II 
present the background of the study, Section III describes the 
Methodology used to solve the problem statement, Section 
IV shows the Results analyzed and Section V describes the 
Conclusions and Recommendations of the research study 
undertaken. 

II. BACKGROUND

Taung is situated at the North West, South Africa. It 
consist of various sub-areas, which includes; Pudumoe, 
Mokgareng, Mokasa, Manthe, Maphoitsile and etc. All this 
areas are under one municipality district known as Dr Ruth 
Segomotsi Mompati. Unreliable electricity supply to this 
areas is a major concern. Only Taung town, which is 
centrally located, suffice the entire communities at these 
areas for their necessary shopping, which however, is small 
to cater for the population at hand. North West including 
Taung consisting with no sub-areas. Different sub-areas 
within Taung rely on the national electricity utility supply 
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(Eskom). During load shedding, areas as Taung are the first 
on the list to be cut-off power. However, it is necessary for 
renewable energy systems to be introduced to ensure 
sustainable supply of electricity at all times. In [10], the 
population distribution among different provinces within the 
South African provinces are illustrates. It is so sporadic 
recently to witness areas that are still using paraffin for basic 
lighting in this era. Moreover, South African country still 
have those areas. One would ask that, how will poverty 
alleviation be sustained if mini-grid deployment in areas 
such as Taung is still a problem? What does grid-extension 
mean to South Africa, is this traditional way of building coal 
powered fired station and nuclear power stations a solution? 
What does reduction to emission mean?  Although, the 
sources of energy in the North West province is indicated in 
[10], and paraffin source of energy is a small portion 
(constituted by 21 893 population), the living conditions of 
people is not improved in any manner, therefore, it is the 
purpose of this paper to analyze and recommend an 
alternative possible renewable energy system based on Solar 
that can be used to improve the socio-economic conditions of 
North West communities. Employment rate can be enhance 
and skill transfer be feasible. This is done by using Homer 
Pro Software to analyse and recommend the possible 
renewable energy source in terms of deployment and cost. 

III. METHODOLOGY

Analysis of system requirement in terms of cost was 
conducted using Homer Pro. The comparison between the 
on-grid and off-grid system was carried out. The sensitivity 
results were also of utmost importance. The month of June-
July during the year was chosen as it is the peak month for 
electricity usage. The following criterion was considered 
during simulation; 

 Location selected is Taung.

 The cost is in South African currency.

 Solar PV system is chosen as an on-grid or off-

grid system.

 Energy storage to be used is lead-acid battery at

1kWh/day.

 Generator cost to be 10.15/kW.

 Discount rate to be kept at 7%.

The methodology chosen provide clear considerations of the 

type of renewable system to select in terms of cost and 

future development. Firstly on the analysis, the assumptions 

that are made includes; projection discount to be 6%. The 

average load of 11.13 kW-h/day, with peak usage month of 

month of June-July is considered. The residential load 

profile is selected. No grid is added during this simulation. 

Further assumptions are made that the generator cost is 

R10.15/kW with the fuel cost of R11.63/l maybe required. 

However, the renewable energy system is Solar PV with a 

capital cost of R3000/kW. No wind turbine is included in 

this system simulation. An energy storage system of generic 

1kW-h lead-acid battery is used with the assumption cost of 

R300/kW-h. The South African inflation rate is kept at 6% 

for the purpose of this simulation. Homer Pro suggested 

various systems to be considered for the implementation of 

renewable energies with different costs allocated to them. 

Hence the successful simulation is conducted through and 

without any disruptions or error erupted. 

The design of the system development is shown in figure 1 

below. 

Figure 1 Schematic development of the system in Homer Pro Software. 

The generator set is assumed to have the following 

characteristics; 

 Fuel: Diesel.

 Fuel curve intercept: 1.07 l/hr.

 Curve slope: 0.25 l/hr/kW.

Therefore in terms of emission, the following are present; 

 CO (g/l fuel): 16.5

 Unburned HC: 0.72 g/l fuel.

 Particulates: 0.1 g/l fuel.

 Fuel sulfur to PM: 2.2%.

 NOx: 15.5 g/l.

It is further assumed that the generator set utilizes a 

particular fuel of diesel, which has the below properties; 

 Lower Heating Values: 43.2 MJ/kg.

 Density: 820 kg/m3.

 Carbon content: 88%.

 Sulfur content: 0.4%

In this research study, the generator automatically sizes 

itself to meet the load demand. The capacity of the generator 

will be the smallest and will produce no capacity shortage in 

all the sensitivity cases. It also adjust the fuel curve match 

its size. 

A. Control

For the system control, the homer load following control 

strategy is used. This strategy is used to as a dispatch 

strategy, whereby, whenever a generator operates, it 

produces only enough power to meet the primary load. 

Lower priority objectives such as charging the storage bank 

or serving the deferrable load are left to the renewable 

power sources, in this case is solar PV. The generator ramps 

up and sell power to the grid if it is economically 

advantageous. 



B. Energy Storage

The generic 1kwh Lead Acid Battery (LAB) is used as an 

energy storage bank for this research study. This is due to 

their robustness, deep cycling capability and tolerant to 

temperature changes amongst other advantages.  Figure 2 

shows the battery capacity curve. 

Figure 2. Lead Acid Battery Capacity curve. 

In Fig.2 it is illustrated that the battery capacity is increased 

if the discharge current is significantly reduced. Therefore, 

this leads to the control strategy of the dispatch to allow the 

storage device hold great capacity. 

Figure 3. Lead Acid Battery lifetime curve. 

Figure 3 shows the chosen battery lifetime curve. It is 

shown that the battery failure is highly dependent on depth-

of-discharge. Therefore, this research study uses deep cycle 

lead acid batteries because their throughput lifetime is great. 

Thus the characteristics of these batteries is shown in figure 

3 above.  

IV. RESULTS AND DISCUSSIONS

The AC primary load and the PV power output for the 
month of June-July is captured and indicated in figure 6 
below, the optimum AC load is above 2kW and the PV 

output is 2.7kW. The results obtained herewith are for PV 
system with converter and the energy storage system. The 
system results are optimized by including the off-grid 
system, thus indicating which system will be cost effective to 
deploy. However during the month of June-July, the 
sensitivity of the increase price of fuel and population by 5% 
in the following year were also taken into consideration.   

Figure 4. Annual Power demand for Taung village. 

Figure 5. Battery charge and discharge power. 

Fig 1. Shows the average annual power demand for Taung 

village at North West Province. The highest power demand 

occurs during the month of June-July at an average of 

24kW. The results of these research study are hence, based 

on the Jun-Jul month as indicated in Fig.1 above. 

Consequently, Fig.2 shows the battery charge and discharge 

during the operation of the micro-grid. The maximum 

discharge power indicated is 2.8 kW, therefore deep cycle 

batteries are suitable for this application. The economics of 

the grid system and off-grid system were compared and the 

off-grid system resulted in very low prices in terms of cost, 

operation and lifetime. Therefore, Figure 3 below shows the 

cost of different components of the system. 



Figure 6. Cost summary of components for off-grid system. 

In Fig.3 it is indicated that the energy storage for the system 

cost approximately R10900.00, the PV flat plane around R 

9000.00 and lastly the system converter of the energy 

storage device cost is R 1000.00. The results as indicated in 

Fig.3 are the summary of the cost for the off-grid system 

approach. Moreover, figure 4 below shows the cost of the 

system integrated with the grid. 

Figure 7. Cost summary for an on-grid system components. 

As shown in Fig.4, the cost of the generator set is R 

2000.00. This generator sizes itself to meet the load demand. 

Hence, the capacity of the generator is small and is capable 

of producing no capacity loss or shortage in all sensitivity 

cases presented in this research study. Therefore, table I 

below shows the systems operating cost. 

TABLE I OPERATING SYSTEMS COST 

Component Capital(R) Replacement(R) O&M(R) 
Generic 

1kWh Lead 

Acid 

5 100.00 4 070.00 1 333.34 

Generic flat 

plate PV 

9 390.97 0 245.51 

System 

Converter 

   770.04 140.68 0 

System 15 251.01 4 211.08 1 578.85 

As shown in table I, the summary of the components cost is 

clearly indicated. Table II below, describes the continuation 

of the operating systems cost above as described in table I. 

TABLE II OPERATING SYSTEMS COST. 

Component Fuel(R) Salvage(R) Total(R) 

Generic 

1kWh Lead 

Acid 

0 0 165.96 10 337.78 

Generic flat 

plate PV 

0 0 9 636.48 

System 

Converter 

0 0 015.10 0 895.62 

System 0 0 181.06 20 869.88 

Table II above indicate that there are no fuels that are being 

utilized during the systems operation, hence, the system is 

emission free. 

TABLE III CAPITAL AND OPERATING COST FOR ON-

GRID SYSTEM. 

Component Capital(R) 
Replacement(

R) 
O&M(R) 

Autosize 

Genset 

27.41 0 35.57 

Generic 1kWh 

Lead Acid 

6 300.00 3 887.36 1 647.07 

Generic flat 

plate PV 

11 436.71 0 298.99 

System 

Converter 

740.01 135.20 0 

System 18 504.13 4 022.56 1 981.63 

Table III describes the capital required as well as the 

operating cost analysis for the on-grid tied system. 

TABLE IV CAPITAL AND OPERATING COST FOR 

ON-GRID SYSTEM. 

Component Fuel(R) Salvage(R) Total(R) 

Autosize Genset 1 710.62 1.46 1 772.14 

Generic 1kWh 

Lead Acid 
0 101.38 11 733.05 

Generic flat plate 

PV 
0 0 11 735.70 

System Converter 0 14.51 860.70 

System 1 710.62 117.35 26 101.59 

Table IV is the continuation of Table III, and it clearly 

indicate the cost of the on-grid tied system. The result 

indicate that the cost of the on-grid tied system is higher 

than that of the off-grid. Hence, the usage of the on-grid 

system uses the fuel, as this is a disadvantage as compared 

to off-grid. The fuel usage contribute significantly to the 

carbon emission to the climate. Therefore, it is of this 

critical disadvantage to use the off-grid system and to play 

an important role in minimizing gas emissions to the 

climate. 



V. CONCLUSION AND RECOMMENDATIONS

Homer Pro software is very useful for analysis of suitable 
renewable systems for deployment in rural areas. As 
indicated on the results, the cost of off-grid system for 
deployment in rural areas is cheaper than the traditional on-
grid system deployment in terms of capital and operating 
cost. Taungs’ required residential load is therefore not large 
as it can be assumed. The analyzed renewable system 
indicate that the capital cost is less and can be developed to 
sustain the area for the entire year. This also indicate that the 
system will be more efficient even in summer due to less 
usage of electricity during that season. It is therefore 
recommended that further analysis be conducted to evaluate 
the sensitivity of population growth of 2% and physically 
deploying the system as to ensure socio-economic 
development for the poor is well attained. Moreover, not 
only enhancing the socio-economic well fair, but increasing 
chances for unemployment rate to reduce significantly and 
positive economic impact as well as significant carbon 
emission reductions. 
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Abstract— To be able to dispatch electrical power effectively to 

consumers using solar photovoltaic (SPV) cells, there is a need to 

have information about the SPV power generation. This 

information is best derived from predicting the SPV power ahead 

of any supply. Artificial neural network intelligence technique is 

employed in this study with the aim of predicting SPV electrical 

power for a period of 7 days. The maximum power produced on 

a daily basis is been identified as well as the daily average power 

that is produced and predicted. With this information, the short-

term availability of daily solar irradiation can be maximized. A 

statistical regression analysis has been used to establish the 

relationship between the produced and predicted power, using 

statistical functions like the mean bias error (MBE), the mean 

square error (MSE), root mean square error (RMSE), mean 

absolute deviation (MAD), mean absolute percentage error 

(MAPE), and the correlation coefficient (CC). The algorithm used 

in training the network is the backpropagation algorithm with 

feed-forward neural network.  A total of 14,300 datasets have 

been used to establish this study with the application of artificial 

neural network (ANN) for prediction analysis. The result 

indicates that, the uncertainty in SPV power generation can be 

mitigated using ANN to predict its performance, thereby creating 

visibility as to what the SPV system can generate. This enables 

load balancing, efficient power dispatch and accurate scheduling. 

 

Index Terms-- SPV, artificial intelligence, neural networks, 

SPV prediction, backpropagation, error functions. 

I. INTRODUCTION 

The integration of renewable energy sources as a mix to the 

existing electricity network is gaining popularity, with solar 

energy been the most used alternative source of electricity 

supply. Solar photovoltaic (SPV) application has reached a 

global cumulative of about 177GW of installed capacity as at 

2014 [1]. This growth has been fueled largely by government 

policies and incentives which encourages independent power 

producers to participate in the energy sector, in order to boost 

the movement for green economy and saving our earth.   

But the short-term availability of solar power has made SPV 

systems unreliable due to the intermittent electricity supply [2]. 

The effects of this nonlinear characteristics of the SPV [3], 

leads to equipment failures and operational mishaps.  

In addition to the numerous challenges and problems 

encountered with the short-term availability of SPV power, it 

is even more difficult to manage [4] the SPV power supply 

because, the SPV electrical power production profile cannot be 

established. Research findings has been able to establish that, 

modeling and prediction of SPV power can help minimize the 

losses and impacts of the intermittent SPV power supply to 

loads. Amongst which, wavelet transform (WT) and deep 

convolutional neural network (DCNN) have been used by 

Huaizhi et al. [5] to reduce the negative impacts of SPV power.  

 

II. RELATED WORK 

The application of SPV energy systems and integration for 

both private and commercial consumption, requires smart 

intelligence that is able to manage the limited available SPV 

power. To this end, the application of artificial intelligence 

techniques with other related techniques have been applied 

directly and indirectly to SPV power systems to achieve 

reasonable forecasting models. The work of Yona et al. [6], 

 
 

Fig.1.  Global cumulative PV capacity end 2014 [1]. 
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made use of neural network application to forecast SPV power 

generation. Hossain et al. [7] used a model which involved 

extreme learning machine (ELM) to determine the power 

output of grid-connected SPV plants. Oudjana et al. [8], 

employed the use of artificial neural network with regression 

model to forecast the power of a SPV, where solar irradiance 

and temperature are inputs to the model. Hybrid models have 

also been employed to forecast SPV power as in the case of 

Zhu et al. [9], where wavelet decomposition and ANN was 

used as a forecasting model for PV power plant. The accuracy 

of ANN in the calculation of the energy provided by a SPV 

generator was carried out by Almonacid et al. [10]. In the 

research work conducted by Saberian et al. [11], feed-forward 

neural network with back propagation algorithm was used to 

model and predict SPV output power. Naci et al. [12], 

conducted a study to predict the operating current of a SPV 

using a generalized regression neural network (GRNN), the 

result was satisfactory when compared to other models.  

This conference paper proposes the use of neural network as 

an artificial intelligence technique, to model and predict the 

electrical power produced from an array of SPV modules. It 

will focus on a 7-days SPV electrical power prediction, as 

opposed to models that are limited to an hour ahead and 24 

hours ahead predictions. This study also contributes to existing 

research studies, by making use of real time datasets obtained 

from the SPV array under operational conditions, as opposed 

to previous studies which makes use of numerical weather 

datasets. The benefit of this study also includes the advantage 

of knowing how most SPV cells/array will behave in real-time 

conditions. 

III. ARTIFICIAL INTELLIGENCE MODEL DESCRIPTION  

The model applied to this study involves the use of a 

multilayer perceptron feed-forward neural network with 

backpropagation algorithm. A typical architecture of the ANN 

used for this study is given as in Fig.2.  

 

A. Data Analysis 

 

Weather datasets which relates to the local climate solar 

insolation (G) with units in watts per square meter (W/m2) and 

the module temperature (Tc) with units in degree Celsius (oC) 

have been collected. Other datasets relate to the SPV electrical 

parameters which includes SPV array current, voltage, DC 

electrical power (W) and the inverter AC power (W) produced. 

All datasets have been collected at 15-minutes interval. More 

than 17,875 datasets analysed for this study.  

 

B. ANN Modeling of SPV Electrical Power 

Artificial neural network as explained by McCulloch and 

Pitts as far back as 1943 [13]; has been very useful in the field 

of electrical engineering [14]. The McCulloch-Pitts model can 

be mathematically represented with equation (1). 

 

𝑌 =    𝐹(∑ 𝑥𝑖 

𝑛

𝑖=1

. 𝑤𝑖 +  𝑏)                                                                 (1) 

 

C. Ativation Functions 

The outputs of ANN depend on the type of activation 

function applied to it. Activation functions are very crucial in 

order to process datasets in and out of the neural network. 

These functions usually transfer the output of the neurons from 

one layer to the next in a feed-forward fashion [15]. The 

following activation function can be used in ANN models: 

 

I. Logsigmoid Activation Function 

One of the most popular activation function applied to the 

neural network is the Logsigmoid transfer function. It 

processes the ANN inputs ranging from negative infinity (- ∞) 

to positive infinity (+ ∞) and gives output which ranges from 

zero to one. So, in most cases, the logsigmoid function is used 

when the expected neural network output should be in the 

positive range (i.e. 0 to + ∞). The logsigmoid function is 

represented by the equation (2) below: 

 

𝑓(𝑦) =  
1

1 + 𝑒−𝑥                                                                                    (2) 

 

The Logsigmoid is also mainly used in feedforward neural 

network and the backpropagation algorithm because its 

function can be differentiated.   

 

II. Linear Activation Function 

The linear activation (transfer) function mainly takes in the 

value of the data applied to the input and produces a linear 

output which goes through positive and negative values. 

Equation (3) represents the linear activation function. 

 

𝑓(𝑦) =  𝑥                                                                                                (3) 

 

III. Hyperbolic Tangent Function 

This function is applied to neural network when the 

expected output should be a positive or negative value. The 

hyperbolic tangent function is represented as in equation (4).  

 

 
 

Fig.2.  FFNN MLP Structure with 3-Layers 

 

 

 

 

 

 



 

 

 

𝑓(𝑦) =  
𝑒2𝑥 − 1

𝑒2𝑥 + 1
                                                                                  (4) 

 

IV. SIMULATIONS, RESULTS AND DISCUSSION 

Datasets for this simulation exercise was obtained from 
Rosherville, South of Johannesburg, South Africa (Latitude: 
26.2314o S, Longitude: 28.1152o E). The local weather 
conditions here are such that, solar irradiation begins to reach 
the earth surface from around 5:00AM local time zone until 
about 7:00PM. 

 

A. SPV 7-Days Electrical Power Model Simulation 

The input layer is configured with two neurons which 
consists of the SPV DC electrical output power, the hidden 
layers have ten neurons, and the output layer has one neuron 
consisting of the SPV inverter AC output power.  
In this model, Logsigmoid activation function has been applied 
to the hidden layer for best performance modeling of the SPV 
modules power predictions. The output of the ANN model 
utilized the purelin activation function in order to produce the 
SPV power. The block diagram for this model as derived from 
the actual MATLAB simulation experiment is shown in Fig.3. 

 

B. Training SPV Datasets 

Datasets collected for modeling the electrical power of the 
SPV array is feed into the ANN machine and have been 
normalized for processing. During the training process, 16 
iterations was achieved, this is the number of epochs with 
regards to each training conducted. Learning rate value for the 
training was set to 0.1 making sure that it’s not too small or too 
large in order to optimize training process. Fig.4. depicts the 
MATLAB training performance  
 
The interpretation of Fig.4. for the SPV model shows that, the 

mean square error of the developed network has been reduced 

significantly as indicated by the blue line. The green line 

indicates the validation error on the network; once the 

validation error can no longer be reduced, it flags the 

backpropagation algorithm to stop the network training 

process.  

The red line indicates clearly the error that has been 

encountered within the test data required for the SPV power 

prediction and it tells us how the developed ANN model will  

 

be able to generalize the test data in the accurate prediction of 

the SPV power. Generalization has to do with the ability of the 

artificial neural network to determine a correct or an 

approximate output vector, which can be associated with a 

given input vector. This generalization property is analogous to 

the associative memory property which states that: close inputs 

should produce close outputs.  
 

C. Regression Analysis 

Statistical analysis of the applied neural network model and 
algorithm is provided by the regression plots from the network 
training process. The plots are explained thus:  

 

1) Training Regression Plot 

Fig.5. as indicated shows the distribution of the datasets 
centered around the line of best fit, and no outliers have been 
found. This an indication that, the developed artificial 
intelligence (ANN) technique have been able to train the data 
to fit the predictions of the produced SPV electrical power. This 
prediction is further strengthened with the correlation 
coefficient (R) of 0.99998 as seen on Fig.5.  

 

 
 

Fig.4.  Best Validation Performance 
 

 

 

 

 

 

 

 
 

Fig.3.  SPV ANN Model Block Diagram. 

 

 

 

 

 

 

 
 

Fig.5. Training Regression Plot 
 

 

 

 

 

 



 

 

2) Validation Plot 

From the validation performance of Fig.4., the network 
converged at the 10th epoch. At this point, the training process 
had to stop, since the validation error had reached its minimum.  
 

Fig.6. shows the validation plot with its correlation 

coefficient (R) at 0.99997. This is a clear indicator that the 

values of predicted SPV power has a close relationship with 

the measured values of the SPV array.  

 

3) Test Plot 

Once training and validation has been conducted, an 

appropriate testing of the sample datasets used during training 

and validation is required. This exercise establishes 

generalization ability of the ANN, on how well it was able to 

estimate the given input values for an appropriate output value. 

This can be confirmed by the correlation coefficient (R) figure 

0.99983 as shown on the test plot of Fig.7.  

 
 
 

D. Measured and Predicted SPV Output Power 

As seen in Fig.8., the actual SPV electrical output power as 

produced from the SPV array is given. This plot shows seven 

different SPV power profile as produced from January 22 to 

28 of 2016.  

A weekly SPV power outlook will go a long way in ensuring 

that, energy supply is managed according to its production 

capacity and in relation to meeting the demand-side of the 

consumers. For a closer look into the weekly power production 

profile of the SPV array as seen in Fig.8., a snap shot on the 

SPV power analysis produced for day 6, the 27th January 2016 

is given as in Fig.9. 

 

The maximum power produced as seen from Fig.9 was 

15,166kW at about 12:15PM in the afternoon, the closest 

figure to this, is the 15,164kW which was produced at about 

12:00 noon time, while at about 11:45AM, 15,160kW was 

produced. The average SPV power produced on this day was 

around 6,465kW.  

 

E. Predicted SPV Output Power 

Fig.8, is presented, to prove that the applied ANN artificial 

intelligence technique has high accuracy for SPV electrical 

power modeling and prediction. A graphical plot is displayed, 

for the 7-Days SPV power that was predicted, this can be seen 

directly below the measured SPV values in Fig.8. The 

correlation coefficient for this prediction is quite high and it 

stands at 99% accuracy.          

                                                                                    

V. CONCLUSION 

In conclusion, the application of artificial intelligence 

techniques, in this case artificial neural network, shows high 

accuracy in predicting the electrical power as produced from 

the SPV arrays. As seen in Table I, the statistical analysis table 

shows how close the predicted power is, when compared with 

the measured power. The 99% correlation coefficient figure of 

merit as obtained from the network simulation, is also a clear 

indicator that the predicted power is close to the power 

produced from the array of SPV in the plant. Therefore, the 

ANN has a generalization property of associating close inputs 

to close outputs. The simulation has been carried out using the 

MATLAB software.  

This study had a focus on a 7-days SPV electrical power 

prediction, as opposed to models that are limited to an hour 

ahead and 24 hours ahead predictions.  

This paper contributes to existing research studies through 

the use of real time datasets obtained from the SPV array under 

real time operational conditions, as opposed to previous studies 

which makes use of numerical weather datasets. In addition, 

this study provides the advantage and benefit of knowing how 

most SPV cells/array will behave in real-time conditions. 

 

 

 

 
 

Fig.6. Validation Plot 
 

 

 

 

 

 

 

 
 

Fig.7. Test Plot 
 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.8: 7-Days Measured and Predicted SPV Output Power Profile: January 22-28, 2016 @Rosherville, JHB, South Africa. 
 

 

 

 

 

 

 

 
 

Fig.9.January 27 SPV Output Power Profile 
 

 

 

 

 

 

TABLE I.  7-DAYS STATISTICAL ANALYSIS FOR SPV MEAASURED AND PREDICTED ELECTRICAL POWER OUTPUT 
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