
J OH A N N E S B U RG

University of theUniversity of the

S AU PE C  201 0
28 & 29 January

S AU PE C  201 0
28 & 29 January

WitwatersrandWitwatersrand
J OH A N N E S B U RG





PROCEEDINGS OF THE NINETEENTH
SOUTHERN AFRICAN UNIVERSITIES
POWER ENGINEERING CONFERENCE

SAUPEC 2010

University of the Witwatersrand, Johannesburg

28 - 29 January 2010

Review: Authors were invited to submit full papers, and each full paper was then peer reviewed by
at least two specialist reviewers, with final acceptance based on the value of the contribution and its
scientific and engineering merit.

Disclaimer: Authors are responsible for the contents of the papers.

Published by Southern African Universities Power Engineering Conference

School of Electrical and Information Engineering, Private Bag 3, WITS, 2050, South Africa
Tel: +27 11 717 7204
Fax: +27 11 403 1929

ISBN 978-0-620-46157-3





Acknowledgements

Organising Committee:

Willie Cronje (Wits University)
Ivan Hofsajer (Wits University)
Moeniera Ismail (Wits University)
Ken Nixon (Wits University)

Technical Reviewers:

Stellenbosch University Howard Reader
Maarten Kamper
Johan Beukes

University of the Witwatersrand, Johannesburg John Van Coller
Ian Jandrell
Willie Cronje
Ivan Hofsajer
James Braid
Cuthbert Nyamupangedengu
Andrew Dickson
Mike Grant
Ken Nixon
Emile Brink
Chris Lines
Anton van Wyk
Riccardo Maggioli

University of Cape Town Ron Herman
Trevor Gaunt

North-West University Jan de Kock
Robert Holm

University of Johannesburg Dawid Pentz

Sponsors:

ACTOM
CBi-electric
Eskom
Johannesburg Centre for Software Engineering
Powertech Transformers
Schneider Electric
Siemens
Walmet Technologies



Foreword

Dear Colleagues

Welcome to the 19th Southern African Universities Power Engineering Conference, SAUPEC 2010, hosted
by the School of Electrical and Information Engineering of the University of the Witwatersrand, Johan-
nesburg.

SAUPEC conferences are primarily intended to provide a forum for post-graduate students and faculty
from the region to present their research work in power related fields. The secondary but equally impor-
tant goal is to provide a regional networking forum for researchers in the power engineering field.

The proceedings include all the panel reviewed and accepted papers. As in the past discussion papers
that have not been subjected to the review process are also accepted for presentation and discussion at
the conference. The discussion papers are not included in the printed proceedings, but are included on
the CD-ROM.

We wish all the attendees to SAUPEC 2010 a wonderful stay in Johannesburg and a rewarding and
enjoyable SAUPEC 2010.

SAUPEC 2010 Organising Committee
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DISTRIBUTED CONTROL OF DC-DC CONVERTERS USING 
AUTONOMOUS AGENTS 

Janos Hamar*/** 
 

* Budapest University of Technology and Economics, Department of Automation and Applied Informatics 
H-1111 Budapest, Goldmann Gyorgy ter 3, Hungary, European Union,  
Phone: +36 1 463-1165,  Fax: +36 1 463-3163, E-mail: hamar@elektro.get.bme.hu 

** MFKK Invention and Research Center Services Co. Ltd., Budapest, Hungary 
 
Abstract   The number of the consumer electric devices requiring low-voltage dc supply is increasing in the 
households and offices (e.g. DVD players, digital cameras, printers, mobile phones, shavers, electrical 
toothbrushes etc). The lack of the rigorous standardization implies that the necessary supply voltage levels of these 
consumers considerably vary in the range of approx. 2-20VDC. The existing distribution systems use multiple 
conversions of electrical energy from the mains grid to the final load (through often low quality ac/dc adapters) 
resulting in severe losses, poor efficiency and unreliable operation. The current project aims at design and 
implementing multi-channel dc-dc converter systems, customizing the output voltage and current ratings according 
to the requirements of the consumer. Distributed, multi-agent techniques will be applied for the control of the dc-
dc converters. 
 
Key Words    Electric power conversion, dc-dc converter, multiagent control 
 
 

1. INTRODUCTION 

The scheme that is currently and widely used for 
residential electrical energy distribution is simple. 
Access to a 230VAC/50Hz grid (3-phase, 400VAC) 
is needed, switches, and additional safety 
components (fuses, etc.) and simple outlets 
facilitates the supply of the consumers with fixed 
voltage and frequency. No consideration is given to 
the kind of load that will be attached, very limited 
flexibility and possibility for optimisation or for 
increasing efficiency. In the past, this scheme was 
not problematic because electrical-energy was 
almost exclusively applied for lighting and rotating 
fixed-speed motors. Today most loads do not 
directly use 230VAC/50Hz but they need other 
(often low dc voltages) for their operation. 
However, due to the traditional inflexible 
architecture, all conversions must be solved at the 
separate loads - one by one. This is an expensive 
and inefficient way of supplying electrical-energy. 
Moreover, the integration of renewable energy 
sources is also not efficient. Normally, almost none 
of these sources can be directly attached to the main 
grid and numerous conversion steps are required 
(dc-to-ac or ac-to-dc-to-ac). 
 
The current research focuses on future intelligent, 
low-power residential electrical distribution 
systems with multi-channel dc-dc converters as 
shown in Fig. 1. The one input/multiple output 
converters, investigated in this paper, are supplied 
from a dc line, while the output voltage of each 
converter channel is automatically determined by 
the intelligence in the load. The agent-based control 
determines which converters are turned on and 
turned off in order to ensure the optimized power 
transfer. The aim of the optimization here will be 
the minimization of the power losses in the 
conversion system. 
 

 
Fig. 1 Application of multichannel dc-dc converters in the local 

distribution 

The converters facilitate the energy steering among the 
separate channels by running appropriate software 
control code.  

2. TOPOLOGY 

Digital control strategies, implemented in 
microcontrollers are considered at the switch-mode 
power converter units providing wide flexibility. The 
control scheme is presented for the buck (step-down) 
converter. The basic configuration of the proposed 
agent-based control is shown in Fig. 2a. The converters 
are assigned to control agents, while the output load is 
assigned to all consumer agents. The consumer agents 
have the same basic tasks: measuring the output 
voltage, and calculating the global current reference 

 by using the reference output voltage 
and the measured output voltage V . A 

negotiation among the consumer agents is initiated 
after turning on the system, which results in the 
selection of the only active agent, while the other ones 
become passive, that is, they do not initiate any 
communication or make decisions, only accept the 
messages. During normal operation the same consumer 
agent will stay active until the next turn-on, however at 

totalrefI ,

refoutV , out
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misoperation or failure the agents can redistribute 
this role among the working ones, increasing the 
failure-tolerance of the overall system. The 
implementation (Fig. 2b) facilitates the agent-
based, fully distributed control of the parallel 
conversion units, focusing on the flexibly 
changeable structure, the quasi-optimal operation 

and the increased error tolerance. In the proposed 
implementation the control agents are assigned to 
microcontrollers, while one consumer agent is also 
implemented in each microcontroller as shown in Fig. 
2b. 
 

 

Fig. 2 Parallel conversion system with agent-based control (a), implementation of control and consumer agents (b) 

a. 

b.

 
 
Control agents have basically two important roles. 
First, every single agent makes its decision to 
optimally fulfill the overall control strategy. The 
control agent cares about the low-level control of the 
converter as shown in Fig. 3. 
 
From the measured inductor current , and the 
reference inductor current  the error amplifier 
and the PWM modulator produce the PWM signals 
to control the MOSFET switches. In contrast with 

iLI ,

irefI ,

Fig. 3 the practical implementation is an algorithm-
based digital control. Second, the control agents 
negotiate with each other to optimally share the 

 current among the parallel converter units. totalrefI ,

nrefrefreftotalref IIII ,2,1,, ... +++=   (1) 

 
 
 
 
 

Where  is the reference current value of the i-th 
control agent, and n is the number of the control 
agents.  

irefI ,

 
Its main advantage is that adding consumer agents 
requires only modification of the software running in 
the embedded microcontrollers, without further 
hardware-need, thus reducing the overall system 
costs. This kind of redundancy guarantees the fault 
tolerance if a microcontroller fails. 
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Fig. 3 A control agent and buck converter 

 

3. CONTROL 

In order to make the system operate smoothly, the 
following conditions and criteria are drawn up. The 
control strategy will be defined, taking into 
consideration these aspects: 
 
1. All dc-dc converters work in Continuous 
Conduction Mode (CCM). This criterion gives a 
lower limit for the inductor currents:  

min,, )(
2 Loutin

s
iL IVV

L
DT

I =−>   (2) 

where  is the PWM switching period, D is the duty 
ratio in steady-state and L is the inductance. 

sT

2. To avoid any damage in the semi-conductor 
switches (MOSFETs) an upper limit for the inductor 
currents is prescribed, max,, LiL II <  
3. The power loss of each switching converter  
changes with the load current . Power loss consists 

of two components: 

lossP

LI

conductionswitchloss PPP += .  
is the switching loss associated with the CMOS 
switching transition, and  is the conduction 
loss from the CMOS on-resistance. The efficiency 
comes from this equation: 

switchP

conductionP

lossout

out

in

out

PP
P

P
P

+
==η  (3) 

The typical efficiency curves have a peak belonging 
to a certain current. Any alteration in the current 
value results in decreased converter efficiency. On 
the basis of the efficiency curves, every single 
converter has an optimal load current , where OPTLI ,

η  efficiency is maximal. From eq. (3): 

11
−=

ηout

loss

P
P

 (4) 

According to the efficiency curve, this equation has a 
minimum at . When the converter is turned off, 
its power loss is nearly zero. A cost function, 
penalizing the power losses, is allocated to every 
single converter:  

OPTLI ,

⎪⎩

⎪
⎨
⎧

=←

≠←−
=

0:0

0:1
)(

1
)(

,

,
,,

iL

iL
iLiL

Iif

Iif
II ημ  (5) 

 
To define optimization strategies a cost function was 
created, which is minimized by the control agents. To 
demonstrate the viability of the control scheme the 
following simple function was selected:  

])(*[min
1

,1...cos
,1,

∑
=

=
n

i
iLiit IWf

nLL

μ  (6) 

Control agents share their currents to minimize this 
cost function, while the following conditions are 
satisfied: 
 
1. max,,min, LiLL III <<  for all turned-on converters, 
2. nrefrefreftotalref IIII ,2,1,, ...+++=  
 
The overall system has to provide the required output 
voltage in conjunction with the reference value. The 
composition of the individual reference currents is 
carried out in full agreement with the cost function 
minimization, keeping the requirements for the min 
and max currents. 
n is the number of all paralleled converters, and m is 
the number of turned-on parallel converters. It must 
be noted here that many other cost functions can also 
be defined, e.g. aiming the maximization of the 
transmitted power, minimizing the voltage-ripples 
etc. 
 
To decrease the system costs identical dc-dc 
converters are used, implying that the efficiency 
curves of the converters are also the same. To 
minimize the cost function, a possible solution for 
load current distribution can be that m-1 dc-dc 
converters are operated in their optimal point (with 
maximum efficiency), while the mth converter 
provides the remaining current to exhibit  
Isum = (m-1)Iopt + Im the total current required by the 
consumer. The research results pointed out that 
below a certain number of active paralleled 
converters mthreshold, using another approach can be 
more advantageous from the viewpoint of power 
losses. In this case the load current is distributed 
equally for all turned-on converters by the control 
agents to minimize the cost function. From now on 
this approach is discussed in details.  
 
Each of the control agents decide about turning on or 
turning off their respective converter. At any load 
current value, an optimal number of turned-on 
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converters always exist, where the value of the cost 
function is minimal. Increasing or decreasing the 
number of the turned-on converters, that is, diverging 
from the optimal number, the cost function is 
monotonically increasing (Fig. 4). 
 

 
Fig. 4 Cost function values for different number of turned on 

converters 

 
Let us assume that  is the number of the turned-on 
converters in a certain moment of the operation, and 

 is the number of all paralleled converters. The 
process to find the optimal number of turned on 
converters is presented in 

m

n

Fig. 5. This method 
guarantees that the control agents find the minimum 
of the cost function for every value of the load 
current. When more than one converter should be 
turned on or off due to a sudden significant change of 
the load current, the control agents can perform it in 
more consecutive steps. It means that the transients 
will appear consecutively in the load currents, and in 
the output voltage. 
 
 
 

Determining of load 
current.: 

iLoad=Sum(iL) 

Soft Start 
No. of active converters: m:=1 

Calculation of 
fcost,1(iLoad/(m-1), m-1)  
m-1  no. of active 
converters 

 

Calculation of 
fcost,2(iLoad/m, m)  
m  no. of active 
converters 

min(fcost,1, fcost,2, fcost,3) 
updating parameter m 

Calculation of 
fcost,3(iLoad/(m+1),m+1)
m+1  no. of active 
converters 
 

 

 

Fig. 5 Process leading to determine the optimal converter number 

 
 
 

4. SIMULATION RESULTS 

Four paralleled step-down converters were simulated 
by using Matlab/Simulink program package. The 
block diagram of the simulation can be seen in Fig. 6. 
The converters have the following parameters: 

HL μ39= , FC μ680= , Ω= mrC 20 , 
kHzf S 400= , where  is the series resistance of 

the capacitance, and  is the switching frequency. 
The input voltage

Cr

sf
VVIN 9= , and the reference output 

voltage VV refout 5, = . The load resistance is decreased 
in a linear fashion. 
During the simulation process, from  and  
a PI (proportional–integral) control algorithm is 
calculated by the active consumer agent to obtain 

. Furthermore simple P (proportional) control 
algorithms are applied for the subordinated current 
control by each of the control agents. 

outV refoutV ,

totalrefI ,

The aim of the optimization here was the 
minimization of the power losses in the parallel 
converters. W1 = 1 was selected. The load resistance 

 was changed according to the time function 
shown in 

LoadR
Fig. 7. Its value is continuously decreasing 

in the range of 10-25msec from  to Ω5 Ω25.1 . 
Initially the load current is 1A, only one converter is 
turned on. In order to maintain 5V at the output, the 
control has to increase the output current from 1A to 
4A. It means that even if originally only one 
converter operates (with optimal current of 1A), but 
approaching to the end of the sequence while the load 
resistance is increasing, all the four converters must 
be turned on to facilitate the optimal power transfer. 
 

 

 
Fig. 6 Simulation block diagrams. Block of one dc-dc converter 

with the PWM generator (a), control agent (b) 
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Fig. 7 Simulation results. ][ΩLoadR : load resistance; : 

measured load current; : measured output voltage 

][AI Load

][VVout

 
outV  indicates the output voltage in Fig. 7. The output 

voltage swings point out the effects of turning on of 
new converters. This value never exceeds 1% in the 
simulation. It is notable that the higher the number of 
the turned on converters, the smaller the disturbance 
in the control and in the output voltage. Its reason is 
that the ratio between the total current of the already 
turned on converters and the current provided by the 
additional converter is getting smaller by increasing 
the number of the converters. Fig. 8 shows the load 
currents of the converters. It is also true here, that by 
adding a new converter in the supply chain the effect 
of the current transients will be smaller as the total 
number of active parallel converters is increasing. 
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Fig. 8 Simulation results for power loss minimization strategy: 

Inductor currents of the converters 

 

5. LABORATORY MEASUREMENT 

 
For the laboratory measurements dsPICDEM™ 
SMPS Buck Development Board was used. A 
dsPIC30F2020 DSC controls two independent 
DC/DC synchronous buck converters, providing 

closed-loop Proportional, Integral, Derivative (PID) 
control in software to maintain desired output voltage 
levels. The dsPIC DSC device provides the necessary 
memory and peripherals for A/D conversion, PWM 
generation and general purpose I/O, precluding the 
need to perform these functions in external circuitry. 
The used development board facilitates the agent-
based control and investigation of parallel dc-dc 
converter units. In the laboratory measurement, two 
converters have been paralleled. The parameters of 
the converters are the same as the simulated ones. 
The PI voltage control algorithm and the inner P 
current control algorithms are also implemented with 
the same parameters. The paralleled converters are 
controlled by a microcontroller. The load resistance 
at the converters’ output is , constant. Another Ω11
Ω5  load is attached to the output through a 

MOSFET that is controllable by the microcontroller 
too. Turning on this auxiliary MOSFET, that 
additional load resistance is connected in paralleled 
to the fixed one with 1sec time period. This 
measurement represents the sudden and periodical 
change of the load. The cost function is created so 
that the control agent turns off the 2nd converter when 
the load resistance is suddenly increased, and turns 
on the 2nd converter when the load resistance is 
suddenly decreased. During the laboratory 
measurement the 1st converter is always turned on.  
 
The measured results are explained as follows. Fig. 
9a shows the inductor currents of the converters. The 
current of the 1st converter is highlighted with yellow 
color, the 2nd one is highlighted with green. The 
sudden increase of load resistance Ω→Ω 114375.3  
is indicated with the left side perpendicular dashed 
line. As depicted in the figure, both of the load 
currents are decreased in the same manner. The right 
side perpendicular dashed line shows the place where 
the 2nd converter is turned off. The time interval 
between the two dashed lines is 10.28msec. This 
dead time comes from microcontroller finite signal 
processing capacity, and the inner timing intervals. 
Fig. 9b shows the measured output voltage. The 
output voltage change caused by the sudden load 
change and the effect of the 2nd converter’s turn off 
are completely separated in the figure. The first 
transient is caused by the sudden load change. Its 
overshoot is 320mV. Its settling time is 4msec. 
 
The second transient is caused by the turn off of the 
2nd converter. Its overshoot is 75mV. Its settling time 
is 3.44 msec. Fig. 9c shows when the load resistance 
decreases step-wise Ω→Ω 4375.311 . The initially 
turned-off converter is now turning on and the output 
current is provided by the two working converters. 
The initial oscillations, which are in opposite phases 
in the two converters are damped quickly (271μsec). 
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Fig. 9 Measured results at sudden decrease of load current: 
Inductor currents of the converters (a, c), Output voltage (b) 

6. CONCLUSION 

Agent-based distributed control of parallel dc-dc 
converters was presented. Identical dc-dc converter 
units were applied in order to keep the system costs 
low, i.e. the large-scale production of the same 
converter units is possible. The converters were 
equipped with local intelligence. The control and 
consumer agents were implemented in 
microcontrollers. The control agents took care of the 
distribution of the load currents among the 

converters, while keeping power losses of the overall 
paralleled system at minimum. Simulation and 
experimental results confirmed the viability of the 
system. a. 
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DESIGN OF AN ISOLATED RESONANT SWITCH-MODE POWER-
SUPPLY FOR A MODULAR SOLID STATE TRANSFORMER

P.S. Kemp, H. du T. Mouton, J.W. van der Merwe

Department of Electrical and Electronic Engineering, Stellenbosch University, Private Bag X1, Matieland, 7602,
South Africa

Abstract. This paper documents the development of an isolated power supply to provide power to the control
circuits of a modular series-input-parallel-output (SIPO) cell as used in a solid-state transformer (SST). A solution
is suggested, analysed and its feasibility is verified through practical implementation. The primary focus of the
paper is the so-called ”series-string” multiple core isolation transformer, as this is the most critical – and most
unconventional – aspect of the design.

Key Words. Resonant Conversion, Solid-State Transformer, Series-Input-Parallel-Output, Series-String Trans-
former, Multiple Core Transformer

1. INTRODUCTION

Recently, the development of a modular cascaded
series-input-parallel-output (SIPO) solid-state trans-
former (SST) has been the subject of intensive re-
search and development [1]–[3]. One of the design
challenges is to provide power to the control circuits
of every SST module, or cell.

Fig. 1 shows one phase of a modular cascaded SIPO
SST. Every cell consists of two back-to-back convert-
ers, the first being a controlled rectifier and the second
a DC to HF-AC inverter. The cells are connected in
series to handle the high input voltage, which divides
equally between the cells [1]. This series connection
necessarily implies that all cells are at a different
voltage potential relative to one another. The control
circuitry of every cell therefore requires an isolated
power supply. The number of series connected cells
depends on the input voltage and the voltage handling
capability of the power semiconductor devices used
in each cell, but will typically be more than 10 for
distribution voltage levels [4].

Cell

Cell

Cell Inverter

vdc

High 
voltage 

AC

Low 
voltage 

AC

Fig. 1: One phase of a modular SIPO SST.

Fig. 2 illustrates the main components of a complete

To phase 1 cells

To phase 2 cells

To phase 3 cells

Rectifier and 
filter

Buck 
converter

n
Full-bridge 
resonant 

converter with 
multiple isolated 

outputs

n

n

Full-bridge 
resonant 

converter with 
multiple isolated 

outputs

Full-bridge 
resonant 

converter with 
multiple isolated 

outputs

110 V 
RMS

Voltage control input from 
main controller

Fig. 2: Power supply implementation.

power supply solution to powern cells per phase. The
supply will source power from a 110 V voltage trans-
former, followed by a rectifier and filter, and a buck
converter. The buck converter provides a bus voltage
for three full-bridge resonant converters, connected
in parallel. The supply voltage to every cell’s control
circuitry need not be regulated, as every cell will
have on-board step-down regulators, and therefore it
was decided to operate the resonant converters open-
loop. However, a degree of control is still necessary
to ensure reliable cell operation. The output of the
buck converter will be controlled, thereby indirectly
controlling all supply outputs to the cells. Control
of the buck converter will be very slow, and its
output voltage will only be adjusted if the output of
the supplies exits a predefined tolerance band. The
power supply should preferably be modular in order
to ensure easy integration into the modular SST. Note
that the scope of this paper does not cover the design
of the input rectifier, filter and buck converter, as this
is fairly straightforward to implement.

The supply needs to deliver a relatively high level
of power to the cells. For example, if every cell
requires 24 W under full load conditions, and 15
cells are to be powered, each phase will require
Pperphase= 24×15= 360 W. For this reason it was
decided to use a full-bridge switch topology for the
resonant converters.

The most critical part of the design is the high fre-
quency isolation transformer driven by the full-bridge

Primary 
winding

Secondary 
winding

Toroidal 
ferrite core

x n cores

Resonant 
capacitor

Output 
stage

Output 
load

High 
frequency 
isolation 

transformer

Fig. 3: Proposed high frequency isolation transformer and output
stage.
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switch network. See Fig.3 for a proposed solution.
The proposed transformer consists of a string ofn
cores, with a shared primary winding (of only one
”turn”) and separate secondary windings of multiple
turns. Every secondary winding feeds into a series
resonant capacitor and an output stage consisting
of a full-wave rectifier and filter capacitor. This
topology enables the implementation of a modular
approach, whereby the number of supply outputs can
be modified by simply adding or removing a core
and output stage. A drawback of this transformer
is that the primary winding will act as an antenna
and cause severe EMI. It was therefore decided to
implement resonant conversion, which will reduce
the harmonic content of the current waveform in the
primary winding.

2. INTRODUCTION TO THESINUSOIDAL ANALYSIS

OF RESONANT CONVERTERS

It has been shown that, using a fundamental approx-
imation method, the equivalent circuit of a resonant
converter can be modelled by the circuit in Fig.4 [5].

Vg Ig1
+
_

Resonant 
network
H(s)

vs1(t)

is1(t) iR1(t)

Re RI

Zi +

V

_

+

vR1(t)

_

Switch network Rectifier and filter

Fig. 4: Equivalent circuit of a resonant converter. (Source: [5])

The variables in Fig.4 are given by:

Ig1 =
2Is1

π
cos(ϕs) (1)

vs1(t) =
4Vg

π
sin(ωst) (2)

is1(t) = Is1sin(ωst−ϕs) (3)

iR1(t) = IR1sin(ωst−ϕR) (4)

vR1(t) = VR1sin(ωst−ϕR) (5)

Re =
8

π2 R (6)

I =
2
π

IR1 (7)

V =
π
4

VR1 (8)

In (3), Is1 andϕs are the peak amplitude and phase of
is1(t), and similar for (4) and (5). The input DC bus
voltage is denoted byVg, and the output DC voltage
and DC current are denoted byV and I , respectively.

The converter’s voltage conversion ratio is given by

M =
V
Vg

=
∥∥H(s)

∥∥
s=jωs.

(9)

With reference to Fig.4, the switch network generates
a square wavevs(t), with fundamental component
vs1(t), that feeds a resonant tank network with transfer

functionH(s). The tank network is followed by a full-
wave rectifier and low-pass filter, which is followed
by a DC loadR. The output rectifier, filter and load
can be represented by an equivalent resistanceRe.
Because of the resonant tank, the output voltage is a
function of both switching frequencyfs and resonant
frequency f0.

Several assumptions were made in the derivation of
the equivalent model and these should be noted. It
is assumed that the output of the switching network,
and the input to the resonant tank, is a square wave
with frequency fs close to the resonant frequency
f0 of the tank network. It is also assumed that the
frequency response of the resonant tank is of such a
nature that harmonics offs are sufficiently attenuated.
Furthermore, it is assumed that the cut-off frequency
of the output low-pass filter is significantly lower
than the switching frequency. Also, all components
are assumed to be ideal. It is important to note that
the approximation will only be accurate if the tank
network has a high-Q resonance nearfs, and sufficient
high frequency roll-off. However, in practice this is
easily achievable.

3. EQUIVALENT CIRCUIT MODEL OF THE

SERIES-STRING TRANSFORMER

It can be shown that the equivalent model of the
multiple core transformer presented in Fig.3, for n
cores, is given by the circuit of Fig.5 [6], if the
following assumptions are made:

1) The cores identical and ideal.
2) Stray capacitances are negligible.
3) Winding resistances are negligible.
4) All secondary windings are identical, with N

turns.
5) The primary winding only has one ”turn”.
6) All output loads are the same.

The variables in Fig.5 are defined in Table1.

Ll1/n
Lm

Lm

Ll2

Ll2

V1/n

+

_

V2

+

_

V2

+

_

1:N

1:N

Ll1/n
V1/n

+

_V1

+

_

Lm

Ll2
V2

+

_

1:N

Ideal 
transformer

Ll1/n
V1/n

+

_

Transformer
1

Transformer
2

Transformer
n

Fig. 5: A simplified equivalent model of a series-string trans-
former.
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Table 1: Description of variables in Fig.3.

Quantity Description

V1 Primaryvoltage
V2 Secondary voltage, per core
N Number of secondary winding turns
n Number of transformer cores
Ll1 Total primary leakage inductance
Ll2A Secondary leakage inductance, per core
Lm Magnetising inductance, per core

Inspection of Fig. 5 shows that the series-string
transformer is modelled asn conventional trans-
formers, with their primary windings connected in
series. When the output loads of alln transformers
are the same, these individual transformers will be
completely independent, each with a primary voltage
of V1/n and secondary voltage ofV2. This natural
balancing is due to the inherent symmetry of the
equivalent model and, of course, only holds true
while symmetry is maintained. If different loads are
connected to each output, symmetry will be lost
and the above argument will not hold. However, for
the rest of the paper symmetrical conditions will be
assumed, unless stated otherwise. This assumption is
based on the fact that all SST cells will be similar, and
will hence present a similar load to the power supply.
This greatly simplifies the design, because now only
one core needs to be considered during most of the
design.

It is interesting to note that the effective primary
leakage inductance of the individual transformers
decreases asn increases. Hence the transformers will
become more ideal when more cores are added.

4. ANALYSIS OF THE RESONANT TANK

Normally, resonant conversion is primarily imple-
mented to reduce switching losses in the switch net-
work by means of zero-current- and/or zero-voltage
switching. However, in this case the primary reason
for resonant conversion is to reduce EMI generated
by the transformer. Detailed switching characteristics
are therefore not discussed in this paper.

The resonant tank network is created by adding a
capacitive element to the inductances of the trans-
former. There are various resonant tank topologies,
each with different characteristics. The most common
tank networks are the series tank network, the parallel
tank network and the LCC tank network [5], shown
in Fig. 6.

It was decided to not implement a LCC tank network,
as this network requires two capacitors and, where
possible, component count should be minimised. Note
that only a single inductance is shown in the circuits
of Fig. 6. This is appropriate, because it will later be
shown that the inductances of the transformer can be
accurately approximated by a single inductance.

In order to decide on an appropriate tank topology, the
series and parallel tank networks’ transfer functions

L Cs

L Cs

L

Cp

Cp

(a)

(b)

(c)

Fig. 6: Most common tank networks: (a) series, (b) parallel, (c)
LCC. (Source: [5])

were calculated and the frequency response of both
were investigated. For the purposes of the analysis,
a damping resistance was added as load, based on
the fact that the tank network’s output load can be
represented by an equivalent resistanceRe, as was
shown in Section2.

The circuits that were analysed are shown in Fig.7.
Table 2 summarises some results of the analysis.
The voltage transfer function of the specific circuit is
denoted byH(s), while ω0 andQ refers to its resonant
frequency and quality factor, respectively.

L Cs

L

Cp

(a)

(b)

Re

Re

vi

+

_

vi

+

_

vo

+

_

vo

+

_

Fig. 7: Tank networks for analysis: (a) series damped, (b) parallel
damped.

Table 2: Results of frequency analysis.

Parameter Series Resonant Parallel Resonant

H(s)
s

ω0
Q

s2+s
ω0
Q +ω2

0

ω2
0

s2+s
ω0
Q +ω2

0

ω0
1√
LCs

1
Cp
√

ReL

Q L
Re

ω0

√
Re
L

HF roll-off 20 dB/decade 40 dB/decade

Inspectionof Table 2 shows that the resonant fre-
quency of the series resonant tank is independent
of the equivalent load resistanceRe, which is a
desirable result. Also, theQ of the series resonant
tank increases asRe decreases. This means that the
sinusoidal approximation will be more accurate un-
der heavy loading, which is desirable from a EMI
perspective.

The frequency response of both transfer functions are
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shown in Fig. 8 for different values ofRe. Values
in Fig. 8 are normalised to unity, in other words
L =Cs =Cp. In Fig 8 (a)Re = 1. Note that the parallel
resonant network has a high frequency roll-off of 40
dB/decade, while the series network only has a roll-
off of 20 dB/decade. This is because the transfer
function of the series resonant network contains a
zero, as opposed to the parallel resonant network
which does not contain any zeros. Fig.8 (b) shows
the effect on the frequency response when reducing
the load resistance fromRe = 1 to Re = 0.1. The Q
of the series resonant network has increased tenfold,
while the resonant frequency remains unchanged. In
contrast, theQ of the parallel resonant network has
decreased by about three times, and the resonant fre-
quency shifted higher. In Fig.8 (c) the load resistance
is increased toRe = 10 and, as expected, the results
are the opposite of the caseRe = 0.1. This is in
accordance with the information in Table2. Also note
that the gain at resonance remained unchanged for the
series resonant network.

Although the parallel resonant tank has a steeper high
frequency roll-off than the series tank, it was decided
to implement a series tank network. This decision is
based on the fact that the resonant frequency of the
series resonant network is load independent and itsQ
increases with an increase in load, while the converse
applies to the parallel network.
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Fig. 8: Frequency response of series (blue) and parallel (red)
resonant tanks for (a)Re = 1, (b) Re = 0.1 and (c)Re = 10.

5. ANALYSIS OF THE SERIES-STRING

TRANSFORMER WITHSERIESRESONANT

CAPACITANCE

As stated earlier, only one individual transformer
needs to be considered during most of the design.
Fig. 9 shows the equivalent model of one individual
transformer. The series resonant capacitor and equiv-
alent load resistance, as explained in Section2, are
also shown. Note that all values are referred to the
primary of the transformer.

Currents and voltages are approximated by their re-
spective fundamental frequencies, and are indicated
as in [5], with vs1(t) being the fundamental compo-
nent of vs(t), is1(t) the fundamental component of
is(t), etc.

Lm

Ll2'
vs1(t)

+

_

Ll1/n Cs'
Re' vR1(t)'

+

_

is1(t) iR1(t)'

Fig. 9: Equivalent model of individual transformer and resonant
capacitor, with load.

The transfer functionH(s) of the circuit in Fig.9 can
be approximated by

H(s) =
VR1(s)
Vs1(s)

(10)

= N
VR1(s)′

Vs1(s)
(11)

≈ N
Lm

Ll1/n+Lm

 sR′e
Le

s2 +sR′e
Le

+ 1
LeC′s

 , (12)

where
Le = (Ll1/n) ‖ Lm+L′l2. (13)

The transfer function of (12) is of the same form as
the transfer function of the series resonant circuit as
given in Table2, with the only difference being a
scaling factor. This suggests that the inductances of
the transformer can be modelled as a single series
inductanceLe and a voltage scaling factor. The trans-
fer function of (12) can be expressed in terms of the
quality factorQ and resonant frequencyω0 as

H(s) =A
sω0

Q

s2 +sω0
Q +ω2

0

, (14)

where:

Q =
Le

R′e
ω0 (15)

ω0 =
1√
LeC′

s

(16)

A = N
Lm

Ll1/n+Lm
(17)

Note that A is the voltage gain of the resonant net-
work at the resonant frequency. IfVo is the DC output
voltage of each output stage andVg is the converter’s
DC input bus voltage, the voltage conversion ratioM
of the converter is given by [5] [6]

M =
nVo

Vg
=

∥∥H(s)
∥∥

s=jωs.
(18)
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Using Equation (14) and Equation (18), it can be
shown that:

M = A
ωs

R′e
Le√(

1
LeC′s

−ω2
s

)2
+

(
ωs

R′e
Le

)2
(19)

An important consideration in the design of a cored
transformer is the core flux density. It can be shown
that the peak magnetic core flux density in a trans-
former with a single primary winding turn, due to a
sinusoidal primary voltage, is given by

Bmax=
Vm

π fsAe
, (20)

whereVm is the peak value of the sinusoidal volt-
age across the magnetising inductanceLm, fs is the
frequency of the sinusoidal voltage, andAe is the
effective area of the core.

6. PRACTICAL IMPLEMENTATION

A converter was designed, simulated and built based
on the preceding theory. The design methodology will
be briefly outlined.

The series-string transformer’s design contains a great
many free parameters, and conventional optimisation
techniques cannot be used. Therefore it was decided
to choose an operating point, analyse the circuit at
this operating point, and determine the feasibility of
the chosen operating point.

Before the actual design commenced, a single core
version of the transformer was wound and measured
to obtain an idea of the magnitudes of the inductances
involved. An Epcos N87 R25 toroidal core was cho-
sen. The details of the transformer, and its measured
parameters, is summarised in Table3 [7]. Transformer
parameters were measured by conducting a standard
open-circuit and short-circuit test at 100 kHz [8].

It should be noted that this kind of test will not
deliver accurate results, because the unconventional
transformer topology employed is highly non-ideal.
The primary winding of the transformer is very
loosely coupled, and this will reduce the accuracy
of the measured parameters. However, the purpose of
the measurement was only to obtain a rough estimate
of the transformer’s parameters.

The parameters in Table3 confirms the loosely cou-
pled nature of the transformer, with the magnetising
inductance being only about four times greater than
the leakage inductance.

If a resonant frequency is chosen and the transformer
inductances are known, the required capacitor value
can be calculated using Equation16. However, practi-
cally it is not so simple. The total transformer leakage
inductance, which has a significant influence on the
resonant frequency, is highly dependent on the area

Table 3: Parameters of single core transformer.

Parameter Description Value

N Secondarywinding turns 10
Ll1 Primary leakage induc-

tance
643 nH

L′l2 Secondary leakage induc-
tance, referred to primary

643 nH

Lm Magnetising inductance 2.737µH
Ae Effective core area 51.26×10−6 m2

Ve Core volume 3079×10−9 m3

Bsat Saturation flux density 390 mT
TC Curie temperature 210◦C

of the loop formed by the primary winding, which
will vary as more cores are added. This makes it
difficult to calculate the required capacitance value
if more than one core is used. It was thus decided
to determine the required capacitance experimentally.
The resonant frequency can then be fine-tuned by
manipulating the primary winding loop area or adding
additional leakage inductance. However, one should
keep in mind that, according to (17), a higher leakage
inductance will result in a lower voltage conversion
ratio.

Inspection of Fig.8 (a) reveals that, if the converter is
operated below resonance, harmonics of the switching
frequency will be rejected less than when operating
above resonance. It was therefore decided to operate
the converter above resonance, ie.fs > f0. Operation
above resonance also means that the switches used in
the switch network will turn on at a zero current [9],
improving overall converter efficiency.

Electrical insulation between the transformer’s pri-
mary and secondary windings was provided by a
PTFE (Teflon) mechanism that theoretically provides
69 kV of insulation. Providing power to an 11 kV SST
means that at least 11×√2= 15.6 kV of insulation is
neccesary. Fig.10 shows one transformer core, with
windings and insulation.

Primary 
winding

Secondary 
winding

PTFE 
insulation

Core

Fig. 10: A single isolation transformer core, with windings and
insulation.

7. MEASUREMENTS ANDRESULTS

A converter with seven isolated output stages, and
seven transformer cores, was built. Table4 lists some
of the converter’s parameters.
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Table 4: Parameters of resonant converter.

Parameter Description Value

n Numberof cores and outputs 7
N Secondary winding turns per core 8
f0 Resonant frequency 107.5 kHz
fs Switching frequency 120 kHz
Vg Required input bus voltage at full

load (measured)
24.5 V

Vo Nominal output voltage, per output 24 V
Ii Average input current at full load

(measured)
8.065 A

Io Nominal full-load output current,
per output

1 A

Cs Resonant capacitor 220 nF
η Efficiency at full load (measured) 85.6 %
% reg Percentage load regulation 6.47 %

Fig. 11 shows the current through the resonant ca-
pacitor when the converter is operating at resonance.
The effect of resonant conversion is clearly visible
in the approximately sinusoidal waveform. Note that
Fig. 11 is also the transformer’s secondary current.
The primary current waveform is similar in shape,
but larger in magnitude, than the current waveform
of Fig. 11.
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Fig. 11: Resonant capacitor current at resonance.

The converter’s efficiency was measured at different
values of frequency and output power. Fig.12shows a
plot of this data. Note that the output power indicated
in the graph refers to the output power per output
(thus the total power output is seven times this value,
for seven outputs). The efficiency rapidly decreases at
lower frequencies. This is because of an increase in
the magnetic flux density as frequency decreases. This
causes greater hysteresis losses in the cores. At very
light loads, the efficiency also falls rapidly. This is due
to the relationship between the switching losses and
the conduction losses in the converter, as a function
of output current. This also explains the decrease in
efficiency under heavy load conditions.

Based on Fig.12, the switching frequency of the
converter was chosen asfs = 120 kHz. This gives an
efficiency of 85.6 % under full load. Load regulation
at the chosen operating point is 6.47 %, which is good
considering the fact that the converter is operated in
open-loop.

The converter that was built and tested is entirely

Fig. 12: Converter efficiency versus frequency versus output
power.

feasible and can easily be expanded to provide more
than 10 outputs.

8. CONCLUSION

In this paper the development of a power supply to
provide power to the control circuitry of a SST was
discussed. An unconventional resonant series-string
transformer was analysed and theory was presented to
provide insight into the operation of this transformer.
A converter was designed, built and tested based on
the underlying theory.

The converter performed remarkably well considering
the loosely coupled nature of the transformer, and
provides a feasible solution to the modular cascaded
ISOP SST’s power requirements.
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1. INTRODUCTION 

With the ever-increasing demands placed on 

electricity distribution networks to conserve energy 

and to deliver reliable and especially more versatile 

energy options, it is increasingly necessary to 

develop a grid that facilitates these requirements. 

This resulted in the proposal of a smart grid model 

[1]. The model is aimed at establishing complete 

controllability and interconnectivity over a variety of 

distribution networks. With businesses, and even 

households, starting to produce their own electricity 

supplies, either as renewable or backup solutions, the 

central grid can be enhanced even further by selling 

excess power to the utility. With the improved 

information sharing capabilities of the smart grid, 

additional network controllability is gained, also 

referred to as cloud-based smart grid control [2]. This 

system suggests the use of web-based middleware to 

monitor and control interconnected networks, thus 

increasing the expansion capabilities of the network 

while minimizing the interruption of ongoing 

network operations. Although the system shows great 

promise, there is still a significant amount of research 

and development required to study the feasibility of 

these solutions. 

With the smart grid in sight, the solid-state 

transformer (SST) aims to fit into this future network. 

The concept of the SST, also known as the intelligent 

universal transformer, was first introduced in 1980 

with the objective of overcoming the various 

disadvantages of the line frequency transformer 

(LFT) [3], [4] and [5]. 

Fig. 1 illustrates the basic SST outline, which 

consists of three segments: converter(s) used to 

convert the incoming line frequency AC to the 

desired high frequency AC, a high frequency 

transformer used for galvanic isolation and lastly 

converter(s) to recreate the line frequency at the 

desired voltage [5]. 

The chosen SST topology, as discussed in [6], is 

shown in Fig. 2. An Input-Series-Output-Parallel 

(ISOP) configuration is used to overcome the 

problems caused by the high voltage side and to  

 
Fig. 1: Basic Solid-State Transformer Outline 
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Fig. 2: SST Topology 

achieve the required high to low voltage power 

conversion [5]. This is followed by a three phase 

inverter on the output stage of the SST. 

Given the above mentioned SST configuration, 

illustrated in Fig. 2, it is required to develop a control 

strategy for this system. This paper will firstly 

discuss the desired modular system design 

parameters and the inherent advantages of increasing 

system modularity. Secondly, the measurement and 

control system that was developed to monitor and 

control the individual cells of the SST will be 

introduced followed by measurement results to 

validate the accuracy of the measurement acquisition 

system. 
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2. MODULAR CELL DESIGN 

Functionality, complexity and cost are the most 

important factors to consider when designing a large 

and complex system like the SST. These parameters 

are often directly proportional to each other since, for 

example, an increase in functionality directly 

translates into an increase in complexity and cost. 

This section will discuss and elaborate on these 

factors, as well as present the chosen modular cell 

design and the advantages of a standardized system 

implementation. 

Studies into the traditional implementation of ISOP 

stacked converter topologies have been under 

rigorous investigation in recent years [7], [8]. 

Various control techniques have been devised to 

achieve improved voltage balancing and current 

sharing between the modules [8], [9]. Considering 

the increased complexity of the solutions, a universal, 

more reliable and less complex solution is desired. 

Research on the natural balancing of similar 

converters in terms of duty cycle and transformer 

turns ratio mismatches showed promising results 

[10]. By switching the series connected cells in an 

interleaved pattern balance was obtained between the 

units. 

A complete modular system design was desired to 

realize the SST. This would allow the SST to be as 

flexible as possible during its development and 

evaluation stages. It was thus decided to design 

standardized cells that would be stacked in a 

multilevel cascaded ISOP configuration to implement 

the SST (see Fig. 2). A generalized cell configuration 

was selected to increase the functionality of the cells. 

Each cell consists of two, back-to-back, full-bridge 

converters, as shown in Fig. 3 [11]. The first acts as 

an active rectifier, which is switched in a boost 

converter configuration and is used to control and 

maintain the desired inductor current of the SST as 

well as the DC-bus voltage of the cell [12]. This is 

followed by a DC-DC converter that transfers the 

power across the isolation barrier. The added benefit 

of this generalized configuration is the increase in its 

modularity, since it can be used in several other 

configurations. 

Increasing the modularity of SST is especially 

important because it allows an increase in the 

redundancy, flexibility and thus functionality of the 

system. If all the cells are identical, a faulty cell can 

be isolated and simply replaced by another unit. By 

introducing redundant cells, the system can continue 

to function even if a cell fails, which also improves 

system reliability [5], [13]. Enhancing the 

controllability of each cell is thus also desired, since 

this will add to the isolation capabilities of the SST. 

The designed SST control configuration, Fig. 4, 

consists of three main controllers, one per phase [14]. 

Each cell module has its own control and 

measurement system, which greatly reduces the 

control load of the main SST controllers and provides  

 

Fig. 3: Circuit Diagram of a Cell 

 

Fig. 4: SST Control Configuration 

further monitoring capabilities. The main controllers 

will thus communicate with every cell controller and 

provide them with the necessary PWM information. 

Adding a dedicated controller for each cell also 

provides extra control lines, which enhances the 

functionality and reliability of the module. 

Additionally, this produces more accurate 

measurements, since the noise susceptibility of the 

measurement signals is significantly reduced due to 

the close proximity of the controller with relation to 

the measurement circuit. 

A FPGA based control system was chosen because of 

its high-speed and parallel processing capabilities. By 

using such a controller, the various cell components 

can be managed almost simultaneously, with the only 

noteworthy delay being commands received from the 

main controller. 

Due to the constant communication between the main 

controllers and their respective cells, additional 

isolation capabilities are also achieved. If 

communication with the main controller is lost, a cell 

can continue to function for a given period. If cell 

communication is not restored within a certain time 

frame, it can be shut down and isolated by its 

respective controller, and the utility informed to 

rectify the problem. This complete controllability of 

the cell can allow real-time data to be relayed to the 

utility, enabling increased monitoring capabilities for 

the SST. 

As a result of this topology’s completely modular 

nature the SST becomes fully scalable; this is 

particularly helpful during the development and 

experimentation stages of the SST. The additional 

application capabilities are an added benefit of the 

integrated cell, control and measurement module. 

The module can, for instance, be used as a standalone 

unit, or in various stacked topologies, such as ISOP 

and input-parallel-output-parallel (IPOP). 
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A significant limiting factor in respect of the design 

and development of the SST is cost. With the above 

mentioned modular cell design costs can be 

considerably reduced if the modules are created in 

sufficiently large enough quantities. Further 

integration of the cell’s control circuitry, with the use 

of application-specific integrated circuits (ASICs), 

will greatly reduce the price and also increase the 

reliability of each module. Due to the high 

functionality of the design, it can be applied to 

various other operations, so it is not unreasonable to 

assume a significant decrease in cost, as soon as the 

technology has matured enough, which will result in 

an increase of the adoption rate of the module. 

 

3. MEASUREMENT SYSTEM 

Given the universal design of each cell module, 

various measurements are needed to ensure the 

correct operation and controllability of the SST. This 

section will discuss the measurement circuits used 

and the design criteria that were followed to create a 

fully modular cell design. 

The measurement system layout, used to monitor the 

cell, is show in Fig. 5. This system consists of three 

types of measurement circuits, i.e. current 

measurement, voltage measurement and temperature 

measurement circuits. 

3.1 Central Measurement Circuits 

The primary measurement circuits are used to 

measure the current and voltage values of a cell. 

Taking into consideration the noisy environment 

within which the measurement system must function, 

appropriate signal conditioning techniques are 

required to maximize the accuracy of the 

measurements and to reduce or eliminate any noise 

that gathers along the measurement paths. Since the 

measurement path includes an IDC interface that 

connects the measurement and control system, 

special attention should be paid to noise that may 

accumulate on the interface cable. By using a 

differential measurement acquisition system, any 

noise accumulated on the common-mode (CM) 

voltage of the signals can be discarded by using a 

differential analog-to-digital converter (ADC). This 

characteristic creates a system that is extremely 

immune to noise and also improves the distortion 

performance obtained, since differential signals 

eliminate all even order harmonics [15]. 

3.1.1 Current Measurement Circuit 

Fig. 6 illustrates the circuit used to measure the 

primary transformer current, iout (on the output of the 

DC-DC converter), shown in Fig. 4. This circuit 

utilizes a current transducer to generate a single-

ended voltage that represents the measured 

transformer current. This measurement is then 

converted into a differential signal pair by a fully 

differential amplifier, which also serves to buffer the 

measurement signal. 

 

Fig. 5: Cell Control and Measurement System 

To increase the accuracy and CM rejection of the 

measurement, an external, high accuracy reference 

chip is used to provide the required CM voltage. This 

reference voltage is applied to both the current 

transducer and op amp to decrease the deviations 

from the preferred reference voltage that cause 

unwanted offset errors on the measurement signal. 

By adding a first-order differential low-pass filter 

(LPF), R5, R6 and C1 on the output of the 

measurement circuit, any unwanted high frequency 

noise can be eliminated. Care should be taken when 

driving capacitive loads with this circuit. The 

datasheet of the differential amplifier usually states 

the maximum capacitive load, or provides a diagram 

of the load resistance versus capacitive load, that can 

be connected to each of the outputs and still ensure 

accurate operation. R5 and R6 thus also serve to 

isolate the capacitive load from the loop gain path. 

By doing so the load is prevented from interacting 

with the output impedance of the differential 

amplifier, which could cause a phase shift in the loop 

gain. This phase shift, in turn, causes a reduction in 

the phase margin of the circuit, which results in 

oscillations on the output signals. (Overshoot, 

undershoot and ringing can also be expected when 

measuring a square-wave signal.) It is therefore 

advised to place the resistors as close as possible to 

the outputs of the op amp circuit. 
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Fig. 6: Current Measurement Circuit 

3.1.2 Voltage Measurement Circuit 

Consider the circuit used to measure the DC-bus 

voltage of the cell shown in Fig. 7. Note that the 

ground used by the cell control and measurement 

system is situated in the centre of the DC-bus of the 

respective cell. Using this connection scheme 

enabled the differential measurement of the bus  
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Fig. 7: Voltage Measurement Circuit 

voltage. A fully differential amplifier is utilized to 

perform a differential-to-differential conversion 

which scales and level-shifts the measurement 

signals to the required values. The filter 

configuration implemented in this circuit is the same 

as discussed in section 3.1.1. 

Various safeguards have been introduced to protect 

and ensure the safety of the measurement circuit. 

Schottky diodes, D1 and D2, have been placed to 

protect the op amp inputs against overvoltage fault 

conditions that may occur on the DC-bus side. A 

zener diode has also been placed to protect the 

measurement board’s supply voltage, Vs, during 

possible faults. 

3.2 Secondary Measurement Circuits 

When considering the cell assembly, there are two 

temperature values that are of interest, namely the 

IGBT heatsink and high frequency transformer 

temperatures. These measurements only function as a 

safety measure and can be used to disable the SST if 

inadequate ventilation is present. 

Fig. 8 shows the straightforward buffering circuit 

used to measure the desired temperatures of each 

cell. The circuit consists of an integrated-circuit (IC) 

temperature sensor, which provides a voltage value 

that is linearly proportional to the connected surface 

temperature. Since a cable is used to connect the 

sensor to the measurement board, three LPFs are 

used to filter the temperature sensor interface, and 

they are placed as close as possible to this interface. 
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Fig. 8: Temperature Measurement Circuit 

4. CELL CONTROL SYSTEM 

The FPGA based control system that has been 

developed to monitor and control a cell is shown on 

the left hand side of Fig. 5. The majority of the 

components are self-explanatory. This section will 

provide supplementary information concerning the 

main components of the measurement acquisition 

stage, the isolated power supply (IPS) monitoring 

system and the fiber optic communication channel. 

4.1 Measurement Acquisition Stage 

The measurement acquisition stage consists of a 

variety of ADCs to acquire the measurement data 

received from the measurement board. This 

subsection will discuss the signal conditioning 

required by the primary ADC configuration circuitry. 

Consider the ADC configuration (see Fig. 9) that is 

used to acquire the primary measurements provided 

by the measurement system, as discussed in section 

3.1. This circuit uses a fully differential amplifier to 

drive the inputs of a high speed, pipelined, ADC with 

parallel outputs. By using the CM voltage output of 

the ADC to drive the reference input of the op amp, 

which performs a differential-to-differential 

conversion, it is ensured that the correct DC voltage 

is used to bias the differential inputs of the respective 

ADC. 

As the ADC input is capacitive by nature, it is 

advisable to include small series resistors, R5 and 

R6, to isolate the ADC from its source, as discussed 

in section 3.1.1. These resistors also reduce the 

transient currents caused by the ADC’s switched 

capacitive front end. By introducing a shunt 

capacitor, C1, the final measurement is limited to the 

desired bandwidth before concluding the 

measurement acquisition stage. To reduce the 

sampling noise of the ADC inputs even further, 

additional capacitors, C2 and C3, are also added. 

Appropriate biasing of reference voltages is always 

required. This ensures that the voltages stay stable 

and it minimizes clock feed-through. Low inductance 

100nF capacitors, C4 and C5, are recommended and 

should be placed as close as possible to the 

corresponding reference pins. 

 

Fig. 9: Central ADC Configuration 

4.2 Isolated Power Supply 

Bearing in mind the series stacked configuration used 

to implement the SST, each cell module requires an 

IPS (see Fig. 5) [16]. As it is crucial for the cell 

module to be powered at all times, it was decided to 

implement a supervisory circuit for the supply’s input 

voltage. The IPS supply measurement circuit utilizes 

an ADC to monitor the input voltage of the IPS. If 

the supply voltage drops below a certain threshold, 
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the main controller is notified to take corrective 

action. 

4.3 Fiber Optic Communication Channel 

The fiber optic channel is used for serial 

communication between the SST cells and their 

respective main controllers. This communication 

consists of PWM information concerning the boost 

converter, sent by the main controllers, and cell 

parameter information, sent by the individual cell 

controllers, as depicted in Fig. 4. Using fiber optics 

for data communication increases the reliability and 

safety of the system, since the main controllers are 

fully isolated from the core SST components. 

PWM boost information is sent every switching 

period and consists of synchronization commands, 

used to synchronize the carrier signals of the 

controllers, and reference information, used to 

generate the IGBT gating signals. 

Cell parameter information, in contrast, is sent 

multiple times every switching period, depending on 

the amount of information required, and consists of 

the requested measurement data and/or acknowledge 

commands to confirm instructions received from the 

main controller. Various error or warning messages 

are also sent if appropriate. The parameter 

information is then analyzed by the main controller 

and sent via a USB interface to a PC for data logging. 

 

5. MEASUREMENTS 

This section will present the measurement results, 

obtained from the primary measurement acquisition 

systems of a single cell module, as described in 

sections 3.1 and 4.1. 

The following results were obtained by applying a 

DC voltage of 450V to the input of a cell, disabling 

the boost converter and switching the DC-DC 

converter of the module at a constant duty cycle. 

Fig. 10 shows the DC-bus voltage, V1, obtained with 

a high voltage differential probe, while Fig. 13 shows 

the primary transformer current, I1, obtained with a 

DC coupled current probe. The corresponding 

measurements, obtained via the cell’s primary 

measurement systems and extracted using the 

FPGA’s Joint Test Action Group (JTAG) boundary-

scan test (BST) interface, are shown in Fig. 11 and 

Fig. 14, respectively. 

V1 and V2 both verify the bus voltage of 450V. Fig. 

12 provides a comparison of V1 and V2. The voltage 

measurement, V2, is extremely accurate since no 

additional peripheral devices were used to adapt the 

bus voltage to a lower, measureable value, with the 

only notable inaccuracies caused by the quantization 

noise of the ADC. 

The current measurement, I2 is relatively accurate 

when compared to I1. Due to the lower bandwidth of 

the current transducer, I2 does however display some 

measurement mismatches at the positions where the 

current changes are too quick. 

 
Fig. 10: DC-Bus Voltage, measured using Oscilloscope 

 
Fig. 11: DC-Bus Voltage, measured using measurement system 

 
Fig. 12: DC-Bus voltage comparison 

 
Fig. 13: Primary transformer current, measured using Oscilloscope 

 
Fig. 14: Primary transformer current, measured using measurement 

system 
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CONCLUSION 

The modularity of the series stacked configuration is 

of significant importance when assessing which 

topology should be used to realize the SST system, 

since the modularity greatly improves the 

maintainability and scalability of the SST [6]. By 

switching cells in an interleaving pattern, reliable 

natural balancing can be accomplished between the 

modules, which made it possible to design a modular 

SST system. This article discussed the modular cell 

design methodology which was followed, and the 

hardware development that was done, to implement a 

complete modular and reliable SST system. Further 

elaboration on the inherent advantages of such a 

universal system was also provided.  

Measurement data of the designed measurement 

system illustrated the accuracy, noise resilience and 

thus reliability of the circuitry and signal 

conditioning techniques that were used. Further 

enhancements may involve increasing the bandwidth 

of the current measurement circuit, but this is not 

necessary at present. 
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1. INTRODUCTION 

The line-frequency transformer (LFT) is the 

traditional method for transforming voltage levels in 

the power distribution grid.  Due to the maturity of 

this technology, this method is both effective and 

cheap.  However, as explained in [1], it introduces 

unwanted characteristics into the grid. 

The solid-state transformer (SST) consists of three 

main sections, namely, a converter(s) section to 

create high-frequency AC from the input line-

frequency AC, an isolation section with a high-

frequency transformer, and lastly, another 

converter(s) section to create line-frequency AC 

output again.  The SST, as an alternative to the LFT, 

addresses some of the distribution-system problems 

and all of the LFT problem areas.  A few of the 

prominent advantages of the SST in comparison to 

the LFT, as stated in [1], are summarized below: 

(i) Output-voltage regulation:  The output voltage is 

immune to input-voltage sags and dips and free 

of power frequency harmonics.  The output 

voltage is also regulated throughout the load 

range. 

(ii) Input power-factor correction:  The input 

current is controlled to be sinusoidal and in 

phase with the input voltage.  The input of the 

SST is thus seen as a variable resistor. 

(iii) Protection:  The different controllers measure 

and have control over most operational 

parameters.  This enables the SST to act as a 

fault barrier, between the input and output, able 

to make real time decisions regarding power 

flow during fault conditions. 

(iv) Communication:  The utility can be informed in 

the event of input faults such as voltage 

unbalancing or voltage sag, for corrective 

action.  Certain SST outputs can be remotely 

controlled.  Real-time and stored operational 

data can be available to the utility to be used for 

preventative maintenance. 

The challenging aspects of the SST are the high-

voltage (HV) side converter (because of the high 

voltage) and the high-frequency transformer (because 

of isolation and parasitic issues).  Three well-known 

SST topologies are compared in [2].  These are the 

cascaded, diode-clamped and flying-capacitor 

converter topologies.  It is concluded that the 

cascaded converter topology is the most feasible as a 

result of its cost and its modular nature. 

This nature yields the implementation of the modular 

cell.  In this paper the power-electronic configuration 

of the SST is briefly discussed as introduction to the 

controller-hardware configuration that enables all the 

added functionality of the SST.  The hardware focus 

is on the main controller, whereas the software focus 

is on the active-rectifier control strategy. 

 

2. POWER-ELECTRONIC CONFIGURATION 

2.1 Three-phase SST topology 

The three-phase SST, shown in Fig. 1, comprises 

three groups of N cascaded cells, one group per 

phase.  The three-phase HV line-frequency AC input 

is connected in delta and the 3·N cell low-voltage 

(LV) DC outputs are connected in parallel.  This is 

the LV bus voltage, VDC2, of the three-phase inverter 

which, in turn, has a three-phase LV line-frequency 

AC output.  As mentioned in [2], the modularity of 

this topology introduces scalability and improves 

maintainability. 

2.2 Cell configuration 

As mentioned, the cell consists of two back-to-back 

full-bridge converters.  The front end converter is 

operated as an active-rectifier switched in a boost 

configuration.  The active-rectifier ensures that the 

input current is sinusoidal and in phase with the input 

voltage and it also regulates the cell bus-voltage, 

VDC1.  This control is discussed in greater depth later 

in this paper.  The second converter is a DC-DC 

converter that transfers the power across the isolation 

barrier.  It consists of a full-bridge converter, an 

isolation transformer and a passive-rectifier.  

According to [3], the frequency of the DC-DC 

converter is limited by switching losses and parasitic 

inductances in the circuit.  The cell configuration is 

shown in Fig. 2. 
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3. CONTROL HARDWARE CONFIGURATION 

There are three types of controllers present in the 

SST, namely, cell controllers (one for each cell), 

three main controllers (one for each phase) and an 

inverter controller.  

3.1 Cell controller 

The cell controller acts as the link between the main 

controller and each cell in the respective phase.  The 

cell controller measures and monitors the operational 

parameters of the cell and sends regular status reports 

to the main controller.  These reports indicate if the 

isolation-transformer input current and both the 

insulated gate bipolar transistors (IGBT) heat sink 

and transformer-core temperatures are within 

acceptable operating ranges.  The report also relays 

the VDC1 measurement to the main controller, which 

is used in the active-rectifier control strategy.  The 

cell controller also receives pulse width modulation 

(PWM) information from the main controller, which 

is used to generate duty cycles for the respective 

IGBTs. 

3.2 Inverter controller 

The inverter controller is responsible for one of the 

prominent advantages of the SST, namely the near 

perfect output voltage regulation.  This is achieved 

with a double loop control strategy, for faster 

response.  The strategy is developed in [3].  The 

inner loop controls the inductor current, whereas the 

outer loop controls the line-frequency AC load 

voltage.  Communication is also available between 

one of the main controllers and the inverter 

controller.  

3.3 Main controller 

The main controller is the main hardware focus of 

this paper.  It consists of five printed circuit boards 

(PCBs):  The controller board, the fiber optic 

interface board and three measurement boards.  The 

measurements taken by the latter are the input 

inductor current, IL, at the front end of the cascaded 

cell group, the input voltage, VAC, and the three-

phase inverter bus voltage, VDC2.  The fiber optic 

interface PCB enables communication between the 

main controller and all the cell controllers in the 

respective phase and between the main controllers of 

each phase.  Fiber optics are used because of 

immunity to system noise and to isolate the main 

controller from the cell controllers.  As shown in Fig. 

3, the controller PCB consists of a field 

programmable gate array (FPGA), three high-speed 

analog to digital converters (ADCs), flash memory, 

double data rate (DDR) memory, a real-time clock, a 

soft-start system interface and a USB interface. 

The FPGA is configured using VHDL.  This means 

that one actually creates logic, which has two very 

important advantages.  The first is the ability to 

perform separate functions in a parallel fashion.  For 

example, status reports can be received from multiple 

cell controllers at the same time, while a control 

strategy is implemented and while operational data is 

being stored etc.  The second advantage is the speed 

at which operations can be executed.  The high-speed 

FPGA together with the high-speed ADCs (53MSPS) 

enable the main controller to implement a high-speed 

control strategy (10MHz) to achieve multisampling 

PWM.  

A Nios II embedded processor system is 

implemented to manage housekeeping on the main 

controller.  As stated in [4], such a system can be 

implemented on a single Atera® chip; it includes a 

Nios II processor core, a set of on-chip peripherals, 

on-chip memory and off-chip memory interfaces.  

The DDR memory serves as an extension of the on-

chip memory.  Housekeeping involves, for example, 

the management of operational data and 

communication.  The Nios II processor manages the 

Fig. 1:  Three-phase SST topology. 

Fig. 2:  Cell configuration. 

Fig. 3:  Main controller block diagram. 
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communication interfaces between the FPGA, real-

time clock, flash memory, DDR memory and USB 

interface device.  The Nios II processor also gathers 

measurement data, uses the real-time clock to add 

time stamps and saves the data in flash memory.  

Using this combination of the FPGA and the Nios II 

processor thus yields the functionality to implement 

the fast, parallel input/output, control strategy, while 

still having the ease of use of a micro controller for 

housekeeping functions. 

The soft-start system enables the SST to start up 

without damaging transition-stage currents.   

The USB interface adds functionality as listed below: 

(i) Measurements from the measurement PCBs and 

the cell controllers can be sent to a PC for 

analysis during the SST design and testing 

phase. 

(ii) Operational data stored in flash memory can be 

downloaded to a laptop or any other data-capture 

device. 

(iii) A GSM or Bluetooth module can be included 

enabling remote control of the system as well as 

communication with the utility.  The utility can 

thus be informed of the nature and extent of 

faults. 

 

4. CASCADED ACTIVE-RECTIFIER CONTROL 

STRATEGY 

This strategy is aimed at regulating the power flow 

by regulating the active rectifier output voltage, VDC1, 

as well as the unity power factor, by ensuring that IL 

is sinusoidal and in phase with VAC.  The control 

discussed in this section pertains solely to the front 

end of the cell, being the active-rectifier.   

Average current mode control is implemented as 

opposed to peak current mode control and it 

incorporates a high gain integrator into the current 

loop.  As discussed in [5], this control method 

enables the inductor current to track its reference 

with a high level of accuracy and also supplies the 

control system with a high level of noise immunity.   

Fig. 4 is a block diagram of the power factor 

correction control strategy. As discussed in [6], the 

current loop is controlled by the input voltage, VAC, 

so that the converter appears to be resistive.  VDC1, in 

contrast, is controlled by varying the current-

reference amplitude.  To maximize the power factor, 

the current reference must match VAC as closely as 

possible.  If the voltage-loop bandwidth is too large, 

it will try to keep VDC1 constant and thus distort IL.  

Conversely, the bandwidth should be as large as 

possible to minimize the output voltage transient 

response.  The voltage-loop bandwidth is thus set to 

less than the input line frequency; however, the 

current loop needs a much larger bandwidth, as large 

as possible without causing system instability.  

The only way to use this control strategy on a set of 

cascaded active-rectifiers is to have a single double 

loop system sending switching signals to all the 

active-rectifiers.  As is explained in section 4.2 

below, the active rectifier switching is interleaved.  

Fig. 5 shows the equivalent circuit of a group of 

cascaded active-rectifiers, for simulation purposes, 

and Fig. 6 shows the physical implementation of this 

control strategy.  

4.1 Current loop 

The inductor current, IL, is measured, as an analog 

signal, with one of the three measurement channels.  

This channel consists of a LEM current transducer 

that converts the IL measurement to a voltage.  This 

voltage is then converted to a differential signal-pair, 

VILdiff, by the measurement PCB.  It is carried to the 

controller PCB in differential mode because of its 

resistance to system noise.  On the controller PCB, 

the signal is fed to one of the high-speed ADCs to be 

converted to a 12-bit digital signal. 

This signal is compared to a current reference, RefI, 

and the error, eI, is fed to the controller block DI(z).  

The controller block output, uI, is the PWM 

reference.  This signal is compared to two PWM 

carrier-signals per cell.  The reference value, where 

the reference intercepts either of the carriers, is sent 

to the corresponding cell controller via the 

implemented serial communication interface (SCI) 

and the fiber optic interface PCB.  The signal is thus 

converted from a digital signal to a serial optic 

signal. 
Fig. 4:  Power-factor correction control strategy. 

Fig. 5:  Cascaded active rectifier circuit diagram. 
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4.2 PWM generation 

The active-rectifier switching frequency is 10 kHz, 

which means that the two carrier signals have a 

frequency of 10 kHz.  There are two carrier signals 

because of the unipolar switching scheme.  In this 

scheme, the two carrier signals are shifted 180° with 

respect to each other, which yields an effective 

active-rectifier switching frequency of 20 kHz.  The 

respective cells in the phase group, however, are 

switched in an interleaved fashion, resulting in an 

effective phase group switching frequency of N·20 

kHz.  

Saw-tooth PWM carriers are used, thus implementing 

asymmetrical PWM.  The alternative would be to use 

triangular carriers and thus implementing 

symmetrical PWM.  The saw-tooth carrier yields 

more harmonics, but these are acceptable, given the 

high effective switching frequency.  Added 

advantages of asymmetrical PWM are that it 

simplifies the analysis of the system and makes the 

PWM less vulnerable to reference ripple.  As 

indicated by [7], PWM reference ripple 

compensation is also simpler to implement with 

asymmetrical PWM.  This ripple component is 

caused by the high bandwidth of the current loop, 

and the ripple amplitude is thus proportional to the 

current-loop gain, as discussed in [5].   

Fig. 7 shows exactly how the PWM switching 

information is sent from the main controller, where 

the control is implemented, to the cell controller, 

where duty cycles are generated and sent to the 

respective IGBT drivers on the cell itself.  The main 

controller sends two types of data packages, viz. a 

synchronize package and a reference package.  The 

synchronize package is sent on the falling edge of the 

main controller’s carrier1 signal, which triggers the 

cell controller to wait tdelay1 seconds before resetting 

its carrier signals.  The communication delay, caused 

by the respective buffers and fiber optic drivers and 

receivers, is depicted as tdelay2.  This results in the cell 

controller carrier signals being tdelay1 + tdelay2 seconds 

behind the main controller carrier signals.  The 

reference package is sent at the same time as a main 

controller reference-carrier-crossing, which results in 

a cell controller reference update with a delay of 

tdelay2 seconds, well before a cell controller reference-

carrier-crossing.  Defining tdelay1 ensures the continual 

implementation of multisampling PWM.  The only 

difference between the reference-carrier-crossings of 

the two controllers is caused by aliasing effects in the 

main controller.  It can clearly be seen how this 

communication method is less vulnerable to the 

reference ripple by effectively sampling exactly at a 

reference-carrier-crossing.  An effective reference is 

thus created on the cell controller, as depicted by the 

dotted line in Fig. 7. 

 
Fig. 6:  Physical implementation of the active rectifier control strategy.  

Fig. 7:  PWM information communication protocol. 
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4.3 Voltage loop 

The active-rectifier output voltages, VDC, are 

measured as analog values and converted to digital 

signals by the respective cell controllers.  The 

measurements are passed on to the main controller, 

once a switching period, via the implemented SCI 

interface and the fiber optic interface PCB.  It is thus 

converted to a serial optic signal and then back to a 

12-bit digital signal on the main controller. 

The signals received from all the cell controllers, in 

the respective phase, are added together to represent 

the total output voltage, sum VDC.  This signal is 

compared to the constant voltage reference, RefV.  

The error, eV, is fed to the controller block DV(z), and 

the controller block output, uV, is multiplied with a 

unit amplitude sinusoid signal, synchronized with 

VAC to generate the current reference of the current 

loop, RefI, in phase with VAC.   

This means that the current is always forced to follow 

a sinusoid, although the amplitude of this sinusoid is 

determined by the voltage loop, indirectly forcing the 

VDC to follow a voltage reference. 

 

5. SIMULATION RESULTS 

The current and voltage loops are tested by means of 

time-domain simulations.  Simplorer 8 from Ansoft 

LLC was used to simulate the interleaved switching 

of the cascaded active-rectifier circuit shown in Fig. 

4 and the circuit parameters are listed in Table 1.  IL 

tracking RefI is shown in Fig. 8.  The inductor 

current ripple is the sum of the ripples caused by 

each of the three active rectifiers and, as Fig. 9 

indicates, the three separate ripples cancel out at 

certain time instances. 

 

Table 1:  Simulation parameters. 

VAC 2.5kV Pout 2kW 

L 21.07mH VDCA1-3 1000V 

CA1-3 50µF RA1-3 500Ω 

 

The VDC ripple amplitude, however, is determined by 

the cell bus capacitor size and, as shown in Fig. 10, is 

60V.  This figure also indicates the VDC settling time 

if the bus capacitors are charged to VDC before 

switching begins.  The settling time is determined by 

the gain component of controller block DV(z).  As 

mentioned, there is a tradeoff between VDC settling 

time and RefI distortion with regard to this gain 

component.  Fig. 11 shows that the DV(z) output, uV, 

is effectively not as constant as ideally required, and 

the gain component determines the ripple amplitude 

present on this signal.  Because this ripple is 

multiplied with the unit-amplitude sinusoid, RefI is 

distorted.  A sinusoid with the same amplitude as 

RefI is added in Fig. 11 to show clearly the slight 

RefI 3
rd

 harmonic distortion created by a DV(z) gain 

of 1 unit. 

The result of the natural voltage balancing 

mechanisms of cascaded active-rectifiers can be seen 

in Fig. 12, where a load-step is implemented in one 

Fig. 8:  Input inductor current tracking the current reference. 

Fig. 10:  Bus voltage ripple and transient response. 

Fig. 9:  Inductor current ripple and ripple cancelation. 
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of the active-rectifiers.  The load RA1 is stepped down 

from 500Ω to 250Ω at Time = 300ms and stepped 

back up to 500Ω at Time = 450ms.  The two 

balancing mechanisms present are the strong 

balancing mechanism, determined by the load, and 

the weak balancing mechanism, determined by the 

filter components, as discussed in [8].  

6. CONCLUSION 

A power-factor correction control strategy, 

incorporating average current mode control, is 

applied to a set of cascaded active-rectifiers.  The 

physical implementation of this control strategy is 

discussed with emphasis on the computing power 

that enables multisampling PWM.  Simulation results 

are obtained to verify the functionality of this 

strategy and to confirm the presence of voltage 

balancing mechanisms introduced by interleaved 

switching. 
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1. INTRODUCTION 

Effective control of power-electronic converters 

(PECs) necessitate a controller capable of accurately 

regulating the output voltages and currents.  

In the past, analog controllers were used to regulate 

the voltage and current in a PEC. These controllers 

were capable of achieving high control bandwidths 

and fast transient responses, but had the disadvantage 

of high cost when additional features needed to be 

incorporated [1]. Analog controllers are also 

notorious for their varying performance due to high 

tolerance in the component values of resistors, 

capacitors, etc. This is countered by the introduction 

of digital controllers. 

Due to the characteristics of quantization and digital 

control strategies, digital controllers provide many 

advantages compared to analog controllers. These 

advantages include programmability, greater 

adaptability, improved flexibility and reduced 

susceptibility to environmental noise [2]. 

Consequently the use of digital controllers in PECs is 

increasing. 

In the past, however, digital controllers had poor 

processing power. Control calculations required a 

large amount of computational time and the early 

controllers were unable to calculate the duty cycles 

before the start of the next modulation period. Fig. 1 

shows a triangular carrier signal used in a PWM 

process and how the various processes are divided in 

the time available. 

2

s
T

 
Fig. 1:  Computation Limitation 

Earlier analog-to-digital converters (ADC) required a 

large amount of time to acquire a measurement, 

because of the slow sampling rates, conversion- and 

acquisition times of the ADC. This reduced the time 

available for computation of the control calculations. 

Solutions proposed in [3] and [4] included the 

simultaneous use of DSPs and FPGAs. 

In recent times great advancements have been made 

in microcontroller technology, increasing both DSP 

and FPGA processing capabilities. Digital controllers 

are now capable of completing all the required 

calculations before the next modulation period. As 

result of this, microcontrollers are no longer the main 

cause of steady-state tracking errors. 

The ability of the controller to effectively regulate 

the output currents and voltages of PECs requires 

accurate measurements of these parameters [5]. 

Measurements are obtained by using analog circuitry 

to ensure that signals are compatible with ADCs. The 

resulting digital codes can then used by the 

controller. 

This paper will focus on comparing various 

measurement circuits to determine the best solution 

for a specific application. Furthermore, an analysis is 

conducted on ADC architectures to determine which 

one is best suited for a specific measurement circuit. 

 

2. MEASUREMENT SOLUTIONS 

It is important that the measurement circuit has the 

ability to give an accurate representation of the 

system’s current or voltage values. As discussed in 

[5], some of the more typical measurements are the 

DC bus voltage, VDC, load voltage, VL, output 

currents like the inductor current, IL, and load 

current, IO.  

To a large extent, power measurement equipment is 

designed under the assumption that a sinusoidal 

parameter is measured. This, however, is not the case 

for PECs due to their non-linear characteristics. The 

performance requirement of the measurement circuits 

is therefore much more demanding. Circuit 

specifications such as Gain-Bandwidth Product 

(GBW), Total Harmonic Distortion + Noise 

(THD+N), Signal to Noise ratio (SNR), Common-

Mode Rejection Ratio (CMMR), amplitude error and 

phase error need to be considered when such systems 

are designed: 
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measurement solutions. 
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i. GBW: The non-linear behaviour of PECs produce 

output voltage and current signals containing 

multiple frequency components, some of which 

include: 

• the desired output signal; 

• ripple components caused by the switching 

behaviour of the converters; and 

• feedback components caused by non-linear 

loads. 

These additional high-frequency components are 

used in certain control algorithms, such as ripple 

compensation, consequently placing increased 

emphasis on the GBW of the measurement circuit 

to accurately produce the high frequency 

components without a drop in gain. 

ii. THD+N: Even though the measurement of certain 

signal components are essential, care should be 

taken to prevent the injection of additional 

harmonic components on printed-circuit board 

level. Long measurement paths are susceptible to 

the induction of environmental noise. Digital 

clocks used by the microcontroller can also cause 

clock feed-through. It is important to draw the 

attention to the fact that the THD+N of both the 

system parameter and the measurement result 

should be similar. Any loss in frequency 

information may result in the degradation of 

controller performance. 

iii. SNR: Common-mode instability and 

environmental noise can degrade the signal 

integrity of measurement signals. Unmistakably, 

the introduction of additional noise is undesired.  

iv. CMRR: A high CMRR would guarantee that any 

signal introduced to the system that is common to 

the measurement circuit’s input and its point of 

reference will be discarded. An insufficient 

CMRR degrades circuit precision by effectively 

introducing a voltage offset as a function of a DC 

level at the input [6]. However, this is rarely the 

case in power electronic applications where line 

voltage signals are used. It is also recommended 

in [6], that a complete differential-signal chain be 

used to achieve the benefits of differential signals, 

such as even-order harmonic cancellation and 

increased analog dynamic range. 

v. Amplitude Error: As discussed in [8], this error 

occurs due to a non-linear impedance of the 

semiconductor switch. As a result, the half-bridge 

output amplitude applied to the power filter 

varies, effectively corrupting the system 

parameters. 

vi. Phase Error: If the measurement result contains a 

phase error with respect to the measured 

parameter, the resulting digital code used by the 

controller would cause an inaccurate response. 

This could degrade the performance of the power 

electronic system. 

The next sections compare systems that have a 

complete differential-signal chain and single-ended 

systems utilizing certain advantages of differential 

measurements. 

 

 

2.1 System Setup 

A voltage-source inverter (VSI) was used to obtain 

practical power-electronic system measurements. 

Fig. 2 shows the typical setup of such a system. 

 
Fig. 2: VSI System 

The specification of this system is given in Table 1: 

Table 1: Inverter System Specifications 

Parameter Value 

Bus Voltage 300V 

Inductor 480µH 

Capacitor 50µF 

Switching Frequency 5kHz 

The power filter parameters were chosen such that a 

sufficient ripple component can be observed on the 

output voltage and current. This will be discussed in 

greater detail in the following sections. It is also 

important to note that all measurements were done by 

a Tektronix TDS3014B digital oscilloscope with a 

bandwidth of 100MHz. 

2.2 Voltage Measurement 

Voltage measurements are used by the controller for 

numerous reasons. Some examples include power 

supply voltage error checks, as discussed in [3] and 

system state checks. A few measurement solutions 

are discussed: 

2.2.1 Case I 

As mentioned at the beginning of this section, it is 

highly recommended to utilize the CMRR properties 

of a differential solution. This has the added benefit 

that the measured voltage need not be measured with 

respect to the ground of the measurement circuit. 

This enables the system ground of the controller to be 

referenced to any point within the DC bus’ upper or 

lower limits [3]. Even if the system ground of the 

controller is isolated from the high voltage power-

electronic system, a large DC level can be observed 

due to ground differences. Consider the circuit 

proposed by [6] in Fig. 3, which depicts a high-

voltage differential amplifier measurement solution.  

 
Fig. 3: Case I Voltage Measurement Circuit 
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The circuit’s high CMRR capability makes it a great 

option when high common-mode signals are 

experienced in the system. The transfer function for 

this circuit is given in (1), where VCM is the common-

mode noise component of the input signal and Vdiff 

the differential component. This output voltage is 

then level shifted by VREF for use by an ADC. 

Analysis of VCM’s coefficient shows that it is an 

extremely small value. This corresponds with this 

circuit’s characteristically high CMRR. The 

Wheatstone bridge in Fig. 3 has a high sensitivity and 

facilitates the active filtering of these common-mode 

components. Fig. 4 shows a signal of the converter 

being measured and the result of the measurement 

circuit in Case I. 

 
Fig. 4: Case I Voltage Measurement Results 

It must be noted that the measurement result is an 

inverted representation of the inverter voltage which 

corresponds with the circuit’s transfer function given 

by (1). Both contain a similar switching ripple as was 

chosen by the system discussed in section 2.1. 

Notwithstanding the inverted output, there is no 

additional phase error observed. This circuit has an 

increased common-mode input voltage range beyond 

the supply voltages and is highly capable of 

accurately represent the measured voltage. 

Simulations were done where a common-mode signal 

as large as 230 VRMS was applied at the input and was 

effectively removed. Analysing the frequency 

response of this circuit, can be aided by looking at 

the Fast-Fourier-Transform (FFT) depicted in Fig. 5 

 

Fig. 5: Case I FFT of Inverter Voltage and Measurement 

The increased harmonic distortion between the 

fundamental- and switching frequency is due to a low 

 

(1) 

 

resolution reference signal. A FFT of a sinusoidal 

signal which is digitized at a 7-bit resolution is also 

shown in Fig. 5. Notice the similarity between the 

FFT of the digital signal and the measured signal. 

Comparing the fundamental and switching 

frequencies between the input- and output signals 

points out the poor SNR and THD+N of this solution. 

A great deal of frequency information is lost, but will 

be irrelevant when using SAR-based acquisition 

solutions, since an averaging sampling scheme is 

used, which effectively disregards high frequency 

components. Conclusively, this solution is 

recommended to be used in conjunction with a SAR 

ADC. 

2.2.2 Case II 

The circuit in Fig. 6 was proposed by [9] and forms 

part of a complete differential-signal chain driving a 

full differential ADC. 

 
Fig. 6: Case II Voltage Measurement Circuit 

It is common practice to place a LPF on the output 

signal to filter out high-frequency noise. This can be 

achieved by either using a RC network such as Rf 

and Cf or by including capacitors, CX, in the feedback 

path. It is advisable to avoid the latter solution, since 

it results in the op amp driving a capacitive load. This 

results in a high-frequency oscillation on the output 

signal as can be seen in Fig. 7: 

 
Fig. 7: Oscillation due to Capacitive Loading 

The transfer function from the output of the amplifier 

to the input is given by equation (2): 
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The resulting signal is then offset by Vref. The 

circuit’s performance can be investigated by looking 

1 3 4 2 3 4

4
1

3 3
1 3 4 2 3 4 1 2 4 1 2 3 1 3 2 3

1 1
( 1)

1 ( 1)2 2

1 1
( 1) ( 1) ( 1)

2 2

O CM diff

R R R R R R
R

V V V
R R

R R R R R R R R R R R R R R R R

α α
δ

αδ
δ

δ δ δ
δ

 + +  
+ +  − − + + = + + + + + + + + − −

+  

TOPIC A. POWER ELECTRONICS
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper A-5 Pg. 28



at Fig. 8, which shows both the voltage measured by 

the circuit and its corresponding output. Due to the 

differential format of the output, the signal has no 

DC offset, giving an accurately scaled representation 

of the measured signal with no amplitude- or phase 

error observed. 

 
Fig. 8: Case II Measurement Results 

The frequency performance can be seen by 

examining Fig. 9, which depicts the FFT of the 

signals shown in Fig. 8:  

 

Fig. 9: Case II: FFT of Inverter Voltage and Measurement 

Notice that the FFT of the signals compare 

excellently with each other. The ratio between the 

switching frequency and its harmonics to the 

fundamental frequency is nearly equal. The THD+N 

and SNR of this circuit are therefore very good. 

2.3 Current Measurement 

Numerous solutions exist in realizing current 

measurements in PEC systems. Some of these are 

discussed by [3]: 

i. Current Transformers (CT): This measurement 

method has the advantage of providing 

protection through galvanic isolation along with 

a scaled representation of the primary current, 

but has the drawback of being limited to AC 

measurements [3]. It furthermore has a limited 

spectrum of frequencies depending on the core 

material of the transformer [10].  

ii. Shunts: A current shunt circuit measures the 

small differential voltage across a resistive 

shunt. The switching of the converter, however, 

causes a large common-mode voltage and high 

slew rate. The result is highly corrupted 

measurement. As discussed in [11] the typical 

limiting factor is the self-heating of the shunts 

due to I
2
R losses. Temperature related errors 

however are not the primary contributor to 

overall errors. Other subtle errors such as current 

feed-point sensitivity, field coupling to the shunt, 

proximity of ferromagnetic materials and many 

others often dominate. 

iii. Hall-Effect Transducers: These provide excellent 

galvanic isolation and are not limited to AC 

signals. This component, nonetheless, has a 

limited measurement bandwidth, but with a 

range of 100-200 kHz, which is more than 

sufficient for most, if not all, power-electronic 

applications. Nevertheless, as pointed out in 

[12], the hall-effect sensor has a minor design 

problem in that it has a large gain at high 

frequencies, result in a highly distorted feedback 

signal in its closed loop circuitry.  

2.3.1 Case I 

The circuit shown in Fig. 10 is a simple solution 

utilizing a current transducer.  

 
Fig. 10: Case I Current Measurement Circuit 

The equation in (3) gives the transfer function for this 

circuit. 

 32 4

1 3 4 3 4

1
O in ref

RR R
V V V

R R R R R

  
= + +  

+ +  

 (3) 

where Vin is the voltage measured over resistor RM. 

The current transducer provides a signal that is 

linearly proportional to the measured current. 

Consider Fig. 11 which show the output inductor 

current of the VSI discussed in Section 2.1. 

 
Fig. 11: Case I Current Measurement Results 

The inductor current has this characteristic ripple as 

proven by [8] due to the value of the filter inductor 

according to equation (4) for a half-bridge topology:  

 ( )2

2

d
L

filt c

V
i D D

L f
∆ = −  (4) 

The circuit gives a good scaled representation of the 
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input current measurement. To analyse the THD+N 

and the SNR of this circuit, consider Fig. 12: 

 
Fig. 12: Case I FFT of Inductor Current and Measurement 

The noise floor is slightly distorted but the 

magnitudes of the fundamental and switching 

component compare excellently with one another. 

2.3.2 Case II 

Another current measurement solution is shown in 

Fig. 13: 

Fig. 13: Case II Current Measurement Circuit 

This is a solution for a current measurement with a 

full-differential signal chain. The transfer function of 

this circuit is indicated by equation (5): 

 
2 2

b b
o ref in

a a

R R
V V V

R R
= −  (5) 

The response of this circuit can be seen in Fig. 14. 

The output signal in inverted as suggested by 

equation (6). No noticeable phase error occurs 

 

Fig. 14: Case II Current Measurement Results 

The frequency response is shown in Fig. 15. Analysis 

of these FFTs shows a good correspondence between 

the input and output signals of this circuit. No 

significant amount of noise is added. Conclusively, 

the THD+N and SNR of this circuit are good. 

 

Fig. 15: Case II FFT of Inductor Current and Measurement 

3. ACQUISITION SOLUTION 

A brief discussion will be made on two of the most 

widely used ADC architectures in the industry. The 

successively approximated register (SAR) and the 

pipelined ADCs are very popular converters thanks 

to their relative high bit resolution and high sampling 

and conversion rates. 

3.1 Referencing Realization 

The ADC uses a reference voltage in its conversion 

process to produce the digital equivalent of the 

analog measurement. In the pursuit to remove 

common-mode noise on measurement results, this 

reference level needs to be as accurate as possible.  

 
Fig. 16: Reference Voltage Measurement and FFT 

Fig. 16 shows an oscilloscope screenshot of a 2.5 V 

reference voltage along with an FFT of the signal. 

Notice a large noise frequency component at 5 MHz. 

Such noise frequencies will not adversely affect 

measurement result, since it will be outside the 

frequency spectrum to which the measurement 

system has been designed. It is also a common 

practice to low-pass filter (LPF) the measurement 

results to eliminate such unwanted high frequency 

noise.  

These noise components will, however, have a 

significant impact on the conversion results of the 

ADC. Even though the sampling rate of an ADC will 

be below these high frequency noise components, eg. 

1 MSPS, the comparators used in the ADC operate at 

integer multiples of the sampling rate. Given that 

 1
2

range

bit

V
LSB =  (7) 

where LSB is a least significant bit, Vrange refers to 

the analog dynamic range and bit being the resolution 
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of the ADC. Conclusively, any noise magnitude in 

the order of 1 LSB will corrupt the digital output 

code by one LSB. The noise will therefore directly 

affect the comparator results.  

3.2 SAR 

Descriptions in [13] and [14] show that a SAR 

functions by implementation of a binary search 

algorithm. A comparison is performed by 

determining if VIN is greater or less than VREF. A 

logic state is generated based on the result of this 

comparison, resulting in a digital equivalent of the 

analog signal. This can easily be understood by 

considering Fig. 17:  

1

2
REFV

REFV

3

4
REFV

1

4
REF

V

 

Fig. 17: SAR Architecture Functional Depiction 

SAR ADCs are mostly used by doing a conversion 

every modulation period, resulting in a signal 

bandwidth limited to the modulation frequency. It is 

therefore recommended to use this architecture in 

conjunction with the circuit mentioned in section 

2.2.1. 

3.3 Pipelined 

As explain in [15] and [16], this architecture utilizes 

parallel conversion, where the architecture is sub-

divided into multiple stages with each converting a 

certain part of the analog input signal. Each stage 

consists of flash ADCs making it capable of 

achieving high sample- and throughput-rates. Thanks 

to these high rates, this architecture is best suited 

with measurement solutions that have great 

frequency performance. Such as the circuits in 

sections 2.2.2 and 2.3.2 

 

4. CONCLUSION 

A comparative study was done on two voltage 

measurement circuits and two current measurement 

circuits. Circuit accuracy and performances were 

discussed and compared. Furthermore, a brief 

discussion on popular ADC architecture and its 

application were done. 

When an averaging scheme is used which disregards 

switching frequency components, it is recommended 

to use the Case I solutions along with a SAR ADC. 

If, however, high bandwidth control algorithms are 

used which are dependent on measurement data 

being acquired at very high sampling rates, the Case 

II solutions in conjunction with a high sampling 

Pipeline ADC is recommended.  
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1. INTRODUCTION 

 

Multiple secondary transformer taps are often used in 

isolated converters to provide various voltage levels 

while only using one set of switches [1]. In these 

cases it is possible to regulate the output of one of 

these secondary taps through feedback control by 

adjusting the pulse width of the converter driver 

signals. 

 

Multi-tapped primary side windings are common in 

low frequency applications and are often used for 

voltage regulation. This practice has however not 

been considered widely in high frequency converter 

applications [2].  

 

Power electronic converters are almost always 

designed with the assumption that the source voltage 

only varies to a limited degree and that the desired 

output voltage can be maintained through duty cycle 

control on the buck, boost or buck-boost converters 

used in these applications. 

 

Renewable energy utilization has become an 

important field of research in recent years, one of the 

main factors being the affordability of the systems 

and components [4]. Cheap wind generators, 

designed for low power applications below 1kW, 

may not have variable pitch rotor blades. Field 

control may also not be an option because of the use 

of permanent magnets as opposed to wound field 

coils. The output voltage, which is simply a function 

of the wind speed for these generators, may then vary 

over a wide range. Duty cycle control of the 

converter output voltage then becomes limited and 

the efficiency of such a converter is also affected in 

the process. Generators required for higher power 

levels are more expensive and have added features 

which assist voltage regulation as a function of wind 

speed. 

 

Multi-node converter concepts are currently being 

developed and if the interconnection of the secondary 

nodes can be automated, these converters should also 

be capable of handling variation in input voltage by 

reconfiguration of the output nodes. Time delays may  

 

 

however occur in the process and increased output 

capacitance will be required to compensate for these 

delays.  

 

This work investigates the use of tapped high 

frequency transformer or coupled inductor windings 

to address the problem at hand. If the output voltage 

cannot be maintained accurately through duty cycle 

control any more, it is suggested here that the turns 

ratio of the transformer or coupled inductor is simply 

changed to allow the operating point to return to a 

position where fluctuations in the input voltage can 

be handled better.   

 

The converters used in small installations below 

1kW, have to be cheap and simple. Fly-back 

converters, buck-boost converters [3] and sepic 

converters are often used due to their low component 

count. A few of the simple isolated converters are 

listed here in an effort to show how the topologies 

may be adapted to accommodate multiple primary 

windings. It should be pointed out at that an added 

level of complexity should be expected. It is possible 

to obtain the same result by simply using multiple 

converters, each with its own switches and 

transformers or coupled inductors designed to 

operate optimally in a specific range of supply 

voltage and only one of them may then be operated at 

a time. The proposed solution is aimed at using the 

same magnetic component with multiple primary 

windings. A push-pull converter will be used to 

verify the concept and to point out the effect of the 

tapped windings in the transformer on the switch 

voltage ratings.  

 

2. CONVERTER TOPOLOGIES 

2.1 Fly-back converter 

 

Figure 1 shows the circuit diagram of a fly-back 

converter. The primary winding comprises a number 

of turns and the output voltage of the converter is 
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simply determined by equation (1) [6] where D is the 

duty cycle. 
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The open circuit switch voltage is given by equation 

(2) and it is evident that as the duty cycle increases 

the output voltage increases and the switch voltage 

decreases during the off intervals. 
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For simplicity of the analysis a 50% duty cycle is 

chosen. The rated voltage of the fly-back converter 

switch should be at least twice the value of the 

supply voltage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 illustrates the proposed strategy where the 

turn ratio of the coupled inductor is controlled with 

two additional switches. Only one of the switches 

will be modulated for a given range of supply 

voltage. The main concern is what effect the 

modulation of a specific switch has on its own open 

circuit voltage as well as that of the other switches in 

the circuit. 

 

An analysis is performed for each of the possible 

combinations. Consider Np1 = Np2 = Np3 = Ns for the 

moment. The duty cycle is still 50%. The values of 

the open circuit voltage for each switch are listed in 

table 1 for each of the cases where the switches S1 

through S3 are operational. Keep in mind that Vd is 

not constant. The fact that the source voltage lowered 

in the first place necessitates S1 and S2 being 

modulated as opposed to the single switch fly-back 

converter. For this application the options for the turn 

ratio are 1:1, 2:1 and 3:1. With Vd equal to one third 

of the nominal source voltage Vnom, the turn ratio of 

1:1 will be used, for Vd = 2Vnom/3 the 2:1 ratio and if 

the source voltage is equal to the initial design value 

the turn ratio will be 3:1. The worst case open circuit 

voltages are listed in the same table in terms of Vnom 

showing that for the chosen turns ratios the switches 

are not stressed more than usual. 

Not all the equations used to obtain the results in 

table 1 are listed here. For the turns ratio 1:1, the 

equations (3), (4) and (5) are listed below. 

                         1 2S oc dV V=            (3) 
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Table 1: Open circuit switch voltages 
 

Operational 

switch 

S1 S2 S3 

VS1oc 4.0Vd  = 
1.66Vnom 

2.5Vd = 
1.67Vnom 

2.00Vd = 
2.00Vnom 

VS2oc 3.0Vd = 

0.99Vnom 

2.0Vd = 

1.33Vnom  

1.67Vd 

=1.66Vnom 

VS3oc 2.0Vd = 
0.66Vnom 

1.5Vd = 
1.00Vnom 

1.33Vd = 
1.33Vnom 

 

These results were confirmed through simulation and 

experimental work. Conditions for different turns 

ratio’s and duty cycles may be obtained in a similar 

way. The design method of the fly-back converter 

will probably have to be revised to make sure that it 

is still applicable in this case since the primary 

inductance changes with the addition of more 

primary turns.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Additional diodes need to be added in series with at 

least switches 2 and 3 of the shown topology. If S1 is 

operated the voltage induced in primary windings Np2 

and Np3 will forward bias the body diodes of the 

MOSFET switches S2 and S3 causing high short-

circuit currents to flow through S1. 

 

2.2 Push-pull converter 

 

A push-pull converter is shown in figure 3. This 

converter is also relatively simple since no high side 

drivers are needed. The symmetry of the driver 

signals needs to be maintained at all times to prevent 

core saturation. The open-circuit switch voltages are 
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the same as for the fly-back converter and have also 

been verified through simulation. The diodes in 

series with the switches prevent the problem 

described in the previous section. This converter is 

used in the experimental phase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.3 Full-bridge converter 

 

The full-bridge topology with added primary 

windings in figure 4 is shown but not analyzed in this 

work because they are suited for higher power 

applications than the application presently 

considered. The switches required to change the 

effective turn ratio of the transformer have to allow 

bi-directional current flow and they also need to be 

driven using isolated drivers, further complicating the 

practical implementation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. EXPERIMENTAL VERIFICATION 

 

For experimental purposes a 30W push-pull 

converter is constructed. The transformer has three 

primary taps of three turns each and a 6 turn 

secondary, making turns ratios of 3:6, 6:6 and 9:6 

possible. It should again be emphasized that the 

leakage inductance of the transformer and any layout 

stray inductance should be minimized. Since the 

experimental setup is done on breadboard, the layout 

inductance is unavoidably high, the main reason for 

the limited power levels achieved in this experiment. 

Table 1 has shown that the outer switches experience 

open-circuit voltages four times the supply voltage 

with the 1:1 ratio and any overshoot on these 

switches are also multiplied by the same factor. The 

total number of primary turns is determined by the 

maximum input voltage and simply divided by three 

to form the different taps. The six primary windings 

are individually wrapped in copper foil conductors 

which in turn are arranged in a centre-tap 

configuration.  

 

A block diagram of the experimental setup is shown 

in figure 5 and a photograph of the physical hardware 

with an insert of the low leakage inductance 

transformer is shown in figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

During the experimental phase only one MOSFET 

driver is used and the desired operating switches are 

selected manually. In an actual application the cost of 

multiple drivers has to be weighed against a single 

driver with additional components required to route 

the driver current to the correct switches. 
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Fig. 6. Photograph of experimental setup 
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The output voltage is regulated at 11V whilst trying 

to adjust the input voltage between 5V and 30V. The 

trends for the full range of values are shown as a 

function of the input voltage in figure 7. 

 

 
 

 

 

Running the converter at duty cycle values close to 

minimum and maximum values result in poor 

regulation with variation in load conditions and 

should be avoided. The efficiency of the converter 

also varies as a function of duty cycle. It is clear from 

the results that the tap changes are required to 

sufficiently cover the variation in the input voltage 

without sacrificing efficiency.  

 

Table 2 shows the duty cycle range and efficiencies 

for the different turn ratios. The recommended ranges 

of input voltages listed in the same table are a result 

of the mentioned duty cycle limitations while trying 

to maintain the highest possible efficiency.  

 
Table 2. Tap utilization 

 

Turns ratio Vd  (V) D  (%) Efficiency (%) 

3:6 8-14 49-14 62-38 

6:6 14-20 43-12 60-48 

9:6 20-30 37-9 78-51 

 

Figure 8 gives a graphical representation of the 

efficiency of the converter as a function of the duty 

cycle for the three different tap arrangements. The 

step-up tap selection displays the lowest overall 

efficiency because the primary transformer and 

switch currents are higher for the same output power. 

The step-down tap selection has the highest overall 

converter efficiency but cannot cover the full range 

of input voltage.   

 

4. CONCLUSION 

 

This work successfully illustrates the concept of 

using multiple switched transformer taps in a high 

frequency application. The wide range of variation of 

input voltage is compensated for by adjusting the 

turns ratio.  

 

Voltage waveforms are not shown in the paper but 

the expected peak values for the different input 

voltage levels were obtained as discussed in table 1. 

 
 

 

 

 

The experimental results were obtained with 

snubbers in the switching circuits [7]. Snubbers 

obviously reduce the efficiency of the converter and 

work is currently being done to improve the layout 

and reduce transformer leakage inductance so as to 

avoid the necessity for snubbers at higher power 

levels.  

 

The feedback loop still needs to be closed and the 

switch-over process should be automated once the 

desired duty cycle ranges are established. 

 

 

The successes of this work justify further work being 

done on other converter topologies. Utilizing this 

concept is presently being investigated as a means of 

improving the power factor of high frequency power 

converters. 
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A finite-element-based optimization tool for linear generators

S. Gerber, J.M. Strauss

Stellenbosch University, Department of Electrical and Electronic Engineering, Stellenbosch, South Africa

Abstract. This paper discusses a finite-element-based optimization tool for short stroke tubular linear generators
and illustrates it’s use by means of an example. An overview of the finite-element code used as foundation for the
tool is given and it’s strengths and weaknesses are highlighted. The original code was modified to make it more
suited to the simulation of short stroke linear machines. Additional code was written to improve the usability and
to extend the functionality of the tool. The capabilities of the tool is discussed with specific focus on how it can
be used to evaluate and optimize a given linear generator topology. The use of the tool is demonstrated by means
of an example which illustrates that the tool is flexible and can make use of different optimization strategies. The
final simulation results are validated by a comparison with results obtained using Magnet 6.

Key Words. linear generator, finite-element, optimization

1. INTRODUCTION

As the urgency of harnessing renewable sources
of energy increases, research in energy conversion
techniques has seen rapid growth. As a result, new
challenges in generator design have arisen. For ex-
ample, free piston Stirling engines hold numerous
advantages when compared to their kinematic coun-
terparts. These engines provide short stroke recipro-
cating movement ill-suited to rotary generators. In
this case, the need for a short stroke linear generator
arises. In the design of generators, it is desirable to
optimize a specific topology so that the end product
performs well and can be produced cost-effectively.
To this end, a finite-element-based optimization tool
for linear generators was developed using an exist-
ing finite-element code as foundation. Improvements
were made to the original code to make it more usable
and better suited to the analysis of short stroke linear
generators. The tool, from here on referred to as
SEMFEP (Stellenbosch Electrical Machines Finite-
Element Program), was used to optimize a specific
topology, making use of several different optimization
methods. Finally the results obtained are validated by
comparison with results obtained using Magnet 6.

2. OVERVIEW OF THE ORIGINAL FINITE-
ELEMENT CODE

2.1 General overview

The finite-element code used as foundation is the
Fortran implementation as presented by Wang et al.
[1]. This code was used because of the following
strengths:

• The code makes use of a Cartesian Air-Gap
Element (CAGE) which is ideally suited to
time-stepped simulations with motion because
it avoids remeshing of the airgap and gives
accurate results of the airgap field.

• The Fortran source code is directly accessible.
This encourages a better understanding of the
underlying calculations and allows greater flexi-
bility in the use of the code.

• The code is fast – an important advantage due to
the iterative nature of optimization algorithms.

Unfortunately, there were also a number of negative
aspects to the implementation. The most important
short comings were the following:

• The implementation was written in Fortran 77,
an old standard upon which many improvements
have been made in more recent years.

• The program performed many unnecessary file
operations related to simulation inputs and out-
puts. This can be ascribed to the fact that the
code was written in an era when memory usage
was critical and had to be minimized. These
specific operations are unnecessary on modern
computers. Not only did these file operations
have a negative impact on performance, but it
also complicated the task of following the work
flow of the program.

• The program was structured in such a way that
the input describing a machine was split across
multiple files which were very hard to interpret.

• Machines were drawn in the correct format for
this code using a scripting approach. No graph-
ical interface was available. This in itself was
not a problem, however, drawing machines was a
tedious process because of a lack of convenience
functions. This was a major obstacle in making
the tool easy to work with.

• The original code’s graphical output capabilities
were somewhat limited. This proved to be a
major disadvantage.

In general, the program was poorly structured and
although it was capable of producing good results,
it was not very easy to work with and could make
better use of the powerful tools available to modern
programmers. Because of all the above mentioned
difficulties it was decided to put the implementation
through a complete clean-up process and make the
changes that would allow the use of Fortran 95
instead of Fortran 77. The aim was to produce code
that is more understandable and easier to work with
and to improve performance.
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2.2 Post-processing

This section describes some useful calculations that
were already implemented in the original code. Only
small modifications to these calculations were neces-
sary.

The flux linkage, λ , of a coil can be obtained. The
calculation involves integrating the magnetic vector
potential over the surface area of the coil.

The magnetic force in the direction of movement
on the translator, fmag, can be obtained. Because
the original implementation is targeted at rotary ma-
chines, the force was converted to a torque. A simple
modification yields the force. The calculation is based
on Maxwell’s tensor. Details of this calculation are
discussed by Abdel-Razek et al. [2].

3. OVERVIEW OF SEMFEP
3.1 Component description

The tool consists of a collection of components
as illustrated in figure 1. The assembler draws the
machine in the correct format for the mesher based
on input provided by the user. The mesher generates
a mesh and optimizes it by maximizing the smallest
angle of all the triangles. The preprocessor performs
CAGE related operations, sets up the boundary con-
ditions and generates other data needed by the solver.
The solver calculates the magnetic vector potential at
every node. This step is repeated for a number of
different positions of the translator. A new position
is easily generated by modifying the CAGE. During
the post-processing step the flux linkage, the magnetic
force as well as all the outputs described in the next
section are generated. SEMFEP offers the option to
display the output – which can be quite comprehen-
sive – graphically.

The components inside the dashed box represent a
single simulation of a machine. For optimization
purposes, a simulation is wrapped inside another
program. This program repeatedly runs simulations
with different values of the input parameters and
finds the best design. Because it is often desirable
to run different optimizers on the same problem,
SEMFEP was designed so that it is easy to integrate
a single simulation in different environments. An
example illustrating how a simulation can be run
from a Python environment is given in the next
section. Running different optimization algorithms on
the same problem allow results to be compared and
the validity of optima to be verified.

Because the source code for all the components are
available, it is possible to extend the tool by adding
new functionality such as is recommended at the end
of this paper.

3.2 Modifications to the original code

During the clean-up process, improvements were
made to the code’s structure and unnecessary file

Assembler

Mesher

Pre-
processing

Solver

done?

yes

no

Move
CAGE

Post-
processing

Graphical
Output

Optimizer

Simulation

Fig. 1: Components of the tool

import semfep

input = [20e-3, 20e-3, 40e-3]
output = semfep.simulate(input)

Listing 1: Running a wrapped simulation in Python

operations were removed. This did have the desired
effect of making the work flow of the program easier
to follow. The option still exists to write all the
generated data to files for the purpose of debugging,
but the new implementation passes all data directly in
memory from one component to the other. This had
a positive effect on the performance of the code.

One goal of this project was to enable the use of
Python, a powerful high-level open source scripting
language, for optimization purposes. This was accom-
plished by wrapping an entire simulation with f2py, a
tool that allows Fortran routines to be called directly
from Python. Listing 1 shows just how simple it is to
run a simulation from Python this way. The example
in this paper was optimized using Fortran and Python
optimizers.

Python, together with an extension called matplotlib,
is also capable of producing high quality graphs.
For this reason, all graphical output was done using
Python.

The input mechanism of the implementation was
completely restructured. A Fortran 95 module was
used as a centralized point of input, eliminating the
use of multiple files and ensuring that variables are
not duplicated. Variables declared in this module can
even be passed to Python functions, ensuring that no
duplication occurs, even across different languages.
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This allowed Python to be used for post-processing
calculations as well.

The original implementation was primarily designed
to simulate rotary axial flux permanent magnet ma-
chines. Typically only a section of a machine would
be simulated and a periodic model would be used.
This is not ideal for the type of linear generator
under discussion because it is usually not possible
to represent the machine with a periodic model or, in
other words, to neglect the effects at the ends of the
machine. For this reason, machines are drawn with an
air box around them, sufficiently large so that fields
at the extremities of the model are negligible.

Assembler

The assembler is the component responsible for draw-
ing a machine in the correct format for the solver.
As mentioned earlier, the original Fortran assembler
was not very easy to work with. This problem was
solved by completely reimplementing the assembler
in Python. The new Python assembler is still based
on the scripting approach – which is desirable for op-
timization purposes – but a multitude of convenience
functions have been written to simplify the drawing
of machines.

Constant time-stepping vs. constant displacement-
stepping

Another important difference between rotary and
short stroke linear machines is that the speed of the
rotor is constant in the former case but the speed
of the translator is sinusoidal in the latter case. This
implies that either the displacement of the translator
or the time steps have to vary sinusoidally in a time-
stepped simulation. It was decided to implement a
constant displacement of the translator at every time-
step and to vary the time-steps sinusoidally. In this
way, accurate flux linkage and force data is obtained
over the entire range of translator displacements.
However, when this data is plotted as a function of
time, the data points are not evenly spaced, but further
apart where the translator speed is low and closer
together where the translator speed is high. For a half
period simulation, the time at time-step n out of N is
then given by

t(n) =
1

2π f
arccos(1− 2n

N
) (1)

where f is the frequency of oscillation.

Post-processing

The original post-processing code was applicable to
three-phase machines and could not be used for the
purposes of this tool. The calculations described in
the next section were newly implemented, making use
of Fortran and Python. The original implementation
calculated derivatives using backward differences.
Improvements which were made to this numerical

−
em f

+ L
− L di

dt +

+
vλ

−

R
− Ri + i

+
vt

−

Fig. 2: Circuit model of the linear generator

differentiation technique is discussed in more detail
in the next section.

4. SIMULATION OUTPUTS

4.1 Overview

This section describes the outputs of a simulation.
All of the calculations in this section were imple-
mented by the author. The circuit model used for the
type of linear generator under discussion is shown
in figure 2. Note that the current i is an input to
the simulation and can be assumed to be sinusoidal
(or any other waveform) for the case in which the
generator is driven by a power electronic converter.
This assumption was made for the purpose of this
discussion. The current at time-step n out of N is
given by

i(n) = I cos
(
2π f t(n)−φ

)
(2)

where I is the peak value of the current, φ is the
phase shift of the current and t(n) is given by (1).

The continuous derivatives and integrals that appear
were first implemented by finite differences and
trapezoidal integration respectively. Results obtained
in this way were not sufficiently accurate however.
Greater accuracy was achieved by using cubic-spline
representations of the data which can be differentiated
and integrated analytically. The use of Python greatly
simplified these calculations because all the necessary
functions are available in the scipy extension of
Python. Figures 3 and 4 show a comparison between
different numerical differentiation techniques where
vλ was calculated according to equation 7. It is clear
that the spline technique performs much better in
areas where points are not very closely spaced, as
is emphasized in figure 4. With the sinusoidal time-
stepping scheme discussed in section 3.2 generating
unevenly spaced points, areas such as is illustrated in
figure 4 will always occur. For this reason, a good
differentiation technique is vitally important.

4.2 Resistance

The equivalent winding resistance of the machine is
calculated as

R =
NpRc

N2
||

(3)

where Np is the number of coils and N|| is the number
of parallel circuits. Rc is the resistance of a single coil
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Fig. 3: Comparison of differentiation techniques

Fig. 4: Comparison of differentiation techniques: close-up

and is calculated as

Rc =
l

σA
(4)

where l is the length of wire used in the coil, σ is
electrical conductivity of the copper and A is the cross
sectional area of the wire.

4.3 Inductance

The equivalent inductance is calculated as

L =
NpLc

N2
||

(5)

where Lc is the inductance of a single coil. Lc is
determined by a single dedicated simulation with all
magnets “switched off” and a test current exciting a
single coil. Lc is then calculated as

Lc =
λ
It

(6)

where λ is the flux linking the coil and It is the
magnitude of the test current. In general, inductance is
a function of both translator position and current. The
aim of this calculation is to obtain a good average.
This implies that the test current and, in some cases,
the position of the translator have to be chosen
carefully. SEMFEP is also capable of calculating
the positional values of the inductance, but this is
computationally more expensive. This can be used to
validate the obtained average.

4.4 Electromotive force and terminal voltage

The voltage, vλ , is calculated as the derivative of the
flux linkage, namely

vλ =
dλ
dt

(7)

With R known, the terminal voltage is calculated as

vt = vλ +Ri (8)

With L known, the emf can be calculated as

em f = vλ −L
di
dt

(9)

The em f can also be obtained by running a simulation
with the current, i, set to zero and taking the derivative
of the flux linkage, i.e.

em f =
dλ
dt

with i = 0 (10)

Calculating the em f using both methods should yield
similar results if the calculated inductance is accurate.
This is a good way to verify the accuracy of the
calculated inductance.

4.5 Power and efficiency

The input power to the machine is calculated as

Pin =
1
T

∫ T

0
fmag(t)v(t)dt (11)

where T is the period of the oscillation, fmag(t) is the
magnetic force exerted on the translator and v(t) is
the speed of the translator.

The input power can also be calculated as

Pin =
1
T

∫ T

0
vλ (t)i(t)dt (12)

Equations 11 and 12 should yield precisely the same
results if the simulated flux linkage and force is
exact, no numerical differentiation error is made when
equation 7 is evaluated and no integration error is
made during the evaluation of equations 11 and 12.
In practice, small errors do occur. A notable decrease
in these errors were observed after the spline dif-
ferentiation and integration techniques were adopted.
Comparison of Pin from equations 11 and 12 is one of
the methods used to evaluate a simulation’s accuracy.

The output power is calculated as

Pout =
1
T

∫ T

0
vt(t)i(t)dt (13)

The efficiency is then given as the ratio of the output
and input power

η =
Pout

Pin
(14)

The simulation neglects hysteresis and eddy current
losses.
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Fig. 5: An example of a short stroke linear generator

Method MFD SLP SQP PSO
m 35.1 kg 32.5 kg 33.0 kg 33.7 kg
Pout 9.98 kW 9.99 kW 10.0 kW 9.98 kW
η 97.8 % 96.8 % 96.7 % 96.8 %
Byoke 1.60 T 1.59 T 1.57 T 1.60 T
Btooth 1.60 T 1.60 T 1.60 T 1.60 T

Table 1: Optimization results: Objective function and
constraint values

4.6 Other outputs

Two other outputs of the simulation are worth men-
tioning. The mass of a machine is available as output,
the mass of the stator, translator and the total being
reported. It is also possible to easily extract the peak
flux density at a specific area in a machine. This
is useful because it is usually desirable to constrain
the peak flux density when optimizing a machine,
especially since the simulation currently neglects hys-
teresis and eddy current losses.

5. APPLICATION EXAMPLE

The topology shown in figure 5 is presented as an
example. Although this is an axisymmetric tubular
machine, the machine was modelled as a flat ma-
chine for the purpose of this study. This was done
because SEMFEP is currently limited to solving two-
dimensional problems in cartesian coordinates. This
approach does have the added advantage that only
half the machine has to be simulated if the Neumann
boundary condition ( dA

dx = 0) is applied on the slice
through the middle of the machine represented by
the bottom edge of the dashed box in figure 5.
The disadvantage of this method is that it is a poor
approximation of a tubular machine when dimension
8 is not large compared to the width, w, of the tubular
structure.

The dimensions 1 through 8 shown in figure 5 as well
as the phase of the current i (see equation 2) were

Method MFD SLP SQP PSO

Dimensions [mm]

1 18.6 13.3 13.0 14.0
2 47.4 47.0 56.6 47.5
3 17.9 13.2 13.1 13.8
4 25.3 32.7 30.4 30.4
5 4.4 5.2 4.8 5.0
6 46.1 36.6 43.2 36.0
7 3.0 3.0 3.0 4.72
8 10.0 10.0 10.0 11.8

φ [rad] 1.58 2.03 1.98 1.83

Table 2: Optimization results: Design variables

chosen as the design variables of the optimization
problem. The goal of the optimization was to obtain a
design which can meet required power and efficiency
specifications while being as light as possible. With
the outputs from the previous section available, the
optimization problem was formulated as

Minimize : F(X) = m

Subject to : Pout > 10 kW
η > 0.95
Byoke < 1.6 T
Btooth < 1.6 T

where X is the vector of design variables, m is the
total mass of the machine, Byoke is the peak flux
density in the stator yoke and Btooth is the peak flux
density in a stator tooth. Reasonable upper and lower
bounds were also placed on all of the design variables.
This is necessary to ensure that the optimizer does
not generate a set of design variables that will crash
the simulation and cause the optimization process to
terminate before completion. The rms current density
in the coils was fixed at 4 A/mm2 and the desired
output voltage was set at 400 V for all simulations.
The stroke of the machine was fixed at 40 mm.

The optimization problem was solved using four
different optimization methods, namely the modified
feasible directions method (MFD), sequential linear
programming (SLP), sequential quadratic program-
ming (SQP) and particle swarm optimization (PSO).
The first three methods are part of dot, a commercial
Fortran optimization program. These methods are all
gradient-based. The fourth method is an implementa-
tion of the particle swarm algorithm as described by
Vanderplaats [3] with a few additions by the author.
The gradient-based optimizers have the advantage
that an optimum is found using far less objective
function evaluations. Global optimization algorithms,
such as the particle swarm algorithm, are generally
considered to be more robust than gradient-based
algorithms.

The results for the objective function and constraint
values are tabulated in table 1 and the corresponding
design variables are tabulated in table 2. In this case,
the different optimization algorithms report roughly
the same optimum objective function value. Tables 1
and 2 show that the results from the SLP, SQP and
PSO methods are especially similar. This suggests
that the optimum results obtained with these methods
are trustworthy.
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SEMFEP Magnet 6
Pout 9.99 kW 10.3 kW
η 96.8 % 97.1 %
R 0.452 Ω 0.452 Ω
L 36.5 mH 35.4 mH
Vt,rms 398.7 V 410.9 V

Table 3: Comparison of results obtained from SEMFEP
and Magnet 6

Fig. 6: Comparison of flux linkage

6. VALIDATION OF RESULTS

The SLP design from the previous section was chosen
for comparison. The results obtained with SEMFEP
were validated by running a complete model of
this optimal design in Magnet 6 as opposed to the
half machine model used with SEMFEP. SEMFEP
simulations were carried out over half the period of
oscillation, but the simulation in Magnet 6 was over a
full period. In this way, the validity of the half period
simulation is also verified. Table 3 shows that outputs
are in good agreement. Furthermore, figures 6 and 7
show that the obtained flux linkage and force on the
translator are almost identical.

7. CONCLUSIONS & RECOMMENDATIONS

A finite-element-based optimization tool for linear
generators, SEMFEP, has been presented and it’s
use has been demonstrated. Results obtained from
SEMFEP have been verified by comparison with
results obtained using Magnet 6. The following rec-
ommendations regarding future work on the tool are
made:

Fig. 7: Comparison of force on the translator

• SEMFEP can be extended to take core losses and
winding eddy current losses into account. This
will allow the tool to predict the efficiency of a
machine much more accurately.

• The need exists for SEMFEP to have two-
dimensional axisymmetric simulation capabi-
lities in order to model tubular machines accu-
rately. In this case, a full model of a machine
would be simulated as opposed to the half model
used in the present study. This would require,
amongst other things, the use of two axisym-
metric air-gap elements. An axisymmetric air-
gap element model could be developed and two
of these elements could be incorporated into the
SEMFEP simulation.

• The gradient-based optimization algorithms can
be sensitive to certain configuration parameters.
Good guidelines for the setting of these param-
eters are required.

• SEMFEP can be extended to simulate the sit-
uation where the machine is connected to a
predetermined impedance load. Nonlinear loads
may also be considered.
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IMPLEMENTATION OF DOUBLE-FED INDUCTION MACHINE AS 
A NATIVE C-CODE S-FUNCTION SIMULINK MODEL 

JC Bekker and HJ Vermeulen 
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Abstract. Wind energy is a very current topic, both locally and internationally.  It follows that the analysis and 
prediction of the dynamic behaviour of the entire wind turbine system, i.e. from wind side to power grid side is also 
gaining in importance.  Although the relevant model topologies are well established, obtaining or deriving 
appropriate parameter from first principles remains problematic.  Some parameters are also dependent on operating 
conditions and are best determined from site measurements using system identification and parameter estimation 
methodologies.  This paper discusses the modelling of a double-fed induction machine and implementation of this 
model as a native C-code S-function Simulink model for high-speed parameter estimation applications.  The 
derivation of the DQ model of a double-fed or wound rotor induction machine is reviewed, followed by a discussion 
of the S-function functionality of MATLAB's Simulink platform and implementation of a C-code model as an S-
function. The performance of the native C-code S-function is compared to the standard Simulink model to verify 
accuracy and simulation times. The model is used with Simulink's parameter estimation toolbox to estimate the 
machine parameters from simulated data. Finally, the next steps in developing models of the sub systems of the 
entire wind turbine system are discussed and some conclusions are presented. 

Key words. Double-fed Induction Machine, Simulink, S-Function, Parameter estimation. 

1.  INTRODUCTION 

WIND energy is a very current topic, both 
internationally and locally, especially in the Western 
Cape. The Western Cape Department of 
Environmental Affairs and Development Planning 
together with Deutsch Gesellschaft für Technische 
Zusammenarbeit in conjunction with Eskom 
consulted DIgSILENT GmbH to perform feasibility 
studies for wind generation in the Western Cape.  
The study showed that as much as 2800 MW of wind 
energy can be integrated into the Western Cape 
transmission grid [1]. 

The development of the local wind generation 
capacity creates a need to model and analyse wind 
turbine systems and power grid interactions in an 
efficient manner, both before and after installation 
[[2], [3]]. 

This paper discusses the modelling and 
implementation of a double-fed induction machine as 
a native C-code S-function MATLAB model. This 
model forms part of a larger project that envisages 
modelling of the entire wind generator system, i.e. 
from turbine to grid, in this manner. The double-fed 
induction machine has been chosen for the initial 
exercise because most manufacturers, for example 
De Wind, GE Wind Energy, Nordex and Vestas, 
produce wind turbines with double-fed induction 
machines as generators [4]. 

The complete project entails the implementation of 
native C-code MATLAB models for the dynamic 
modelling of the entire wind generation system 
shown in Figure 1, incorporating wind speed 
properties, turbine characteristics, gearbox, generator 
and the network. 

 
Figure 1: Wind Generation system 

The main objective of the research is to develop a 
model implementation that is suitable for efficient 
use in deriving the model parameters from measured 
inputs and responses using the parameter estimation 
and optimization procedures available in the 
MATLAB environment. 

Section 2 of this paper reviews the modelling of a 
double-fed induction machine in the DQ framework. 
Section 3 discusses implementation of such a model 
as C-code S-Function in Simulink, and highlights 
some of the problems encountered in this process. 
Section 4 presents results for the performance of the 
model and the parameter estimation implementation. 
The paper is concluded by presenting conclusions 
and recommendations for further work in section 5. 

2. MODELLING OF THE DOUBLE-FED 
INDUCTION MACHINE 

Figure 2 shows a simplified diagram of a three-phase 
wound rotor induction machine, also known as a 
double-fed induction machine [5]. 

 
Figure 2: Simplified Three-phase machine 

Neglecting saturation and losses in the core, and 
assuming a sinusoidal mmf, give rise to the basic 
dynamic equations given in [5].  These equations can 
be arranged in state-variable form to yield 

 
[ ] [ ] [ ] [ ] [ ] [ ] [ ]1 1

r

d I d L
L R I L V

dt dt
ω− −  = − − + 

  
 (1)

where [ ]V  and [ ]I  contains the stator and rotor 

voltages and currents respectively, [ ]R  denotes the 
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resistance matrix and [ ]L  denotes the inductance 
matrix.  As some of the terms of the inductance 
matrix are a function of the rotor position, these 
equations imply long simulation times due to the 
need to invert the time-varying inductance matrix at 
each simulation step [6].  The solution is to make use 
of DQ reference frame [[6], [7]] shown in Figure 3 

 
Figure 3: Two-phase machine 

O'Kelly and Simmons derive the transformation 
current and voltage relationship between stationary 
three-phase (abc) and stationary two-phase systems 
(dq) in [7] as: 

 [ ][ ] [ ] [ ] 1,  dq abc abc dqi B i i B i−   = =     (2) 

 [ ][ ] [ ] [ ] 1,  dq abc abc dqv B v v B v−   = =     (3) 

where [ ]
1 1

2 2

3 3
2 2

1 1 1
2 2 2

1
2 0
3

B

− −

−

 
 =  
  

 and [ ] [ ]1 TB B− = . 

Using this transformation, the stationary three-phase 
coils A, B and C of the stator from Figure 2 can be 
transformed to the stationary two-phase coils D and 
Q of Figure 3. 

O'Kelly and Simmons also derive the transformation 
current and voltage relationship between rotating 
three-phase (abc) and pseudo-stationary two-phase 
systems (dq) in [7] as: 

 [ ][ ] [ ] [ ] 1,  dq abc abc dqi C i i C i−   = =     (4) 

 [ ][ ] [ ] [ ] 1,  dq abc abc dqv C v v C v−   = =     (5) 

where [ ] [ ]1 TC C− =  and [ ]C  is given as: 

[ ]
( ) ( )
( ) ( )

2 2
3 3

2 2
3 3

1 1 1
2 2 2

cos cos cos
2 sin sin sin
3

r r r

r r rC

π π

π π

θ θ θ
θ θ θ

 − +
 

= − − − − + 
 
 

 

Using this transformation the rotating coils of the 
rotor a, b and c can be transformed to the two-phase 
pseudo-stationary coils α and β. 

Once these three-phase stator and rotor windings are 
transformed to a two-phase equivalent, as shown in 
Figure 3, the terminal voltages can be expressed 
as [8]: 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

D DD D DD D DQ Q D D

Q QD D QQ Q QQ Q Q Q

D D Q Q

D D Q Q

v R i p L i p L i p L i p L i

v p L i R i p L i p L i p L i

v p L i p L i R i p L i p L i

v p L i p L i p L i R i p L i

α α β β

α α β β

α α α αα α αα α αβ β

β β β βα α ββ β ββ β

= + + + +

= + + + +

= + + + +

= + + + +

 (6) 

Where p  is d
dt . Assuming that the windings are 

balanced and making use of the fact that no flux 
linkage occurs between windings that is 90o  relative 
to each other, provides one with the following 
simplifications. 

rL L Lαα ββ= = , rR R Rαα ββ= = , DD QQ SL L L= = , 

DD QQ SR R R= = , 0L Lαβ βα= =  and 0DQ QDL L= =  

Substituting this into the equations for the terminal 
voltages one is left with: 

 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( )

D S D S D D D

Q S Q S Q Q Q

D D Q Q r r

D D Q Q r r

v R i p L i p L i p L i

v R i p L i p L i p L i

v p L i p L i R i p L i

v p L i p L i R i p L i

α α β β

α α β β

α α α α α

β β β β β

= + + +

= + + +

= + + +

= + + +

 (7) 

All the inductance left in this equations are a function 
of θ  and thus a function of time. Assuming that the 
air-gap is uniform and that the inductance change 
sinusoidally with θ , the inductances can therefore be 
written as: 

cosD DL L Mα α θ= = , sinD DL L Mβ β θ= = , 
sinQ QL L Mα α θ= = −  and cosQ QL L Mβ β θ= =  

Substituting this into the equations for Dv  and Qv  
provides one with: 

 
( )
( )
cos sin

sin cos

D S D S D

Q S Q S Q

v R i L pi Mp i i

v R i L pi Mp i i
α β

α β

θ θ

θ θ

= + + +

= + + − +
 (8) 

Introducing four new variables di , qi , dv  and qv , 
with relations as shown in equations (9) and (10). 

 
cos sin
sin cos

d

q

i i
i i

α

β

θ θ
θ θ

    
=    −    

 (9) 

 
cos sin
sin cos

d

q

v v
v v

α

β

θ θ
θ θ

    
=    −    

 (10) 

Applying the relation and inverse relation of 
equations (9) and (10) to equations (7) and (8) the 
expressions for Dv , Qv , dv  and qv  can be expressed 
as equation (11) in matrix format or as equation (12) 
in state-variable format: 

 [ ] [ ]DQdq DQdq DQdqv H i L i
•    = +      

. (11) 
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 [ ] [ ] [ ]1 1
DQdq DQdq DQdqi L H i L v
• − −     = − +     

. (12) 

where [ ]

0 0 0
0 0 0

0

0
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r r

R
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R
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 and        
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0 0
0 0

0 0
0 0

S

S

r

r

L M
L M

L
M L

M L

 
 
 =
 
 
 

 

3. IMPLEMENTATION OF THE NATIVE C-
CODE S-FUNCTION IN MATLAB 

Dynamic simulations combined with numerical 
optimisation routines induces high processor loads 
and results in long simulation times.  Simulink makes 
provision for implementing C-code models with its 
S-Function block.  This functionality can be used to 
reduce the overall model computation times, thereby 
reducing simulation times dramatically, especially 
for parameter estimation applications. 

The S-Function can be coded in C, Fortran, Ada or M 
[9]. This code needs to be coded in a specific format 
and compiled as a MEX-file, using the mex utility in 
the MATLAB command window.  Figure 4 shows a 
flow diagram of the main function blocks associated 
with the S-Function C-code.  The functionality of 
these blocks can be summarized as follows: 

• Function mdlCheckParameters verifies that the 
parameters entered in the S-Function's parameter 
dialog box is within the required boundaries. This 
can be accomplished by using function calls like: 
mxGetPr(PARAMx(S)), 
mxGetNumberOfElements(PARAMx(S)) and 
IS_PARAM_DOUBLE(PARAMx(S)). This 
function call is performed each time any 
parameter in the dialog box is changed. 

 
Figure 4: Flow diagram of the main functional components of 

C-code S-Function 

• Function mdlInitializeSize structures the input and 
output ports of the Simulink block, e.g. the 
number and dimension of the ports. The number 
of expected parameters, as well as the relevant 

states are also set in this function. If an input 
contributes an output, a direct feed needs to be 
implemented here. 

• Functions mdlInitializeSampleTime and 
mdlInitiallizeConditions set the sample time and 
the initial conditions of the states.  For this 
application the sample time is designated as 
continuous and the initial conditions are set 
through a value entered via the parameter dialog 
box. 

• Functions mdlOutputs and mdlDerivatives 
implement the code to solve the differential 
equation and to calculate the output at every time 
step.  The state space formulation given in (13), 
where x denote the states, y denotes outputs and u 
denotes inputs, gives rise to the code shown in 
(14) and (15) for mdlDerivatives and mdlOutputs 
respectively. 

 

11 12 1

21 22 2

1 11

1

2

12 1 11 12 1

2 21 22 2 21 22 2

a a x
a a x

y b b x c c u
y b b x c c u

x
x
     

=     
     
         

= +         
         




 (13) 

 11 12

21 22

[0] [0] [1]
[1] [0] [1]

dx a x a x
dx a x a x

= +
= +

 (14) 

 11 12 11 12

21 22 21 22

[0] [0] [1] (0) (1)
[1] [0] [1] (0) (1)

y b x b x c u c u
y b x b x c u c u

= + + +
= + + +

 (15) 

• Function mdlTerminate represents a mandatory 
task, which provides the S-Function with an 
opportunity to perform some tasks at the end of 
the simulation. 

Some practical considerations of importance in 
coding S-Functions include ensuring that the correct 
working directory is used when compiling the MEX 
file, ensuring that the function has a unique name and 
ensuring that the states are initialised as uninitialised 
states leads to random behaviour of the S-Function.  
Standard C-code precautions apply, e.g. ensuring that 
the dimensioning of variables take cognisance of the 
arithmetic rules, etc. 

4. SIMULATION AND ESTIMATION  

4.1 Simulation 

In order to verify that the model was implemented 
correctly, the output torque of the S-Function model 
was simulated over a range of rotor speeds and 
compared to the values generated by the model of the 
Wind Turbine Blockset developed by Aalborg 
University.  The machine was operated as an 
induction machine; i.e. with an applied voltage of 0V 
for the rotor windings.  Table 1 summarises the 
parameter values used for the simulation.  The results 
of the Torque-Speed curve for the S-Function model 
and the Wind Turbine Blockset are shown in Figure 
5, and excellent correlation is achieved.  The torque 
goes to zero at 1500 rpm as expected for a 4 pole 
induction machine.  
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Table 1: Parameters of Induction machine 

Parameter Symbol Value 

Stator resistance [Ω ] sR  0.115 

Stator leakage inductance [mH] sL λ  1.65 

Rotor resistance [Ω ] rR  0.184 

Rotor leakage inductance [mH] rL λ  1.68 

Magnetising inductance [mH] mL  46.6 

Number of poles p  4 

 

 
Figure 5: Torque- Speed curves for derived model and Wind 

Turbine Blockset Model 

For the same parameter values and a rotor speed of 
1910 rpm, the S-Function model yields a simulation 
time of approximately 1 second compared to 
approximately 7 seconds for the Simulink ABC 
model from the Wind Turbine Blockset.  The 
simulation time is improved by a factor of 7, which 
validates the approach of using the C-code S-
Function and the DQ transformation instead of the 
ABC Simulink block model for the parameter 
estimation exercise to implement in the project. 

4.2 Estimation 

A number of input/output datasets were generated 
with the C-code S-Function model using the 
parameter values shown in Table 1.  These datasets 
were then used to estimate the parameters of the 
model for comparison with the original parameters. 
All the parameters were estimated except for the 
number of poles, since this is always known. 

The first dataset reflects the machine running at a 
constant speed while the second set involves a step in 
the rotor speed.  The initial values for the parameters 
were taken as 1mΩ for the stator and rotor resistance 
and 0.1mH for the rotor and stator leakage 
inductance, as well as the magnetising inductance. 

For the dataset with the constant rotor speed, the 
parameters were estimated with an average accuracy 
of 95.7%, with the accuracy of all of the individual 
parameters above 90%. The stator and rotor leakage 
inductances yielded the lowest accuracy. 

For the dataset with the step in rotor speed, the 
average accuracy increased to 96.7%, with a lowest 
individual accuracy of 94.8%. The accuracy of the 

rotor and stator leakage inductance improved as 
expected, because of the transient nature of the 
response. 

From these results it is clear that the parameters of 
the model can be estimated with good accuracy, 
using Simulink's Parameter Estimation capabilities. 

5.  CONCLUSIONS AND FURTHER WORK  

The DQ model for the double-fed induction machine 
was successfully implemented as a native C-code S-
Function in Simulink. It was found that the DQ S-
Function model simulates about 7 times faster 
compared to the ABC Simulink model. This gives 
rise to the conclusion that the use of the native DQ C-
code S-Function model will result in a significant 
improvement in execution time when estimating the 
parameters of the entire wind turbine system. 

Models must also be implemented for the wind 
model, turbine model, gearbox and power converter. 
Modelling of the gearbox is currently in progress.  A 
two-mass gearbox model will be used, as shown in 
Figure 6, where an equivalent stiffness and damping 
factor is used for the system. The moments of inertia 
for the shaft and gearbox wheels are neglected, 
because it is small relative to the moment of inertia 
of the generator and the wind turbine. 

 
Figure 6: Representation of a 2-mass Gearbox Model 

transformed to generator side 

Once the entire system from wind to power grid has 
been developed, some of the blocks will be refined to 
include effects such as deep-bar effects, saturation 
and iron losses in the generator. 
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THE ELECTROMAGNETIC AND MECHANICAL DESIGN OF A
RELUCTANCE SYNCHRONOUS MACHINE ROTOR USING THE
FINITE ELEMENT METHOD
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Abstract. A 4-pole Reluctance Synchronous Machine (RSM) electromagnetic and mechanical design is presented
using commercially available Finite Element Method (FEM) software packages - FLUX 10.2 and ANSYS 12. User
def ned functionality is obtained via Python and the embedded PyFLUX command language in FLUX 10.2. The
electromagnetic design focuses on maximum mean torque and minimum torque ripple. Several geometric parameters
are varied consecutively and once the choice of a geometric parameter is made where maximum mean torque and
minimum torque ripple occurs the next geometric parameter is varied. The f nal electromagnetic design is used in
mechanical FEM analyses in ANSYS. In the mechanical FEM analyses, the mechanical strutting parameter values
are chosen (tangential webs and radial ribs). The design decision for the values of these parameters is based purely
on a mechanical safety factor.

Key Words. Reluctance Synchronous Machine, design, electromagnetic FEM, FLUX 10.2, mechanical FEM,
ANSYS 12

1. INTRODUCTION AND BACKGROUND

THE Reluctance Synchronous Machine (RSM)
belongs to the family of brushless AC machines

including the induction machine, synchronous ma-
chine and permanent magnet synchronous machine.
It has a typical three-phase AC stator winding and
salient rotor which develops reluctance torque via
the difference in inductance on the f ctitous D and Q
axes. The RSM has several advantages including easy
control, synchronous speed, cold rotor, high speed
operation and robustness [1]. Improved, low-cost
power electronics has allowed the RSM to become a
viable option in industry where variable synchronous
speed, cool operation and an eff cient overall process
is required.

A transversally laminated (TL) 4-pole RSM is shown
in Figure 3 with the relevant geometric parameters
and D and Q axes shown. The simplif ed equiva-
lent circuits of the RSM (ignoring core losses) are
shown in Figures 1(a) and 1(b). Also, shown in Fig-
ure 2 is a simplif ed steady state phasor diagram of
the RSM (also ignoring core losses). The well known
equation for torque in the RSM is:

Tel =
3P

2
(Ldm − Lqm)idsiqs (1)

where

Ldm = D-axis magnetising inductance
Lqm = Q-axis magnetising inductance
Tel = Electromagnetic torque
P = Number of pole pairs
ids = D-axis terminal current
iqs = Q-axis terminal current

The inductance difference is known as the torque
index ζ:

ζ = Ldm − Lqm (2)

Equation 1 can now be expressed as:

Tel =
3P

2
ζidsiqs (3)

and alternatively, using simple trigonometry as:

Tel =
3P

4
ζi2dqssin(2θi) (4)

where

idqs = Terminal current space vector
θi = Current space vector angle from the D-axis

Rsids
Lsσ ωλqs

- +

Ldm

idm

Vds

(a) D-axis model of RSM

Rsiqs
Lsσ ωλds

+ -

Lqm

iqm

Vqs

(b) Q-axis model of RSM

Figure 1. D and Q axis models of RSM
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D-axis
ids

iqs

λqs

λds

idqs

λdqs
θi

δi

Figure 2. Vector diagram of RSM excluding iron losses

Figure 3. Example of a 4 pole transversally laminated RSM rotor

It can be seen from equations 1 - 4 that if a constant
current idqs with associated constant current angle θi

driving the RSM, the only parameter def ning the
torque capability is the torque index ζ. The higher
the value of ζ the higher the torque capability of
the RSM. Also, once the machine has been de-
signed (torque index is inherent in the machine), the
main parameter in the control of the RSM is the cur-
rent vector angle θi. The best way to control the RSM
if maximum torque is a performance requirement is
Maximum Torque Control (MTC). As can be seen
from equation 4, this ideally requires a current vector
angle of θi = 45o but when taking into account
core losses and saturation can approach higher values
closer to θi = 60o [2].

In this paper, the electromagnetic design procedure
for a 4-pole TL RSM is presented. This is followed
by the implementation of this design in FLUX 10.2
utilising the built-in PyFLUX command language.
The resultant electromagnetic design is used to do
mechanical FEM case studies to investigate the me-
chanical integrity of the newly designed RSM rotor.
This is followed by some suggestions for future work
and a concluding section.

2. ELECTROMAGNETIC DESIGN

2.1 Overall Design Approach

In order to design the RSM rotor, the most impor-
tant performance criteria for the application should
be prioritised. In this design, the application is an
underground shuttle vehicle traction motor. Thus,
the prioritised performance criteria should be torque
density [3]. The torque requirement should not only
be the maximisation of average torque but should
also include the minimisation of torque ripple. Torque
ripple can be visualised as the direct result of the
discontinuity of reluctance between the rotor barriers
and stator slots [4].

The desirable design outcome is to have maximum
mean torque and minimum torque ripple to allow
for minimal vibrations, acoustic noise and possible
mechanical resonances. In this design procedure, the
rotor is rotated through a predef ned angle with a
constant chosen current vector angle of θi = 60o.
The mean electromagnetic torque and torque ripple
are then def ned as:

Tmean =

N∑
a=0

Tea

N
(5)

Tripple =
Tmax − Tmin

Tmean
× 100% (6)

where

Tmean = Mean of torque waveform
a = ath element in torque waveform
N = Total number of elements in torque waveform
Tmax = Maximum torque in waveform
Tmin = Minimum torque in waveform
Tripple = Calculated torque ripple

In the design, a 4-pole induction machine stator
identical to the stator shown in Figure 3 is utilised
with a TL RSM rotor topology. A brief description
of the geometric parameters that are changed during
the electromagnetic design (shown in Figure 3) are
listed in Table I.

Table I
PARAMETERS TO BE CHANGED DURING DESIGN PROCEDURE.

Parameter Description

Nrb Number of rotor barriers

β =
bbw

bbw + blw
Insulation ratio

Wp Position of f rst rotor barrier

α = τ
τp

Pole pitch to pole span ratio

g Airgap length
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The electromagnetic design procedure follows the
f ow diagram in Figure 4. It investigates the geometric
parameters effect on torque production in a linear
progression. Thus, it is noted that this is not an
optimum global multi-variable design but merely a
f rst pass design to investigate the effects that the
parameters listed in Table I have on average torque
and torque ripple. In the design, one parameter is
varied and the torque waveform analysed over the
def ned rotor angle with a def ned current angle. The
mean torque and torque ripple are then extracted
using equations 5 and 6. Thereafter, the parameter
value which results in maximum average torque and
minimum torque ripple is chosen. This value of the
relevant parameter is then utilised for the rest of
the design procedure that follows where the process
is repeated until all paramaeters have been varied
accordingly. The order in which the design proceeds
is Nrb and β together, Wp, α and g. Intuitively, ltw
and lrr should be zero for optimum electromagnetic
performance (to maximise saliency). However, this is
contradictory to mechanical requirements as the rotor
would disintegrate. Thus, ltw and lrr are changed
purely for investigative purposes in the electromag-
netic design procedure. The mechanical design will
determine the appropriate widths of these supports.

START

Develop overall 2-D model

Set relevant geometric values

Parametrise a geometric
value (Nrb, β, Wp, α, g)

Parametrise rotor movement

Choose value of parameter
with:

max(Tmean)
min(Tripple)

More parameters to optimise?

FINISH

Solve

No Yes

Figure 4. Linear progression approach for design procedure

2.2 Electromagnetic design implementation in FLUX

The design procedure is implemented in FLUX 10.2
using Python scripts incorporating generic Python
and the built in PyFLUX command language

in FLUX 10.2 [5]. The FLUX 3-D beta solver allows
all required model development, solving and post-
processing to be incorporated into one integrated de-
velopment environment. This also allows for insight
into the relevant PyFLUX commands required for
solving and post-processing. The geometry of the
RSM is developed parametrically to allow for quick
changes in the geometry when required. The three
stator windings have two parallel paths each assigned
as stranded coil conductors with imposed currents
def ned by three I/O parameters as follows:

Ia = Ip sin((2θ + θi)
π

180
) (7)

Ib = Ip sin((2θ + θi)
π

180
+

2π

3
) (8)

Ic = Ip sin((2θ + θi)
π

180
− 2π

3
) (9)

where

Irated = Rated current of original induction machine

Ip = Peak current =
Irated

2

√
2

θ = Angular position of the rotor

The rated current Irated = 93 A (the rated current
of the original 55 kW induction machine). Seper-
ate FLUX 10.2 projects are created for each design
step (each geometric parameter) and Python f les
utilised to change the parameter during the design
as shown in Figure 5. A distinct modular approach
to these f les allows reuse of the Python f le structure
with only slight modif cations required.

3. MECHANICAL DESIGN

Following the electromagnetic design of the RSM,
there are two geometric design parameters that are not
optimised electromagnetically (ltw and lrr). There is
a clear offset between electromagnetic and mechan-
ical requirements for these two parameters. Ideally,
they should be zero to maximise saliency but for
mechanical support, they need to be non-zero. To
investigate the necessary widths of ltw and lrr, me-
chanical FEM analysis (in ANSYS 12) is performed
on the resultant electromagnetic design presented in
section 4.1. The original values of ltw = 2 mm
and lrr = 2 mm chosen in the electromagnetic
design were merely chosen as a multiple of the
lamination thickness and in this case were four times
the lamination thickness of 0.5 mm.

3.1 Types of mechanical analyses

The scalar von Mises stress plot is used to analyse
the mechanical strength of the RSM rotor. It is tra-
ditionally used to predict yielding of materials and is
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START

Delete Mesh

Set relevant
geometric values

Def ne rotor
position:
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Def ne scenario
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parameter being
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Def ne scenario
settings: rotor

movement, accuracy
settings

Def ne array
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relevant
geometric
parameter

Anymore
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array?

Save project

FINISH

Delete mesh

Set relevant
geometric value
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rotor angle
waveform
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rotor angle

waveform to *.txt
f le

Perform *.txt f le
editing for easy
interpretation in

Octave

Yes

No

Figure 5. Modular structure of Python f le for variation of required
geometric parameter

thus quite applicable for this analysis. There are three
analyses performed in the mechanical FEM analysis:

• Case I: Analysis of the original electromagnetic
designed RSM rotor.

• Case II: Analysis of the RSM rotor with rounded
barrier edges.

• Case III: Analysis of the RSM rotor with
rounded barrier edges and wider ltw and lrr .

The mechanical properties of the material (M400-
50A steel) are a Poissons ratio of ν = 0.29 and a
Youngs modulus of E = 200 GPa.

3.2 Types of loads

The mechanical loads chosen for the rotor were
mechanical angular velocity and angular acceler-
ation inertia loads. The angular velocity chosen
was ω = 100π rad/s and ω = 50π rad/s. These

are equivalent to 3000 rpm (twice the rated speed)
and 1500 rpm (rated speed) respectively. The an-
gular acceleration load is chosen so as to simulate
a mechanical torque requirement on the rotor. It is
based on an approximation of the rated output torque
of the RSM (≈ 400 N.m) and a moment of inertia
(≈ 0.4 kg.m2). From these values, the angular
acceleration load was approximated as 2000 rad/s2.
In any case, it has been shown that the resultant
mechanical stresses and strains as a result of the
angular acceleration load alone are a few orders of
magnitude lower than the stresses and strains that
result from the angular velocity load.

4. DESIGN RESULTS AND ANALYSIS

4.1 Electromagnetic results

4.1.1 Variation of Nrb and β: Mean torque and
torque ripple versus β plots for a range of rotor
barriers are shown in Figure 6. Maximum mean
torque occurs around β = 0.3 for rotor barrier
numbers higher than f ve. Minimum torque ripple
occurs between β = 0.1 to β = 0.3. A value
of β = 0.3 is chosen along with Nrb = 6 to allow
for ease of manufacturing and mechanical strength of
the rotor.
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Figure 6. Mean torque and torque ripple versus beta for a range
of rotor barriers

4.1.2 Variation of Wp: Torque versus rotor barrier
position Wp is shown in Figure 7. As Wp increases
there is an initial increase in mean torque but there-
after as the the rotor barriers move towards the Q-axis
torque decreases. This is due to less f ux being linked
with the high permeance D-axis as the rotor barriers
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move away from the D-axis and towards the Q-axis.
Maximum mean torque occurs around Wp = 20 mm
and minimum torque ripple at Wp = 25 mm. A value
of Wp = 20 mm is chosen.
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Figure 7. Torque versus position of rotor barrier

4.1.3 Variation of α: Torque versus rotor cutout is
shown in Fig. 8. A rotor cutout should signif cantly
increase the reluctance in the Q-axis while leaving
the D-axis reluctance relatively constant. As seen in
Figure 8 maximum mean torque as well as minimum
torque ripple occur around α = 0.85. A value of α =
0.85 is chosen.

0

50

100

150

200

250

300

350
377
400
432

0.3 0.4 0.5 0.6 0.7 0.8 0.9

E
le

ct
ro

m
ag

ne
tic

 to
rq

ue
 (

N
m

)

Pole pitch/Pole span ratio: α

Mean torque
Min. torque

Max. torque

Figure 8. Torque versus pole pitch to pole span ratio

4.1.4 Variation of g: Torque versus airgap length is
shown in Figure 9. Mean torque increases signif -
cantly as the airgap length decreases. However, torque
ripple also increases as the airgap length decreases
as a result of the interaction between the stator slots
and rotor barriers as they approach one another (as g
decreases). Also, consideration needs to be given to
whether a signif cantly smaller airgap of 0.4 mm is
obtainable considering manufacturing tolerances. The
airgap is left at the nominal airgap value of 0.8 mm.

4.1.5 Variation of ltw and lrr: Purely for inves-
tigative purposes, torque versus ltw and lrr plots
are shown in Fig. 10 to reveal the expected re-
sults. Mean torque decreases as ltw and lrr increase.
An interesting result is how torque ripple increases
when ltw is close to zero as a result of an increased
magnetic reaction between the stator slots and rotor
barriers. Traditionally, RSM designers have chosen
the length of ltw and lrr to be a multiple of the
lamination thickness [6, 7]. Initial electromagnetic
design choices of ltw = 2 mm and lrr = 2 mm (4x
lamination thickness) are chosen.
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Figure 10. Torque vs lengths of rotor supports

The cross section of the f nal electromagnetic design
is shown in Figure 11.

4.2 Mechanical results

It has been found that the highest mechanical stresses
in the rotor occur on the innermost radial rib. This is
expected as a result of this radial rib being required to
hold in the largest mass of the rotor while rotating at
speed and undergoing transient torque changes. In the
next sections the results from the three case studies
are revealed.

4.2.1 Case I: The von Mises stress plot is shown
in Figure 12. As expected, the stresses in the rotor
are pronounced around the straight edges of the rotor
barriers. Clearly, the straight edged rotor barriers are
a problem mechanically.

4.2.2 Case II: The original electromagnetic RSM ro-
tor geometry is adjusted so that the rotor has rounded
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Figure 11. Electromagnetic design of RSM rotor

Figure 12. von Mises stress plot of RSM with straight barrier
edges

barrier edges. It is expected that the stress in the rotor
should decrease substantially with the removal of the
straight edges. The stress contour plot for the new
rounded barrier edge rotor is shown in Figure 13. As
expected, the stresses on the inner most barrier of the
rotor have reduced quite substantially when compared
to Case I (they have more than halved). This is a very
promising result even though the mechanical safety
factor is still below the accepted value of ten in a
demanding environment like an underground mine.

Figure 13. von Mises stress plot of RSM with rounded barrier
edges

4.2.3 Case III: The geometry in this analysis is
based on the geometry in Case II but with wider
tangential webs and radial ribs. These lengths have
been increased to 4 mm. The stress contour plot
is shown in Figure 14. Again, the stresses have
reduced signif cantly when compared to Case II (37%
lower). Yet the stresses in the rotor are still not below

the required safety factor of ten. However, they are
approaching the required value and the results so far
seem promising. It is interesting to note how the stress
distribution between the rotor barriers has decreased
signif cantly. This is very important as these areas will
be stressed the most during operation.

Figure 14. von Mises stress plot of RSM with straight barrier
edges and wider mechanical supports

4.2.4 Discussion of mechanical FEM results: The
material used for the rotor (M400-50A steel) has a
yield strength of 320 MPa. If a safety factor of ten
is required (a reasonable assumption for a mining
application) then the maximum stress that should
be present in the rotor should be 32 MPa. Based
on the operating stresses revealed in the mechanical
FEM investigations (Cases I-III) Table II details the
safety factors for each analysis. As can be seen,
a safety factor of 5.39 is the highest safety factor
attained when at twice rated speed. This may seem
disheartening but consideration must be given to the
mechanical loads imposed on the RSM rotor. An
angular velocity inertia load of twice the expected
rated speed has been imposed. This case will not
always occur and it is more likely that this is a
special case and on average the machine will more
than likely operate at a lower speed. Simulations
of Cases I-III with a more likely angular velocity of
rated speed ω = 50π (1500 rpm) has been performed
with interesting results as shown in Table II. As can
be seen, the mechanical safety factor is larger than ten
for Cases II and III where rounded barrier edges are
used. After consultation with the motor manufacturer,
a RSM rotor with rounded barrier edges is chosen and
mechanical supports ltw = 4 mm and lrr = 4 mm.
The cross section of the f nal RSM rotor design is
shown in Figure 15.

.

5. FUTURE WORK

A few of the many possible future improvements
could include:

• A prototype of the f nal RSM should be built
and tested in a laboratory environment for veri-
f cation of performance.

• In the design procedure presented, a f rst pass
design has been presented where a linear pro-
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Figure 15. Final RSM rotor after electromagnetic design and
mechanical case studies

Table II
STRESSES AND SAFETY FACTOR FOR THREE MECHANICAL

FEM INVESTIGATIONS

ω = 100π rad/s Goal Case I Case II Case III
α = 2000 rad/s2 value

syield (MPa) 320 320 320 320
sop (MPa) 32 198 94.7 59.4

nop 10 1.62 3.38 5.39

ω = 50π rad/s
α = 2000 rad/s2

syield (MPa) 320 320 320 320
sop (MPa) 32 54.7 24.8 16

nop 10 5.85 12.9 20

gression through all the relevant geometric pa-
rameters has been made. A global multi-variable
design procedure which accounts for the mu-
tual effect of different parameters could be per-
formed. The work by Kamper in [8] is a feasible
solution where an algorithm chooses the direc-
tion of the geometric parameter choice and FEM
is used directly in the design.

• The use of permanent magnets in the rotor
barriers as performed in [6, 9, 10] would result
in increased performance especially with regards
to power factor, eff ciency, torque and enhanced
f eld weakening ability.

6. CONCLUSIONS

A RSM design is developed using PyFLUX and
generic Python in FLUX 10.2. The linear progression
approach to the electromagnetic design is outlined
and the overall structure of each Python f le presented,
revealing a modular reusable approach. Geometric pa-
rameter values are chosen based on where maximum
mean torque and minimum torque ripple occurs. After
choosing a rotor barrier number of 6 and insulation
ratio of 0.3, the f rst barrier position of 20 mm is
chosen. A rotor cutout value of α = 0.85 is then
chosen. A smaller airgap allows for more torque to
be generated but with more torque ripple and owing to
manufacturing constraints the nominal airgap length
of 0.8 mm is maintained. The choice of the values

of the tangential webs (ltw) and radial ribs (lrr) were
made after the electromagnetic design. The choice
of these values was based on mechanical FEM case
studies performed in ANSYS. The mechanical FEM
studies were performed for different rotor barrier
edge shapes and mechanical support widths with
different mechanical loads imposed. The f nal values
of ltw = 4 mm and lrr = 4 mm were chosen to allow
for a mechanical safety factor much higher than ten.
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MAGNETOSTATIC FEM SIMULATIONS OF A DOUBLE SIDED
TUBULAR LINEAR PERMANENT-MAGNET GENERATOR FOR
WAVE ENERGY EXTRACTION

Rael Schmulian and W. A. Cronje

School of Electrical and Information Engineering, University of the Witwatersrand, Johannesburg

Abstract. Due to growing environmental awareness and an increasing energy demand, the search for an alternative,
renewable energy resource has intensified. Most traditional devices use a method of pumping hydraulic fluid through
a hydraulic motor coupled to a rotating generator to generate electricity. This method is less efficient and needs
more regular maintenance. This paper presents the simulation results of a double sided tubular linear permanent
magnet generator to address these issues. Simulations were done using the ANSYS FEM package, forces acting on
the translator were recorded for a set number of positions. The graphs show an agreement with previous results.

Key Words. Renewable Energy, Ocean Power, Finite Elements Method

1. INTRODUCTION

Growing environmental concerns and an increas-
ing demand for energy has accelerated the re-
search into renewable energy sources. One such
source, wave energy, has the potential over all
other renewable energy technologies to compete
with traditional power generation systems such
as coal or nuclear. Estimates account for power
levels of 1 TW to 10 TW that can potentially be
extracted from ocean waves [1].

Wave energy is essentially a concentrated form
of solar energy. The sun heats up the earth
unevenly, this causes differential pressures which
causes winds to blow. As the wind blows over
the ocean water surface it transfers some of the
energy into the water creating waves. The waves
can travel for thousands of kilometres with little
energy loss. South Africa is located in a fortunate
position, experiencing wave-fronts with up to 50
kW per meter wave-crest [2].

Methods of harnessing energy from ocean waves
have been studied since the 1970’s [1]. Interest
was lost due to a low oil price and high capital
investment required to commercialise such a
system. Most existing devices operate on the
principle of pumping hydraulic fluid through a
hydraulic motor coupled to a traditional rotating
generator. These devices can be deployed rel-
atively quickly because it is based on existing
technology, however, the added energy conver-
sion stages and moving parts make it less effi-
cient and in need of more regular maintenance.

A possible alternative is to directly couple the
heaving motion of the ocean water to a linear
generator using a device such as a buoy. By
directly coupling the generator to a buoy, ex-
tra unnessesary energy conversion stateges are
eliminated and with a proper design, the machine

has the potential to be maintanance free [3]. A
double sided tubular linear permanent magnet
generator for such an application will be simu-
lated in this paper. The following sections of the
paper will contain: a description of the machine,
the set-up for the simulation, the simulation
results and future work.

2. MACHINE SPECIFICATIONS

D. Joseph’s novel design combines two different
designs to create the double sided coaxial ma-
chine [4]. A flat double sided design increases
the air gap surface area linking more flux than
single sided machines. Tubular designs encapsu-
late the magnetic field, reducing the end effects
prevalent in flat machines. The two air gaps in
the double sided coaxial design allows for an
increase in force density without a proportional
increase in volume. An example of this can be
found in [4] where the design is compared to the
linear generator found in the Archimedes Wave
Swing(AWS), for a similar force capability the
double sided coaxial machine has a magnetic
material footprint of 63.5% of that of the AWS’s
linear generator.

A scaled down version has been designed pri-
marily for lab testing, Figure 1 shows a cross
sectional cut-out of the machine. The simulations
in this paper is done using this design. The
design specifications of the machine are listed
in Table 1.

The ratio between the pole-pitch and the magnet-
pitch, αm = 0.8, is chosen to minimise cogging
forces. Cogging (or reluctance) forces are as a
result of the interaction between the permanent
magnets and the stator teeth, the attracting forces
constantly tries to align the permanent magnets
and teeth [5] [6]. In an environment where
maintenance becomes difficult such as the ocean,
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Figure 1: Cut-Out of Stator and Translator Sections.

Table 1: Design Specifications of the Scaled Down Machine.

Parameter Name Value
Stator Length 0.36 m
Translator Length 1 m
Pole-Pitch 0.06 m
Magnet-Pitch 0.048 m
Air Gap Length 0.0045 m
Magnet Thickness 0.005 m
Stroke 0.6 m
Number of Phases 3
Inner Stator Turns Per Slot 80
Outer Stator Turns Per Slot 14
Slots/Pole/Phase 1

excessive cogging forces are undesirable as this
would create vibrations potentially damaging the
permanent magnets and stator.

Determining αm is essentially an optimisation
problem with many researchers using the brute
force approach, αm is varied while the total
force ripple (TFR) is minimised. The TFR is
calculated using equation 1 [4]:

TFR =

√∑
v=2 F

2
v

F1
(1)

Where Fv is the force component of the vth

harmonic.

3. SIMULATION MODEL

Finite elements modelling (FEM) packages have
revolutionised the way in which machines are
designed today. Seemingly impossible problems
can now be solved in a matter of days, hours
and even minutes. FEM is still just a tool and it
is up to the designer to apply his/her skills and
knowledge to interpret the results and to make
sure that it is reasonable.

Figure 2: Starting Position of the Translator and Magnetic Flux
Lines.

Figure 3: End Position of the Translator and Magnetic Flux Lines.

From D. Joseph’s results it was known what
the magnitude of the total force with respect to
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translator displacement should be, this ’target’
was used to develop the model and change
aspects such as element size and number of
sample points. ANSYS [7] was used as the
FEM package and the model was set up as
a 2D axisymmetric simulation. The geometry
modelling phase is done in 2D, but the solution
is done by rotating the planar geometry around
an axis of symmetry, namely the centre of the
machine.

The forces acting on the translator were cal-
culated by the built in Maxwell stress tensor
method. The translator was moved through one
stroke starting with bottom aligned with the sta-
tor (see Figure 2), for each iteration the translator
was moved by 0.0015 m resulting in 400 sample
points. The last position is shown in Figure 3.

Figure 4: B-H curve Used for the Simulation.

The B-H curve was modelled using data from the
’US Steel Type 2-S 0.018 inch thickness’ library
in the FEMM package (Figure 4). In order to
simulate a ’snapshot’ in time, the stator coils
were excited by DC currents. This replicates the
instance in time where phase A is at a peak value
and the return current splits through phases B
and C. This was used in order to calculate the
total force on the translator, the stator coils were
left unexcited to calculate the reluctance forces.

4. SIMULATION RESULTS

The forces acting on the translator were recorded
for each iteration. Figure 6 shows the combina-
tion of reluctance and lorenz forces, the Lorenz
force having a period of 2 pole pitches. The
larger the degree of magnetic coupling between
the magnets and stator coils, the larger the
Lorenz force component will be. This is illus-
trated by the amplitude of the force decreasing
as the permanent magnets are no longer in the
air gaps (Figure 3).

Assuming the B-H relationship does not go into
saturation, the Lorenz forces were extrapolated

by subtracting the reluctance force from the total
force. The three forces are plotted across two
pole pairs and shown in figure 5. This illustrates
that if the reluctance forces are eliminated the
resulting force wil be ’smooth’ and would reduce
wear on the components.

Figure 5: Total, Lorenz and Reluctance Force

A FFT was operated on the data to produce
the results in Figure 7. The fundamental sits at
8.33 Hz which corresponds to a repetition of the
fundamental every 0.12 m which is correct. The
harmonics can be attributed to the harmonics in
the permanent magnet flux distribution. Each of
these harmonics interact with the stator teeth to
produce a force. The DC offset is as a result
of the unbalance in force when the magnet
array starts to move outside the stator stack, a
reluctance force tries to pull the stator back in
one direction.

Figure 6: Force vs. translator displacement.

Figure 7: Frequency Spectrum of Translator forces.

Proceedings of the 19th Southern African Universities Power Engineering Conference
SAUPEC 2010, University of the Witwatersrand, Johannesburg TOPIC B. MACHINES

Pg. 57 Paper B-4



5. FUTURE WORK

The magnetostatic simulations gives important
feedback in validating the magnetic circuit de-
sign. This does not give any information on
transients and the dynamic performance. Further
work will include a dynamic simulation by con-
necting a resistive load and applying a force to
the translator inducing currents. Aspects such as
efficiency, regulation and the power factor will
be analysed and improved.

Mechanical optimisations need to be looked at
in more depth, ANSYS has functionality for
mechanical simulations. A possible mechanical-
electromagnetic coupled analysis can be imple-
mented depending on computational resources
and flexibility. This would give a good indication
of the overall system performance.

After satisfactory simulation results are obtained,
a new scaled down model will be built for lab
testing. The model will mechanically actuated to
simulate wave motion. Possible mechanisms are
being considered at the time of writing.

6. CONCLUSION

Magneto-static simulations of a double sided
tubular linear generator have been done to vali-
date the force production. The resulting force vs.
displacement graph indicates a good agreement
with previous results. A frequency spectrum
of the forces illustrates the forces due to the
harmonics of the permanent magnet magnetic
flux distribution. Future work needs to be done
on dynamic simulations as well as mechanical
simulations and optimisations.
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Abstract: Thermal modelling of small electric machines is becoming more important, especially in
high power density and high speed machines. This paper presents a simple, lumped parameter based
thermal model of the stator of such a machine. The model is verified using a finite element method
model and good correlation is achieved. The stator’s themal model will form part of a final coupled
model.
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1. INTRODUCTION

The work presented in this paper forms part of a reseach
project that aims to develop a coupled thermal and
electromagnetic model for high speed permanet magnet
synchronous machines.

Coupled models are used when the interaction between
two domains needs to be taken into account, in this case the
thermal and electromagnetic domains. These two domains
are connected through losses and material properties. The
electromagnetic loss changes the machine’s temperature.
Since a material’s properties e.g. conduction, are
temperature dependent, this temperature change influences
the electromagnetic domain. Traditionally, the machine
was designed to be optimal in terms of electromagnetics.
Thermal effects were only included as limits, for example
limiting the current density in the windings based on
the designer’s experience or empirical data. By using
coupled models, the electromagnetic and thermal domains
can be solved simultaneously, thus taking into account the
interaction between these two domains.

In a coupled model, the electromagnetic part predicts the
losses and their location in the machine. The losses found
in a PMSM can be grouped into mechanical, conduction
and magnetization losses. Conduction losses occur when
current flows in a material. The voltage source can be
the supply (e.g. I2R losses in the stator windings) or an
induced emf (e.g. eddy currents flowing in the shielding
cylinder). Magnetization losses are found in ferromagnetic
materials when the direction of the magnetic domains
is changed by a magnetic field. Hysteresis loss in the
stator laminations is an example of magnetization loss. In
different areas in an electric machine, one or more of these
loss types can cause distributed heat generation.

Thermal methods can be used to determine the effect
of the various losses on the temperature distribution
inside an electric machine. Heat flow occurs through
three modes: conduction (in the solid parts of the
machine), convection (between the solid and fluid found
in and around the machine) and radiation (between

non-contacting parts). The temperature distribution can be
determined for a transient or steady state. Coupled thermal
and electromagnetic design methods are becoming more
important because:

• The thermal and electromagnetic worlds are coupled
thus coupled models are a better approximation of
reality.

• A good thermal design is also important when
considering reliability. Winding insulation decay is
influenced by the winding temperature and can cause
machine failure.

• Various new machine structures are being proposed
which have high power densities, making thermal
modelling absolutely necessary. These machines are
physically smaller thus reducing the heat extraction
surface.

• Using a coupled model can result in a more
electrically efficient machine thus reducing running
costs. Manufacturing costs can also be lowered by
using the optimum material volume.

• Permanent magnet (PM) machines are also increas-
ingly used because of their good electric efficiency,
dynamic response, brushless operation and power
density. Unfortunately PMs can demagnetize when
heated above the material’s Curie temperature [1].

It can be concluded that reliability, efficiency and cost are
the main reasons for coupled thermal and electromagnetic
modelling.

1.1 LP motivation

Solving the temperature distribution is mostly done using
lumped parameters (LPs) and finite element method (FEM)
techniques. Lumped parameters are based on the analogy
that can be drawn between the thermal and electrical
domains. The relations are: Voltage difference to
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temperature difference, electric current to heat transfer
rate, electric capacitance to thermal capacitance and
electric resistance to thermal resistance. Machine
designers with an electrical engineering background can
thus easily understand LP thermal models.

LP models can be solved using less computational
resources than other techniques. This makes LPs very
well suited for use in machine optimization and “what if”
analyses.

It is easier to anticipate the effect a parameter or variable
has on the whole model when using LPs. Numerical
methods like FEM have a “black box” feel since the user
usually has no knowledge of the solution process. The user
also does not understand the modelled process as well as
when using LPs.

1.2 Previous work

Most electric machine thermal modelling in literature
is based on induction motors since these machines are
the most widely used [2]. Small machines have also
not received much attention, due to smaller return on
investment than large machines. The high speed machines
found in literature are mostly cooled using a water jacket
because high power density results in a smaller cooling
surface than in low speed machines. Using a shielding
cylinder to decrease rotor losses in high speed PMSMs has
been analyzed in the electromagnetic domain [3]. Thermal
analysis of the shielding cylinder has not been published.

Even though thermal models using lumped parameters
(LPs) have been used for many years, there are still
unresolved issues. Calculating the values of especially
convection and contact resistances remains a challenge.

1.3 Test platform: TWINS

The McTronX research group of the North-West Univer-
sity developed a high speed PMSM testing platform in
2008. This system consists of two identical, 4kW 30 000
r/min PMSMs with directly connected axes, and is called
the TWINS. Figure 1 shows the TWINS mounted on a
vertical base plate in the high speed test chamber. A
Neodymium-Iron-Boron (Nd-Fe-B) magnet, sintered into
a cylindrical form supplies the rotor magnetic field. The
PM is retained with an Inconel shielding cylinder to ensure
that the rotor withstands the centrifugal forces at 30 000
r/min.

This platform will be used to compare various control
strategies for PMSMs and is also suited for thermal
analysis since it is equipped with strategically placed
temperature sensors. The influence of the shielding
cylinder on the machine performace and temperature can
thus be analyzed with this test platform. The machines
can be operated in motoring or generating mode, thus one
machine can variably load the other. The experimental
setup will be discussed in more detail in section 5.

Figure 1: TWINS photograph

1.4 In this paper

The final goal is to derive a coupled thermal and
electromagnetic model for a high speed permanet
magnet synchronous machine (PMSM). In this paper the
development of a one dimensional (1-D) model for the
stator is presented. The proposed model is based on LPs
and will be verified using a commercial finite element
method (FEM) package. Since all the material properties
are temperature dependent, a variable resistor is used to
model the convection thermal resistance. Most thermal
models are based on previous experience and experimental
results. This paper aims to derive an accurate yet simple
thermal model based on first principles.

The results shown in this paper are based on the geometry
of the TWINS. The following assumptions have been made
to simplify the stator model:

• Only radial heat flow is included. In the final model
axial and radial heat flow will be included.

• Constant copper winding losses are assumed, thus
only heat generation inside the stator winding is
included in this preliminary model. All the other
types of losses mentioned earlier will be included
later in the final model.

• The contact between parts of the machine is not
perfect, a phenomenon that can be modelled using
contact resistances. In this model contact resistance
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is not included, thus it is assumed different parts are
in perfect contact.

• Radiation heat transfer is not included in the model
presented in this paper. It will be taken into account
in the final model.

The work presented in this article is only a part of the final
coupled model. A thermal model for the rotor as well as an
electromagnetic model for the whole machine must still be
completed. In this paper the focus is on the stator’s thermal
model and thus not the exact size and location of the losses.

2. THERMAL MODELLING: AN OVERVIEW

2.1 Heat transport modes: Conduction

Conduction occurs in a solid or a fluid. If a temperature
difference exists in a medium, a heat flux will result
in order to eradicate this temperature difference. The
conduction heat transfer rate (qcond), in watts, can be
described using Fourier’s law. In one dimension it is
written as:

qcond =−kA
dT
dx

, (1)

where k is the thermal conductivity, A is the cross-sectional
area and dT

dx is the temperature gradient in the medium
[4]. Thermal conductivity is a material property similar
to electric conductivity. Another important equation is the
conduction equation. In one dimension it is

∂
∂x

(
k

∂T
∂x

)
+ q̇ = ρc

∂T
∂t

, (2)

where q̇ is the heat generated internally, ρ is the density
and c is the specific heat. The first term of (2) gives
the longitudinal conduction, the second the internal heat
generation and the last the thermal inertia.

Conduction forms the basis of all thermal modelling
of electric machines and has thus been researched
extensively. Current research topics in conduction
include: interface gaps between components, stator
winding models, material data and bearing heat transfer
[5].

2.2 Heat transport modes: Convection

Convection is the heat transport mechanism found between
a solid surface and a moving fluid. This heat transport
mode can be categorized into two groups (forced and
natural) according to the cause of the fluid movement. In
forced convection, the fluid movement is caused by an
external force like a fan. In natural convection, the fluid
movement is caused by buoyancy forces resulting from
a change in fluid density when a change in temperature

occurs. Conduction heat flow is still present between a
solid and a fluid, but to a lesser extent. The Nusselt number
is a dimensionless number that indicates the heat transfer
rate due to convection (qconv) versus that due to conduction
(qcond):

Nu =
qconv

qcond
. (3)

This means that a large Nusselt number indicates a large
amount of the heat transfer is due to convection, compared
to conduction. The heat transfer rate caused by convection
(qconv) can be described by :

qconv = hA(Ts−T∞), (4)

where Ts is the surface temperature, T∞ is the surrounding
fluid temperature and h is the convection coefficient. The
convection coefficient is a function of the fluid speed and
thermal properties. In the case of natural convection, the
air speed and thus the convection coefficient is dependent
on the surface temperature.

Convection heat flow occurs inside and outside the electric
machine. The air movement resulting from the rotor
movement causes convection heat flow between the rotor
and the stator. Convection heat transfer also occurs
between the stator outside and the surrounding medium
(usually air). Both of these areas have received attention
in recent years, with most of the work done on induction
machines with shaft mounted fans and stator fins. [6]

2.3 Heat transport modes: Radiation

Radiation occurs between two surfaces through electro-
magnetic waves, where no intervening medium is present
as in convection situations. Radiation is thus the only heat
transfer mode found between different objects in vacuum
situations. The radiation heat transfer rate (qrad) can be
described using

qrad = εσA(T 4
s −T 4

sur), (5)

where σ is the Boltzmann constant, ε is the emissivity,
Ts is the surface temperature and Tsur is the room surface
temperature.

To separate the heat flow caused by convection and
radiation is difficult since radiation is always present to an
extent. Radiation and natural convection heat transfer are
in the same order of magnitude when no external fan is
present in industrial induction motors [7]. A small amount
of experimental work has been done in this field.
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3. 1-D STATOR MODEL

3.1 Model geometry

Since the stator of the TWINS is symmetrical around the
center, an axisymmetrical approach can be taken. This
means that the cylindrical machine can be modelled in
two dimensions in FEM and using cylindrical lumped
parameter (LP) resistances. Figure 2 shows a simple cut
view of the TWINS machine and highlights the area that
will be modelled in this paper. The winding is wound
inside the coil former, which in turn slides into the slotless
laminations. The stator laminations are stacked inside the
stator housing and kept in place with a circlip. In this 1-D
model the heat will only flow radially outward from the
windings to the surrounding air.

3.2 Lumped parameter model

This section introduces a 1-D LP model for the TWINS
stator. Figure 3 shows the lumped parameters used for
each section of the stator. Only copper conduction losses
are included in this model, thus only one loss source (qL)
is included in the centre of the windings. The sections
where conduction heat flow occurs were modelled using
an equivalent thermal resistance:

Rcyl =
ln

(
r2
r1

)
2πLk

, (6)

where r1 and r2 is the inner and outer radii of the
cylinder respectively, L is the axial length and k is the
thermal conductivity of the material. Sections where only
conduction occurs, are: the coil former first part (Rc f 1),
winding first part (Rwm1), winding second part (Rwm2),
coil former second part (Rc f 2), lamination (Rl) and stator
housing (Rs).

Where the machine comes into contact with the
surrounding air, an equivalent resistance can also be used
to model the convection heat transfer. The TWINS
has natural convection heat flow on the outside and the
convection resistance (h) is dependent on the surface
temperature (Ts). The convection constant can be
determined using:

h =
0.59k

L

(
gβL3Pr(Ts−T∞)

να

)1/4

, (7)

where g is the gravitational acceleration, β is the volume
expansivity, Pr is the Prandtl number, ν is the kinematic
viscosity and α is the thermal diffusivity. The derivation of
(7) is reported in Appendix A. The Prandtl number is also
a dimensionless number, given by

Pr =
ν
α

, (8)

Figure 2: Model geometry

Figure 3: LP model

thus giving the ratio of momentum diffusivity and thermal
diffusivity.

The convection resistance Rconv can be calculated using

Rconv =
1

hA
, (9)

where A is the cross sectional area and h is the heat transfer
coefficient or convection coefficient. The temperature
dependence of h results in Rao (the outside convection
resistance) being a variable resistance, as shown in Figure
3. The LP model were implemented in MATLAB R©
Simulink R©. The variable resistor was modelled using
a variable current source, as shown in Figure 4. The
temperature at node 1 represents Tso and the temperature
at node 2, T∞. The difference between these temperatures
is used to calculate the Rayleigh number, which is used
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Figure 4: h implementation in Simulink R©

to calculate the Nusselt number. This is then used to
calculate h, which, multiplied by the voltage (temperature)
difference and surface area, gives the heat transfer rate q.

Radiation heat transfer can be included into the LP model
by placing another variable resistor in parallel with Rao.
Since only the stator model is presented in this paper, the
inner convection resistance (Rai) is assigned a large value
to act as a thermal insulation. When adding the rotor to the
model, this will be changed.

3.3 FEM model

The heat transfer module of the commercial FEM package
COMSOL R© was used to verify the LP model. The same
material properties were used in both the LP and FEM
models. COMSOL R© also uses a formula simular to (7) to
determine h. Figure 5 shows the mesh of the FEM model.
At the right boundary convection heat flow is modelled and
the rest of the outer boundaries are modelled as thermal
insulation.

4. COMPARISON BETWEEN LP AND FEM
MODELS

4.1 h sensitivity analysis

All the material properties found in (7) are dependent
on the average fluid temperature (Tf ), which can be
determined using

Tf =
Ts−Tin f

2
. (10)

Including all the material properties as temperature
dependent functions into (7) will further complicate the
LP model. The goal of this section is to determine
the modelling error resulting by assuming the material
properties are constant.

Figure 5: FEM mesh

Assume the surface temperature (Ts) has a range of [293 -
413] K and T∞ = 293 K, then Tf will have a range of [293
- 353] K. The sensitivity of h, and thus the convection heat
flow, is shown in Table 1. All the properties except Pr has
a significant influence on h. Care should be taken to use
the correct value of these properties for the corresponding
average fluid temperature. As shown in the last line of
Table 1, combining the variation results in a 5% deviation
in h.

The fluid temperature is not known when solving the
model the first time since Ts is still unknown at this stage.
It is proposed that the LP model be solved iteratively to
ensure the correct fluid properties are used:

• First iteration - Assume Tf = Tin f and use this to
determine the fluid properties. Solve the LP model
to determine a preliminary Ts.

• Other iterations - Now use the preliminary Ts to
calculate a new Tf . Use the new Tf to calculate the
fluid properties and solve the LP model again, thus
finding a new Ts.

Figure 6 shows the results of the first, second and third
iterations of the PM model compared with the FEM results.
It is clear that the LP model correlates much better with the
FEM results after the second iteration.

Table 1: h temperature sensitivity
Lower temp Upper temp %∆hconv

Property [293 K] [353K]
β 3.413e-3 2.83e-3 4.72%
ν 15.16e-6 20.96e-6 16.72%
k 0.02514 0.02953 15.63%
Pr 0.7309 0.7154 0.53%

Combined 5.377%
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Figure 6: 1st, 2nd and 3rd iteration results versus FEM results

4.2 Comparing the two models

The correlation between the LP model and FEM can be
summarized by calculating the percentage difference of the
iterations as shown in Figure 7. After the third iteration,
the difference is less than 0.05 %. When taking into
account the accuracy of temperature measurements, it can
be concluded that the LP model of 1-D is accurate enough
after two iterations.

5. PROPOSED EXPERIMENTAL SETUP

The next step is to verify the LP model using measured
results. Since the stators of the TWINS are manufactured
in house, temperature sensors can be placed throughout
the stator. Figure 8 shows the proposed locations of the
temperature sensors in the upper half, and a block diagram
of the rest of the components in the lower half. The power
electronics converts power from the three phase supply
to the required stator currents. A three phase inverter,
implemented with SEMIKRON stacks, powers each of the
three phase machines from a common DC bus. The DC
bus is realized by rectifying a three phase isolated 220 VAC
supply. The phase voltages and currents are also measured.

The interface board isolates the controller from the power
electronics, powers the sensors and conditions the sensor
signals. All the control and signal sensors connect through
the interface board to the controller (dSPACER©). The
controller is a stand alone system and is programmed using
a fiber optic connection from a personal computer. The
control software is compiled in MATLABR© and all signals
can be displayed in a LabVIEWTM experiment. The data
can also be stored on the personal computer.

6. CONCLUSION AND FUTURE WORK

This paper introduced a 1-D lumped parameter thermal
model for the stator of a high speed PMSM. The proposed
model showed good correlation with FEM results. A
variable resistor, dependent on the surface temperature,
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Figure 7: 1st, 2nd and 3rd iteration results versus FEM,
percentage difference

Figure 8: Thermal experimental setup

was used to model the convection heat transfer between
the machine outer surface and the surrounding air.

The model still needs to be verified using the experimental
setup. The next step is to derive a 2-D stator model.
Multiple loss sources must be included when taking into
account the stator and rotor losses caused by the rotating
stator field. This will lead to a coupled thermal and
electromagnetic model. The rotor movement must also be
included to complete the model.

APPENDIX A

The derivation of (7) is presented in this appendix. The
dimensionless Rayleigh number (Ra) is given by

TOPIC B. MACHINES
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper B-5 Pg. 64



Ra =
gβ(Ts−T∞)L3Pr

να
, (11)

where g is the gravitational acceleration, β is the volume
expansivity, Pr is the Prandtl number, Ts is the surface
temperature, T∞ is the surrounding fluid temperature, L is
the axial length, ν is the kinematic viscosity and α is the
thermal diffusivity. The Nusselt number can be calculated
using

Nu = 0.59Ra1/4. (12)

The convection coefficient h is given by

h =
Nuk

L
. (13)

Substituting (11) and (12) into (13) gives (7).
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1.  INTRODUCTION 

Active magnetic bearings (AMBs) have come of age 

in the past two decades since the first International 

Symposium on Magnetic Bearings held in 1988 [1]. 

Nowadays AMBs are routinely utilised in 

applications such as turbomachinery, centrifuges, 

vacuum machinery, machine tool spindles, medical 

devices, robotics, high-speed drives, spacecraft 

equipment, contactless actuators and vibration 

isolation [2]. AMBs are also used in flywheel energy 

storage applications where the flywheel is operated 

inside a vacuum chamber in order to reduce windage 

losses. Conventional rolling element bearings usually 

fail inside vacuum environments due to poor  

lubrication [3]. 

In 2007 the McTronX research group at the  

North-West University successfully developed such a 

flywheel energy storage system hereinafter referred 

to as the Fly-Ups system. The Fly-Ups system is 

capable of running at speeds of up to 30,000 r/min 

and delivering 2 kW of power to a load for a time of  

15 minutes. The flywheel rotor is fully suspended in 

5-axes by AMBs, is powered by a 2 kW permanent 

magnet synchronous machine (PMSM) and is 

operated in a vacuum housing [4].  

Upon completion of the Fly-Ups project initial tests 

showed that the AMBs could not stably support the 

rotor up to the operating speed of 30,000 r/min due to 

large unbalance residing on the flywheel rotor. The 

AMBs could also not perform at their design stiffness 

and damping due to noise effects within the control 

enclosure given that the noise is amplified by the 

differentiator of the PD-controller. This fact lead to a 

significant reduction in bearing damping capabilities 

of the radial AMBs since the derivative gain of the  

PD-controller had to be reduced in order to stably 

suspend the flywheel rotor [5]. 

In order for the McTronX research group to further 

their research into AMB systems and to analyse 

current issues with the experimental AMB systems, 

an integrated rotor-AMB simulation platform needed 

to be developed. The simulation platform may be 

used to simulate the response of a complex rotor-

AMB system including critical frequency analysis of 

the rotor, mode shapes, rotor unbalance response, 

AMB response due to disturbance inputs, cross-

coupling effects, controller performance and AMB 

performance analysis under operating conditions. 

The simulation platform may also be used for the 

testing of advanced control algorithms and vibration 

suppression schemes employed in AMBs. 

2. ACTIVE MAGNETIC BEARINGS 

2.1 Basic operating principle 

Magnetic bearings utilise magnetic forces to support 

the moving machinery without physical contact. 

Stable operation of the magnetic bearing system is 

only possible by making use of feedback control 

since magnetic bearings are open-loop unstable. 

Typically an AMB system comprises a rotor, an 

electromagnetic actuator, power amplifiers, position 

sensor and a digital controller. Figure 1 shows the 

functional diagram of an AMB system. 

Power 

amplifier

Power 

amplifier

i0 + ix

i0 - ix

fx x

Rotor

(m.g)

Digital 

controller

Bias
i0

+

_

+

+

Non-contact position sensor signal

ix

xsensor

Top electromagnetic 

actuator

Bottom electromagnetic 

actuator

 

Figure 1: Functional diagram of an AMB system 

The non-contact position sensor is used to measure 

the position (xsensor) of the rotor and this signal is used 

by the controller to generate the control signal (ix) 

which is fed to the power amplifier, which in turn 
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supplies the required currents (i0+ix) to the actuator 

coil. The actuator exerts a force (fx) on the rotor 

keeping it in its reference position. The air gap 

between the rotor and the actuator is denoted by x. 

2.2 Non-linearities inherent to AMBs  

As shown in Figure 1 magnetic bearing systems 

typically comprise a rotor, magnetic actuators, 

displacement sensors, power amplifiers and a digital 

controller all of which are characterised by non-linear 

behaviour. This in turn suggests that the entire 

magnetic bearing system is characterised by highly 

non-linear behaviour. The main non-linearities 

inherent to AMB systems include [2]: 

(i) Non-linear force-current and force-

displacement relationship of the 

electromagnetic actuators 

(ii) Saturation effect of the ferromagnetic core 

material and the non-linearity of the actuator 

coil inductance 

(iii) Hysteresis of the magnetic core material 

(iv) Saturation of the power amplifiers and the 

limitation on control current caused by 

physical limitations of the power amplifiers 

(v) Geometric coupling between the 

electromagnets which results in coupling 

between different orthogonal coordinate 

directions 

(vi) Time delays in the feedback loop caused by 

processing time of the digital controller and 

A/D- and D/A conversion time 

(vii) Non-linearity of the sensor system and noise 

effects in the sensor system 

Other effects include eddy current- and leakage- and 

fringing effects. 

The non-linear force-current and force-displacement 

relationship of an 8 pole heteropolar radial AMB is 

shown in (1) where km denotes the electromagnetic 

constant, i0 denotes the bias current in the actuator, ix 

denotes the control current, x0 denotes the rotor 

nominal position, x denotes the rotor displacement 

from the nominal position and α denotes the angle of 

the pole with the geometric coordinate axis. 

 

2 2

0 0

2 2

0 0

( ) ( )
cos( )

( ) ( )

x x

x m

i i i i
f k
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 (1) 

The traditional approach of characterising the AMB 

is to linearise (1) about the operating point where  

ix = i0 and x = x0 which translates to the linear force-

current force-displacement relationship shown in (2) 

where ki is the current gain and ks is the negative 

position stiffness. 

 
x i sf k i k x   (2) 

The linear force relationship shown in (2) holds true 

only for small rotor deflections and small control 

currents about the operating point. If the rotor 

deflection exceeds half the air gap, the net magnetic 

force of the opposite pair of electromagnets differs 

by more than 44% from its linear approximation [6]. 

This leads to rapid deterioration of performance of 

the AMB when operation deviates from the nominal 

position. This fact leads to the need for non-linear 

dynamic analysis of magnetic bearing systems since 

the dynamic behaviour of AMB may be totally 

different from the predicted linear model [2]. 

2.3 AMB model  

Table 1 shows the characteristics of the magnetic 

bearings developed for the Fly-Ups system. The 

rotor-dynamic analysis of the flywheel rotor yielded 

a maximum load of the radial AMBs of 150 N with 

bearing stiffness of 500,000 N/m and bearing 

damping of 2500 N.s/m. An air gap of 0.5 mm was 

specified together with a maximum flux density of  

1 T in order for the magnetic bearing to operate in the 

linear region of the magnetic material. The maximum 

current flowing in the AMB coils was specified as  

5 A due to power amplifier limitations. This together 

with the slew rate requirements yielded the maximum 

power amplifier bus voltage of 54 V. 

Figure 2 shows the developed Simulink
®
 model of 

the radial AMB. This model represents the rotor as a 

point mass for verification purposes. The model 

includes a PID controller, power amplifier models, 

non-linear force-current, force-displacement 

relationship in (1), anti-aliasing filter, eddy current 

displacement sensor model and a noise generator. 

The AMB is controlled by a discrete PID controller 

operating at a sampling rate of 10 kHz. The input of 

the controller is the actual displacement of the rotor 

whereas the controller output is a current reference to 

the power amplifiers. The current bias of 2.5 A is 

added to the top- and bottom control current 

reference.  

Table 1: AMB properties [5] 

Bearing parameter Parameter value 

Maximum load capacity Fmax = 150 N 

Bearing stiffness keq = 500,000 N/m 

Bearing damping beq = 2500 N.s/m 

Air gap g0 = 0.5 mm 

Saturation flux density Bsat = 1 T 

Number of turns per coil N = 80 

Maximum current Imax = 5 A 

Bias current Ibias = 2.5 A 

Power amplifier bus 

voltage 

Vmax = 54 V 
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Step response - comparing the linear AMB model to the nonlinear AMB model

 

 

Nonlinear AMB model response

Linear AMB model response

 

 

 

 

 

 

 

 

 

 

The power amplifiers are modelled as current 

feedback power amplifiers with a PI controller 

determining the duty cycle. The power amplifier 

models also contain the resistance and inductance 

characteristics of the AMB coils. The current is 

determined by varying the duty cycle of the applied 

bus voltage to the transfer function of the AMB coils 

and the power amplifier has a bandwidth of 2.5 kHz. 

The current output of the power amplifier together 

with the actual position of the rotor serves as input to 

the force calculation block which contains the non-

linear force characteristic in (1). The output force is 

applied to the rotor (in this case only a point mass) 

and is integrated twice to obtain the position of the 

mass. 

In order to scale the output voltage of the eddy 

current displacement sensor to +/- 10 V in the actual 

system, a signal conditioning circuit is added with a 

zener diode and a low pass filter at the Nyquist 

frequency (fN) of 5 kHz in order to reduce anti-

aliasing effects. The transfer function of the low pass 

filter is given by (3). 
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 (3) 

The eddy current displacement sensor was modelled 

as a low pass transfer function of second order with 

the two parameters being the bandwidth ωs and the 

dimensionless damping ζs of the sensor as shown in 

(4) where Ksens is the sensor gain [7]. 
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A white noise generator is also included in the model 

in order to simulate the actual noise present in the 

Fly-Ups system. The white noise is scaled to be 

comparable in amplitude to the actual high frequency 

 

 

 

 

 

 

 

 

 

 

 

noise present within the Fly-Ups system. 

2.4 AMB model verification 

In order to get a measure of how well the AMB 

model corresponds with the actual specifications of 

the Fly-Ups AMBs, the stiffness and damping 

properties of the AMB model has to be verified. 

Since the AMB system can be seen as a second order 

system close to its working point, a step response can 

be employed to determine the stiffness and damping 

properties [5]. 

The non-linear AMB model was connected to a mass 

of 13.22 kg and a step disturbance input of 10 µm 

was introduced after 0.5 seconds as can be seen in 

Figure 3. The model was also compared with a linear 

AMB model that makes use of equation (2) to 

determine the force exerted on the mass.  

 

2

  ;  2n

eq eq eqk b k m
m


   (5) 

Graphically the percentage overshoot, settling time 

and final value are determined and used to determine 

the natural frequency and damping ratio. 

 

 

 

 

 

 

 

Figure 3: Step response of linear- and non-linear AMB models 

Figure 2: AMB model including the various subcomponents 
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Using (5) the equivalent stiffness of the AMB is 

determined to be 500851 N/m and the damping is 

determined to be 2531 N.s/m. The stiffness values 

compares to within 0.2 % and the damping values 

compares to within 1.24 % of the design values listed 

in Table 1 [5]. The AMB model thus shows good 

correlation to the design values. 

3. FLYWHEEL ROTOR 

3.1 Rotor-dynamics 

According to the ISO definition, a rotor is a body 

suspended through a set of cylindrical hinges or 

bearings that allows it to rotate freely about an axis 

fixed in space. Rotor-dynamics in turn is the study of 

the dynamic behaviour of rotors [8]. In high-speed 

machinery the dynamic behaviour of rotors needs to 

be analysed to ensure the desired operational 

performance is achieved. To analyse the dynamic 

behaviour of a rotor, an accurate model of the rotor 

has to be developed. The most common modelling 

methods employed in rotor-dynamic analysis today 

can be subdivided into two wide classes, the lumped 

parameter methods and the finite element methods 

(FEM) [3]. For the purpose of this study the finite 

element method was selected to develop the rotor 

model since it is numerically more stable [3].  

Rotor models can be further divided in rigid- and 

flexible rotor models. Rigid rotor models operate 

under the assumption that the rotor is uniformly 

symmetric and rigid, and bearing- and sensor 

locations are scaled to a distance from the centre of 

gravity (CG). The displacement of the rotor is only 

described in terms of translational and angular 

motion about the CG [8]. This in turn suggests that 

the rigid rotor model is only capable of predicting the 

rigid body modes of the rotor i.e. cylindrical and the 

conical modes. 

In flexible rotor models in turn, the rotor is divided 

into several beam elements characterised by numbers 

n (n = 1, 2, 3, …, N). Each beam element n is 

described by length ln, bending stiffness EJn, mass 

per unit length µn, mass eccentricity en, angle of 

eccentricity γn and further parameters describing 

internal and external damping as well as additional 

rotational inertia and gyroscopic effects. The system 

matrix is then determined for each element. This 

includes a mass-, stiffness-, damping- and forcing 

matrix for each element which is then integrated into 

the equation of motion of the flexible rotor as shown 

in (6). Theoretically the number of natural 

frequencies that can be calculated is equal to the 

number of elements in the flexible rotor model [9]. 

Flexible rotor models can thus predict critical 

frequencies above the 1
st
 and 2

nd
 rigid modes. 

In high speed machines, it is vital to know where in 

the frequency spectrum the critical speeds are located 

since operation at these critical speeds may be 

harmful to the machine. In order to determine the 

critical speeds of a rotor the natural frequency has to 

be determined first. 

Natural- or fundamental frequency: Every system 

encounters resonance at a particular number of 

frequencies. At these resonance frequencies a small 

disturbance can cause the system to vibrate [9].  

Critical Speed: The critical speed of a rotor is 

defined as the speed at which the rotating shaft 

imbalance coincides with the natural frequency of 

that shaft. If a rotor is operated at or near a critical 

speed, it will exhibit high vibration levels, and is 

likely to be damaged [9]. Operation between critical 

speeds ensures that the vibration levels are kept to a 

minimum thus ensuring safe operation and a longer 

machine lifetime [8]. 

Gyroscopic effects have an influence on the critical 

speeds of a rotor and they are significant in long rigid 

rotors as well as flywheel rotors that are supported by 

flexible bearings. Gyroscopic effects cause the 

critical speeds of the rotor to be dependent on the 

rotational speed of the rotor [8]. However, with 

increasing speed, each pair of identical eigen-

frequencies splits up into one set of ascending 

eigenvalues and another set of descending 

eigenvalues. The eigenmodes that relate to the 

increasing eigenvalues are the so-called forward 

modes, since their motions have the same sense of 

rotation as the rotational speed itself [8].  

Correspondingly, all eigenmodes with decreasing 

eigenvalue dependency are the so-called backward  

modes [9]. This can be seen when the eigenvalues are 

plotted against the rotational speed of the rotor which 

is also known as a Campbell diagram [9]. A typical 

illustration of the well known Campbell diagram is 

shown in Figure 4 together with the corresponding 

modes of the rotor. 

 

 

 

 

 

 

 

 

Figure 4: Campbell diagram of rotor with gyroscopic effect 

When the eigen-frequencies of the rotor are known, 

they indicate the gyroscopic effect of splitting the 

eigen-frequencies or critical speeds into forward 

whirl and backward whirl [8].  
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This is because the two radial directions (x and y) are 

coupled by gyroscopy which causes the system to 

experience a critical frequency in the x and y 

directions at different speeds. The critical speeds of 

the rotor can also be determined from Figure 4. 

Critical speeds occur where the diagonal Ω line 

intersects any of the forward or backward whirl mode 

lines as seen at point A, B and C in Figure 4. In 

practice critical speeds are rarely experienced at the 

intersection of the diagonal Ω line with the backward 

whirl lines. Backward whirl modes are usually 

damped but may occur when the rotor is non-

symmetric or the bearings are anisotropic in the x- 

and y directions [1]. 

3.2 Flywheel rotor 

The flexible rotor model of the flywheel is based on 

the equation of motion shown in (6) where M, D, G, 

K, ω denotes the mass-, damping-, gyroscopic  

effect-, stiffness-, speed of rotation of the element 

respectively. The unbalance quantity is denoted by 

me and u denotes the external forces applied to that 

element as defined in the rotor model template. 

2

2

( ) cos( )

( ) sin( )

x x x x x

y y y y y

M x D G x K x me t u

M y D G y K y me t u

  

  

    

      
(6) 

Making use of a FEM package written by Dr. Izhak 

Bucher called RotFE, a MATLAB
®
 model of the  

Fly-Ups rotor can be derived which is governed  

by (6). The model can then be used to determine 

critical frequencies, mode shapes, unbalance 

response, displacements at various speeds and 

Campbell diagrams. 

In the development phase of the Fly-Ups system a 

rotor-dynamic analysis was done on the flywheel 

rotor using a software package called  

DyRoBeS
®

 [4]. In order to compare the results from 

DyRoBeS
®
 with the results from RotFE an exact 

copy of the DyRoBeS
®
 rotor was implemented in 

RotFE and is shown in Figure 5. 

 

 

 

 

 

 

 

Figure 5: MATLAB® representation of the Fly-Ups rotor 

 

Table 2: Critical frequency comparison 

Mode shape DyRoBeS
® 

RotFE 

1
st
 rigid mode 35.43 Hz 35.55 Hz 

2
nd

 rigid mode 143.94 Hz 147.45 Hz 

1
st
 bending mode 519.89 Hz 516.23 Hz 

From Table 2 it can be seen that there is a good 

correlation between the two implementations of the 

Fly-Ups rotor model. The results show a maximum 

deviation of 3.01 % at the 2
nd

 rigid mode which is 

due to modelling differences in the two software 

packages. 

3.3 INTEGRATED ROTOR-AMB MODEL 

Upon completion of the AMB model and the rotor 

model respectively the rotor model was implemented 

in Simulink
®
 by means of an S-function. This was 

done in order to derive a new rotor model for each 

time-step of the simulation since the rotor model is 

speed dependent as seen in (6). The output of the 

rotor model is the rotor position whereas the input to 

the rotor model is force. The force input (denoted by 

u in (6)) was specified to be applied at the bearing 

locations and the position output was specified at the 

sensor positions on the rotor. The force output of the 

AMB model then connects to the rotor force input 

and the position output of the rotor connected to the 

position input of the AMB as shown in Figure 5. This 

was done for both radial AMBs in the X- and Y-

directions to support the rotor in 4-axis of freedom. 

4. RESULTS 

The integrated rotor-AMB model was employed to 

determine the response of the system to a step 

disturbance input of 10 µm. The maximum attainable 

damping (kd of the PD-controller) is however 

significantly lower in the actual Fly-Ups systems due 

to noise in the sensor system. Since the rotor is 

asymmetric the response of AMB 1 differs from the 

response of AMB 2 (refer to Figure 5). The 

equivalent mass of the rotor at AMB 1 scaled from 

the CG was determined to be 5.38 kg and the 

response of the system is shown in Figure 6. At  

AMB 2 the equivalent mass was determined to be 

13.22 kg and the system displays more overshoot as 

seen in Figure 7. This is because of the inertia of the 

rotor and since the AMBs only have a load capacity 

of 150 N. When actuation of the right part of the 

rotor occurs the inertia of the rotor causes the rotor 

position to overshoot several times before stabilising. 

The overshoot is also caused by the lower damping 

capability of the AMB due to the noise. 

Figure 8 shows the rotor response due to the actual 

unbalance residing on the Fly-Ups rotor during a run-

up test simulation. The rotor is accelerated from 0- to 

33,000 r/min in 100 seconds. It can be seen that the 
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rotor is stably suspended throughout the run-up test 

to well below 250 µm where the backup bearings are 

located. 

 

Figure 6: AMB 1 response due to 10µm step disturbance 

 

Figure 7: AMB 2 response due to 10µm step disturbance 

 

Figure 8: Rotor run-up unbalance response 

5. CONCLUSIONS 

A simulation model has been developed in order to 

investigate the dynamic effects associated with 

magnetic bearings in high-speed rotating machines. 

The simulation model was developed to simulate the 

response of the Fly-Ups system which features a  

5-axes suspended flywheel rotor used to store electric 

energy.  

The simulation model includes models of the actual 

AMB actuators used in the Fly-Ups system including 

models of the power amplifiers, eddy current 

displacement probes, anti-aliasing filters and the non-

linear force-current, force-displacement relationship 

inherent to AMBs. A rotor model of the Fly-Ups 

flywheel rotor was also developed and verified 

against a rotor-dynamic software package showing a 

maximum deviation of 3.01%. 

The rotor model was integrated with the AMB 

models in order to realise a model of the Fly-Ups 

rotor-AMB system. Results show that the AMBs can 

suspend the rotor in the presence of a step 

disturbance inputs as well as during a run-up test. 

Further work has to be done to compare the 

simulated results with the actual operation of the  

Fly-Ups system. The model was not yet validated 

against the actual Fly-Ups system since there were 

issues regarding the balancing of a rotor fitted with 

permanent magnets. The Fly-Ups rotor has since 

been balanced and the system will be 

recommissioned in early 2010.  

The AMB model will also be expanded to include 

time delays in the control loop, non-linear coil 

inductance effects as well as leakage- and fringing 

effects. This will enable the simulation platform to be 

used as a design verification tool in future rotor-

AMB projects within the McTronX research group. 
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Abstract – The complexity and size of power systems require digital simulation tools for efficient planning, analysis and 

control. Adequate synchronous machine modelling is important for reliable analysis results. However, different simulation 

tools make use of different synchronous saturation models that can affect the simulation results. This paper covers 
synchronous machine saturation modelling and its effect on the small-signal stability results.. Two power system 

simulation tools, MatNetEig and PacDyn 8.1.1 are selected for comparison. It is shown that PacDyn eigenvalue results 

matched the results from MatNetEig simulation tool in all test cases when saturation was neglected. However, when 
saturation is included, the variations in mathematical saturation models in the different simulation tools resulted in 

differences in numerical eigenanalysis results. It was found that the effects of saturation modeling are very small on 

frequency and slightly bigger on damping ratios. On a well-damped system, the effects of saturation are small enough to be 

ignored in all simulation tools. However, the effects are higher when the system is marginally damped. 

Key Words: Eigenvalues, power system stability, PacDyn, MatNetEig, synchronous machine saturation. 

 

1. INTRODUCTION 

The power system is a complex and by far the largest 

human-made system on earth with many generators, 

transmission lines and loads. This makes it difficult 

to predict the dynamic behaviour of such a big 

system. The overall system becomes difficult to 

analyse without the use of digital computer 

simulations [1 – 3]. 

 

Computer simulation tools assist in modelling and 

analysis for efficient planning, operation and control. 

Adequate synchronous machine modelling is 

important for reliable analysis results. However, 

different simulation tools make use of different 

mathematical models when modelling and 

calculating synchronous machine saturation [1]. It is 

important to investigate the synchronous machine 

saturation modelling in the different tools and 

understand the reasons for the differences.  

 

In this paper synchronous machine saturation 

modelling and their effect on the small signal 

stability results are investigated. Two power system 

simulation tools, MatNetEig and PacDyn 8.1.1. are 

used for comparison. Eigenvalue analysis on the 

“Two-area, four-machine” power system show 

similar results from both PacDyn and MatNetEig 

when saturation is neglected. However, when 

saturation is included, the variations in mathematical 

saturation models in the different simulation tools 

resulted in differences in numerical eigen-analysis 

results. It was found that the effects of saturation 

modeling are very small on frequency and slightly 

bigger on damping ratios [4 – 7]. 

2. SIMULATION TOOLS 

In the following subsection, some of the features of 

the two power system simulation tools (i.e., 

MatNetEig and PacDyn 8.1.1.) that were selected for 

comparison are discussed. 

2.1. PacDyn 8.1.1 

PacDyn is a comprehensive small-signal stability 

analysis package developed by CEPEL [8 – 10]. 

Input data formats supported include PSS/E, 

ANAREDE, binary and PacDyn data file formats. 

PacDyn has built-in as well as user defined models. It 

requires converged electrical network data and comes 

with editors for different data formats as well as user-

defined models for unlimited dynamic models [10]. 

PacDyn has easy-to-use disturbance tools. 

2.2. MatNetEig 

MatNetEig is a Matlab based simulation tool and 

uses classes called net_c for network model 

structures [11, 12]. MatNetEig supports data file 

formats in PST V2, PSS/E and IEEE common data 

file formats. Analysis can be done in either command 

line or via the graphical user interface. It has limited 

disturbance tools. 

 

PacDyn and MatNetEig tools give eigenvalues, mode 

shapes and participation factors. PacDyn tool 

provides mode shapes in polar, histograms and lists 

while MatNetEig gives these results in list formats 

only. These tools can also give time domain plots. 

3. POWER SYSTEM STABILITY 

Power system stability is the ability of a power 

system to remain in a state of equilibrium under 

normal operating conditions and to regain acceptable 

state of equilibrium after being subjected to a 

disturbance [3]. It is subdivided into voltage and 

rotor angle stability. Rotor angle stability is further 

divided into small-signal and transient stability [13].  

 

Rotor angle stability is the ability of interconnected 

synchronous machines to remain in synchronism. 

Analysis is done using time domain and 

eigenanalysis methods [13]. 
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Small-signal stability is the ability of a power system 

to maintain synchronism under small-disturbances 

such as small changes in loads and generation. The 

disturbance is termed “small” if equations governing 

the dynamics of the system can be linearized around 

an operating equilibrium point [13, 14].  

 

Oscillatory modes is a term used for the complex 

eigenvalues, the imaginary part of the eigenvalue 

gives the oscillatory frequency. The oscillatory 

modes are classified into four categories based on the 

frequency range and the location of dominant state 

variables [1, 11 – 13]. These modes are local area 

plant mode, inter-area mode, control mode and 

torsional mode. Only the local area and inter-area 

modes are covered in this paper. 

3.1. State space equations and eigenvalues 

State space equations and eigenvalue analysis 

techniques give the dynamic behaviour of a power 

system modelled by a set of non-linear differential 

and algebraic equations (1) linearized around an 

equilibrium operating condition [13]. 

 
t)u,(x,y

t)u,f(x,x

g=

=&
                                         (1) 

where    x – State variables of dimension n x 1 

f – Non-linear functions of size n x 1 

u – Input variables of size rx1 

y – Output variables of dimension m x 1 

g – Non-linear functions of size m x 1 

t – Time 

n – Order of the power system model. 

 

The linearized equations above are commonly given 

as follows [12, 15 – 17]: 

 

Du Cx y 

Bu Ax  x

+=

+=&
                                            (2) 

 

where  A – is an n x n state matrix 

B – is an n x r input matrix 

C – is an m x n output matrix 

D – is an m x r feed-forward matrix 

 

Matrices A, B, C and D are matrices of partial 

derivatives of non-linear functions f and g with 

respect to time. Eigenvalues of the system can be 

computed by solving the characteristic equation (3). 

0  I) -det(A =λ                                          (3) 

Where λ are the eigenvalues and I is a diagonal 

square dimensional identity matrix. Each eigenvalue 

of the system can be represented as (4) 

ωσλ j±=                                             (4) 

Where σ is the real part and ω is the imaginary part 

of the eigenvalue in question.  

 

These eigenvalues give the dynamic performance of 

the system as follows [1, 10, 13, 17, 18] without the 

need to experiment with the actual power system: 

 

- Real eigenvalues indicate non-oscillatory modes. 

- Oscillatory modes are given by complex conjugate 

pairs. 

- The real part of the eigenvalue gives the damping 

while the imaginary part gives the frequency of 

oscillation. 

- The system is stable if all real parts are negative 

and unstable if at least one real part is positive. 

- The damping ratio (ζ) determines the rate of decay 

of the amplitude and is given by (5). 

22

-

ωσ

σ
ζ

+
=                                     (5) 

Eigenvectors and participation factors are closely 

related. Participation factors are the product of left 

and right eigenvector components of the selected 

eigenvalue. Participation factors give the relative 

participation of state variable to a mode while 

eigenvectors describe the activity of the state 

variables in a mode given. Participation factors are 

given by (6) [17]. 

kiikki  P ΨΦ=                                           (6) 

Where Pki is the participation, Ψki and Φik are the left 

and right eigenvector components respectively. 

4. COMPONENT MODELLING 

Power system stability analysis results can only be 

accurate and reliable if all individual components are 

modelled to closely reflect the steady-state and 

dynamic behaviour of the actual power system. For 

this reason, it is important to understand different 

power system components and how they are 

modelled and interconnected [1, 13, 14]. 

4.1. SYNCHRONOUS MACHINES 

Small-signal stability of a power system is about 

keeping all interconnected synchronous machines in 

synchronism. The modelling of this machine is 

therefore important for reliable power system 

stability analysis results [13]. 

 

There are many synchronous machine models 

ranging from simple classical machine (2
nd

 order) 

models to detailed higher order machines with 

magnetic saturation. The order indicates the number 

of states associated with the generator. For the 

purpose of this paper, only the 6
th

 order synchronous 

machine model is discussed [13, 18 – 20].  

 

The coupled direct (d-) axis and quadrature (q-) axis 

circuits define the complete synchronous machine 

model and is widely used in simulation tools. The d-

axis in Fig. 1 and axis q-axis in Fig. 2 are for the 6th 

order machine model [1, 13, 20].  
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Figure 1: Direct axis machine circuit [1] 

 

Figure 2: Quadrature axis machine circuit [1] 

Saturation in d- and q-axis is generally specified 

using the total saturation model given by the 

exponential equation (7) 

 

1

])([)(

T

CtB

fd

C

AeSI

ψ

ψ ψ
ψ

=

== −

                   (7) 

where Ψ is the flux linkage or the terminal voltage; 

A, B and C are the constants defining the nonlinear 

open-circuit saturation curve in Fig. 3 [13, 20]. 

 

Figure 3: Generator saturation curves 

Equation (7) is used to calculate values S1.0 and S1.2 

that are used by the different simulation tools. 

Parameters S1.0 and S1.2 (not shown in Fig. 3) are 

calculated from the air-gap line (a) and OCC curve  

(b) using a1, a2, b1 and b2 as indicated in Fig. 3, where 

a1 is the field current required to produce 1.0 p.u flux 

on the air-gap line and a2 is the field current required 

to produce 1.2 p.u flux [13]. 

 

Different simulation tools make use of different 

mathematical models when modelling and 

calculating synchronous machine saturation [1, 10]. 

This section covers mathematical descriptions of the 

saturation moles used in PacDyn and MatNetEig. 

4.1.1. PacDyn saturation model 

PacDyn has two saturation models as follows for 

different synchronous machines [10]. In this paper, 

only the exponential saturation model in equation (8) 

below used to model 5
th

 and 6
th

 order models is 

discussed.  

E'|-C)(|B

sat
sateASAT =                              (8) 

The saturation data in PacDyn is specified using Asat, 

Bsat and C that are internally used to calculate 

machine saturation (SAT) in d- and q- axis. Given 

the OCC curve, the user can calculate both S1.0 and 

S1.2 as follows in PacDyn [10]: 

1
aa

a-b
S

1
aa

a-b
S

2

2

2

22

1.2

1

1

1

11

1.0

−==

−==

b

b

                            (9) 

Where a1, a2, b1 and b2 are the field current values. 

Manipulating equations (9) results in equations (10) 

for b1 and b2 respectively. 

 

)(Sa1b

)(Sa1b

1.222

1.011

+=

+=
                                    (10) 

 

Equations (10) will be used when comparing PacDyn 

and MatNetEig  saturation models. 

4.1.2. MatNetEig saturation model 

MatNetEig simulation tool has three saturation 

models. The round rotor synchronous machine given 

by “type 21 and 31” uses saturation models modelled 

by equations (11) as defined in m-file program [11]. 

 

sat

asat

0.2B

1.0sat

1.0

1.2

sat

sat

0.8)(B

satafd

eSA

S

1.2S
5.0logB

AeAψ)(I

−

−

=









=

−+= ψψ

           (11) 

 

The equations above indicate that this mathematical 

model is different from PacDyn OCC curve models. 

There is an additional term given by Ψa-Asat , the 

value of C in (7) is fixed at 0.8 per unit and 

MatNetEig uses the flux as opposed to voltage. 

 

In MatNetEig tool, the synchronous machine 

saturation data is specified using S1.0 and S1.2 as 

follows [11]: 

2

22

1.2

1

11
1.0

a

a-b
S

a

a-b
S

=

=
                                          (12) 

Solving for b1 and b2 from (12), taking into 

consideration equation (11) results in the above re-

written as follows for MatNetEig: 

)](1[)2.188.1(

)]1[)1(

1.2

2

22

1.011
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++−=

sat

sat
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Equations (13) indicate that there are two 

fundamental differences between models in 

MatNetEig and PacDyn as follows: 

• MatNetEig has additional terms (1-Asat) and 

(1.88-1.2Asat) for b1 and b2 respectively. 

• In MatNetEig, b2 is proportional to (a2)
2 

compared to a2 in PacDyn. 

 

The mathematical models used in PacDyn and 

MatNetEig simulation tools are all different as 

indicated in this section. The simulation results from 

these two tools are therefore expected to be different 

following these variations in magnetic saturation. 

4.2. AVR EXCITATION SYSTEM 

The main function of the automatic voltage regulator 

(AVR) excitation system is to provide direct current 

(DC) field voltage to control the generator terminal 

voltage. Many types of excitation system models 

have been developed over the years including 

rotating DC, rotating AC and static thyristor AVR 

exciters [1, 11 – 13]. 

4.3. POWER SYSTEM STABILIZERS (PSS) 

PSS systems are used to damp power system 

oscillations and to enhance stability of a power 

system following a disturbance using auxiliary speed, 

frequency or voltage signals. Figure 4 shows a PSS 

block diagram [12, 13]. 

 

Gain
Vpss

 

 

∆ω 

 
    sTw 

 1+sTw 

 

 

1+sTn 

 

 
1+sTd

 

 
 

Figure 4: A generic PSS block diagram 

Figure 4 above is composed of the washout circuit 

(1
st
 block), lead-lag circuit (2

nd
 block) and gain 

circuit (3
rd

 block). The lead-lag circuits can be more 

than one. The input used was the change in speed 

while the output is Vpss to the AVR exciter. 

5. ANALYSIS METHOD 

Two-area four-generator (2A4M) power system 

models was selected for small-signal stability 

analysis. The system  was modelled and results were 

then compared using eigenvalues, mode shapes, 

participation factors and time domain simulations. 

6. RESULTS AND DISCUSSIONS 

The eigenvectors and participation factors from the 

simulation tools were used to identify the inter-area 

and different local area modes in the 2A4M model. 

6.1. 2A4M SYSTEM MODEL RESULTS 

6.1.1. SYSTEM ON MANUAL CONTROL 

Table 1 shows the inter-area and local area 

oscillatory modes using eigenvalues, oscillatory 

frequencies and damping ratios for both MatNetEig 

and PacDyn simulation tools. 

Table 1: Eigenvalues: System on manual control 

MatNetEig PacDyn

λ = -0.0921±j3.4265 λ = -0.0921±j3.4265

f = 0.5453 Hz f = 0.5453 Hz 0.0000  Hz

ζ = 2.6869 % ζ = 2.6872 % -0.0003  %

λ = -0.5726±j6.8115 λ = -0.5726±j6.8115

f = 1.0841 Hz f = 1.0841 Hz 0.0000  Hz

ζ = 8.3768 % ζ = 8.3768 % 0.0000  %

λ = -0.5742±j7.0355 λ = -0.5742±j7.0355

f = 1.1197 Hz f = 1.1197 Hz 0.0000  Hz

ζ = 8.1344 % ζ = 8.1344 % 0.0000  %

λ = -0.086±j3.4307 λ = -0.0956±j3.4238

f = 0.546 Hz f = 0.5449 Hz 0.0011  Hz

ζ = 2.506 % ζ = 2.7923 % -0.2863  %

λ = -0.4537±j6.8832 λ = -0.549±j6.809

f = 1.0955 Hz f = 1.0837 Hz 0.0118  Hz

ζ = 6.5771 % ζ = 8.0368 % -1.4597  %

λ = -0.4604±j7.105 λ = -0.5527±j7.0328

f = 1.1308 Hz f = 1.1193 Hz 0.0115  Hz

ζ = 6.4664 % ζ = 7.8347 % -1.3683  %

Difference
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Local area 1

Local area 2
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Both tools gave a stable system and similar results on 

system modelled without saturation on the generator 

models. The inclusion of saturation resulted in a 

stable system with different simulation results as 

expected on these different saturation models. 

 

Table 2 shows the effects of saturation on oscillatory 

frequencies and damping ratios as compared to when 

the saturation is neglected. The effects were 

calculated using the equation (14). 

sn

snsc FFFreq

ζζζ −=∆

−=∆

sc

                     (14) 

where subscripts “sc” and “sn” indicate “saturation 

considered” and “saturation not considered” 

respectively on frequency and damping ratios. 

Table 2: Effects of saturation on modal solution 

∆Freq 0.0007  Hz -0.0004  Hz

∆ζ -0.1809  % 0.1051  %

∆Freq 0.0114  Hz -0.0004  Hz

∆ζ -1.7997  % -0.34  %

∆Freq 0.0111  Hz -0.0004  Hz

∆ζ -1.668  % -0.2997  %

MatNetEigDeviation effect PacDyn

Inter-area

Local area 1

Local area 2
 

Saturation effects indicated very small differences in 

frequency and damping ratios between PacDyn and 

MatNetEig tools. Although the effects are different 

on the two tools, they are negligible on frequency 

and slightly higher on damping ratios. 

 

A step change in mechanical power input was made 

and the time domain plots rotor speed in Fig. 5 was 

plotted to check the effects of saturation in PacDyn. 
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6th Order - Saturation vs. No Saturation

 

Figure 5: Speed response saturation effects for PacDyn 
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PacDyn and MatNetEig showed similar and 

consistent response in both eigenvalue analysis and 

time domain simulations results over 5 seconds. 

6.1.2. AVR EXCITATION WITHOUT A PSS 

The eigenvalues in table 3 below indicate the modal 

solution of 6
th

 order machine models controlled by an 

AVR with high transient gain on all four generators. 

It can be seen that both tools gave unstable system 

modal solutions. The two tools gave identical results 

when neglecting generator saturation. 

Table 3: Eigenvalues – AVR excitation only 

MatNetEig PacDyn

λ = 0.0151±j3.8493 λ = 0.015±j3.8491

f = 0.6126 Hz f = 0.6126 Hz 0.0000  Hz

ζ = -0.3923 % ζ = -0.39 % -0.0023  %

λ = -0.6594±j7.1859 λ = -0.6594±j7.1858

f = 1.1437 Hz f = 1.1437 Hz 0.0000  Hz

ζ = 9.1379 % ζ = 9.138 % -0.0001  %

λ = -0.6572±j7.4092 λ = -0.6572±j7.4092

f = 1.1792 Hz f = 1.1792 Hz 0.0000  Hz

ζ = 8.8354 % ζ = 8.8354 % 0.0000  %

λ = 0.0157±j3.8184 λ = 0.0422±j3.8492

f = 0.6077 Hz f = 0.6126 Hz -0.0049  Hz

ζ = -0.4112 % ζ = -1.0968 % 0.6856  %

λ = -0.5158±j7.1448 λ = -0.6011±j7.1557

f = 1.1371 Hz f = 1.1389 Hz -0.0018  Hz

ζ = 7.2005 % ζ = 8.3708 % -1.1703  %

λ = -0.5222±j7.3693 λ = -0.6039±j7.3765

f = 1.1729 Hz f = 1.174 Hz -0.0011  Hz

ζ = 7.0684 % ζ = 8.1595 % -1.0911  %
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Local area 2

Inter-area

Local area 1

Inter-area

Case description

Local area 2

Local area 1

Difference

 

Table 4 below shows the effects of saturation on 

oscillatory frequencies and damping ratios as 

compared to when the saturation is neglected. The 

results were calculated from table 3 above using the 

equation (15) to analyze the effects of saturation for 

the system controlled by AVR only. 

)(

)()(

AVRsn

AVRsnAVRsc FFFreq

ζζζ −=∆

−=∆

sc(AVR)

                   (15) 

where subscripts “sc(AVR)” and “sn(AVR)” indicate 

“saturation considered” and “saturation not 

considered” respectively on frequency and damping 

ratios when the generators were on AVR excitation. 

Table 4: AVR excitation - Effects of saturation 

∆Freq -0.0049  Hz 0  Hz

∆ζ -0.0189  % -0.7068  %

∆Freq -0.0066  Hz -0.0048  Hz

∆ζ -1.9374  % -0.7672  %

∆Freq -0.0063  Hz -0.0052  Hz

∆ζ -1.767  % -0.6759  %

Deviation effect MatNetEig PacDyn

Inter-area

Local area 1

Local area 2
 

Saturation increased both the frequency and damping 

ratios in all tools. The effects are significant on the 

damping ratios with the increase of up to 1.9374 % in 

MatNetEig and 0.7672 % in PacDyn respectively on 

the local area mode. The AVR exciters had increased 

frequency and reduced damping ratios in all tools.  

6.1.3. AVR EXCITATION AND A PSS 

Table 5 shows eigenvalues of the system modeled 

with AVR and PSS excitation in all two tools. A 

simple static thyristor AVR excitation system with 

high transient gain was used. 

Table 5: Eigenvalues – AVR and PSS 

MatNetEig PacDyn

λ = -0.7167±j3.8156 λ = -0.7167±j3.8154

f = 0.6073 Hz f = 0.6072 Hz 0.0001  Hz

ζ = 18.4606 % ζ = 18.4615 % -0.0009  %

λ = -2.1602±j8.2668 λ = -2.1602±j8.2667

f = 1.3157 Hz f = 1.3157 Hz 0.0000  Hz

ζ = 25.2821 % ζ = 25.2824 % -0.0003  %

λ = -2.2423±j8.6237 λ = -2.2428±j8.6236

f = 1.3725 Hz f = 1.3725 Hz 0.0000  Hz

ζ = 25.1648 % ζ = 25.1704 % -0.0056  %

λ = -0.6345±j3.7587 λ = -0.6937±j3.8623

f = 0.5982 Hz f = 0.6147 Hz -0.0165  Hz

ζ = 16.6453 % ζ = 17.6779 % -1.0326  %

λ = -1.9066±j7.7802 λ = -2.01±j8.2694

f = 1.2383 Hz f = 1.3161 Hz -0.0778  Hz

ζ = 23.8015 % ζ = 23.6188 % 0.1827  %

λ = -2.0335±j8.1285 λ = -2.0985±j8.6114

f = 1.2937 Hz f = 1.3705 Hz -0.0768  Hz

ζ = 24.269 % ζ = 23.676 % 0.5930  %

Difference

Inter-area

Local area 1

Local area 2

Case description
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Local area 1

Local area 2
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Results in table 5 above shows that except for the 

rounding errors in MatNetEig, the two tools gave 

similar results for the system modelled without 

saturation. The system is stable in all tools whether 

saturation is considered or not. The effects of 

saturation on modal solution are shown in table 6 

below. 

Table 6: Saturation effects – AVR and PSS 

∆Freq -0.0091  Hz 0.0075  Hz

∆ζ -1.8153  % -0.7836  %

∆Freq -0.0774  Hz 0.0004  Hz

∆ζ -1.4806  % -1.6636  %

∆Freq -0.0788  Hz -0.002  Hz

∆ζ -0.8958  % -1.4944  %

Deviation effect

Local area 1

Local area 2

MatNetEig PacDyn

Inter-area

 

The results indicate that the effects are different in 

frequency as indicated; these are still small and 

negligible. There are significant increases in damping 

ratios in all modes as given by all tools. The effects 

are higher in PacDyn’s local area modes while higher 

in MatNetEig’s inter-area mode. Figure 6 shows time 

domain simulation results for PacDyn. 
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Figure 6: PacDyn speed response – AVR and PSS 

The rotor speed oscillations were damped after three 

seconds. Figure 7 below shows MatNetEig tool’s 

time domain simulation results. 
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Figure 7: MatNetEig rotor speed response – AVR and PSS 
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The results in Fig.7 are similar to those given by 

PacDyn tool as shown in Fig.6. The effects of 

saturation are insignificant and negligible in small-

signal stability analysis for well damped systems. 

7. CONCLUSSIONS 

Variations exist in mathematical saturation models 

between simulation tools. The effects of saturation 

are small and negligible on numerical results for 

small-signal stability analysis. However, the effects 

of saturation are different due to the mathematical 

models used in these two simulation tools. Time 

domain simulations analysis confirmed and matched 

the dynamic response as predicted using modal 

analysis in PacDyn and MatNetEig tools. PacDyn is 

more advanced and recommended. 

APPENDIX 

A: 2A4M power system model and data 
A.1: Two-area, four-machine (2A4M) model 

 
A.1.1: 2A4M power system model data 

 

The complete power system model data is tabled in 

table A.1 on 100 MVA, 20 kV 60 Hz system base. 

Table A.1: 2A4M power system model data 

X'd X'q Xd Xq T'd0 T'q0 X"d X"q T"d0 T"q0 

0.30 0.55 1.80 1.70 8.0 0.40 0.25 0.25 0.03 0.05 
H Kd Ra Xl Asat Bsat C=ΨT1 Freq MVA kV 

Machine 

Data 

 *** 0 0.0025 0.20 0.015 9.6 0.9 60 900 20 

Ka Tr  Gw Tw T1 T2 T3 T4 AVR 

Data 200 0.01  
PSS 

Data 20.0 10.0 0.05 0.02 3 5.4 

  
*** Generators 1 and 2: H=6.5, G3 and 4: H=6.175 
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1. INTRODUCTION 

It is usually more cost and size effective to use a high 
speed electrical machine together with a mechanical 
gearbox to achieve the required load torque and 
speed. The downside of using a mechanical gear is 
that the gear lubrication and cooling are often re-
quired, while noise, vibration and reliability can also 
be significant issues. In renewable energy generation 
it is often necessary to increase the speed of the input 
with a gear system, which implies an oversized me-
chanical gearbox to handle up-speed power flow. 
Magnetic gear is an attractive alternative technology, 
which offers significant advantages over conven-
tional mechanical gear such as bi-directional and 
contactless power transfer, oil-free operation, inher-
ent overload protection, high torque density, potential 
for high efficiency and little or no maintenance. De-
spite these advantages, magnetic gears have received 
little attention from both research institutions and in-
dustry, due to the relative complexity of magnetic 
gears and the shortcomings of earlier permanent 
magnet (PM). 

The basic concept of magnetic gearing can be tracked 
down to the beginning of the 20th century. An early 
U.S. patent [1] described the electromagnetic gear 
consisting of two rotational shafts with salient steel 
poles. The two shafts are magnetically connected 
with stationary electromagnetic poles. Even though 
the idea in the patent seemed quite effective, appar-
ently nothing was done to utilize the idea in commer-
cial applications. Another interesting patent [2] de-
scribed two discs with different diameters and differ-
ent number of PMs on the two disks. The gearing to-
pology proposed in the patent was also weak in the 
utilisation of PMs as only one magnet on each disk 
contributes to torque transfer. In the mid 1900s only 
ferrite magnets were available, which is only about 
one tenth of the field strength of modern neodymium 
magnets. This limited the force transfer capabilities 
of magnetic gearing and also the development and 
progress of the magnetic gearing technology. 

There are a few publications where magnetic spur 
gears were considered [3]. Spur-like magnetic gears 
could work very well in applications where contact-
less power transfer is necessary, where space is not a 
problem and where relatively simple designs are es-
sential. The main disadvantage is that only a limited 
amount of magnets transfer torque at any given mo-

ment, which lowers the maximum torque per volume 
(or torque density) that can be transferred. These 
simple magnetic gears are feasible but they have poor 
torque density and lower gear ratios, which makes 
them ineffective. 

Another interesting topology is shown in Fig. 1, in 
which two rotating discs are coupled with magnets 
axially. The advantages of using axially placed mag-
nets rather than radially placed magnets are that the 
two shafts can be separate from each other and the 
gap between two discs can be more easily observed; 
also two or more high speed output or input shafts 
can be used. These discs are relatively easy to manu-
facture and the torque density is relatively high when 
compared to spur-like magnetic gears.  

 
Fig. 1: Magnetic disk gear schematic. 

The magnetic worm gear was proposed in [4], the to-
pology of which is illustrated in Fig. 2. The gearbox 
is of a gear ratio of 1:33, with a maximum torque of 
11.5 Nm and an approximate torque density of 0.1 
kNm/m³. This example illustrates that magnetic 
worm gears have very low torque densities but rela-
tively high gear ratios. This topology could be used 
in applications where the worm configuration is nec-
essary. 

 
Fig. 2: Magnetic worm gear schematic [4] 
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Literature [5] reported the development of a magnetic 
planetary gearbox and an illustration can be seen in 
Fig. 3. The advantage of using a planetary gearbox is 
that it has three transmission modes and a high gear 
ratio. The gearbox exhibited a torque density of 
nearly 100 kNm/m³ and a gear ratio of 3:1. By add-
ing more planet gears the transmission torque can be 
increased, but adding more planet gears also in-
creases the cogging torque. The magnetic planetary 
gear exhibits a relatively high torque density and a 
high gear ratio, but the planet arrangement makes it 
unnecessarily complicated. 
 

 
Fig. 3: Magnetic planetary gear schematic [5] 

In [6] a novel magnetic gear configuration was intro-
duced, which is relatively simple in design. The gear 
consists of a high speed inner rotor, a low speed outer 
rotor and stationary pole pieces (see Fig. 4). The gear 
topology is known as a shutter-type magnetic gear. 
The shutter magnetic gear may attain a torque density 
exceeding 100 kNm/m³, which is comparable to that 
of two- to three-stage helical gearboxes (50-150 
kNm/m³). Normally the pole pieces are kept station-
ary and the high speed rotor and low speed rotor are 
rotated. However, alternative configuration may also 
be used; for example, the high speed rotor and the 
pole pieces rotate while the low speed rotor (outer ro-
tor) is stationary. This arrangement is sometimes pre-
ferred as it simplifies the mechanical design. The 
main advantage that the shutter-type gear has over 
the other above described magnetic gear topologies is 
that almost all the magnets are involved in transmit-
ting torque at a given moment, which greatly in-
creases its torque density. 

There are also more complex topologies for example 
the cycloid magnetic gear [7]. The cycloid magnetic 
gear works on the same principle as a mechanical 
harmonic gear. Andersen et al [7] designed and built 
an experimental cycloid gear with two gear sets to 
balance the unbalanced magnetic force, which is able 
to reach a maximum torque of 33 Nm, a gear ratio of 
1:22 and a torque density of 183 kNm/m³. The prob-
lem with this type of gearbox is that it needs 12 nee-
dle roller bearings just to counter the cycloid motion. 
But with all these extra complications they still 
measured an efficiency of 94% at 500 rpm. 

For this specific study, the shutter-type magnetic gear 
is selected as the suitable topology for a prototype. 
The shutter-type topology shows potential for high 
torque density, high gearing ratios and it is relatively 
simple in design. In this paper the shutter-type mag-
netic gear is examined. The first step is to complete 
the magnetic and mechanical designs. Next the con-
struction and assembly of the prototype are dis-
cussed. The testing and performance evaluation are 
then looked at and finally the recommendations and 
conclusion are considered. 

 

2. PRINCIPLE OF OPERATION 

The coupling between magnets is a function of sev-
eral variables including the number of poles, the ma-
terial properties, dimensions and separation.  
 
Fundamental to the operation of a magnetic shutter 
gear is the magnetic fields produced by the PMs on 
either the high- or low-speed rotors modulated by the 
steel pole pieces, which results in space harmonics 
having the same number of poles as the related mag-
net rotor. Fig. 4 illustrates the schematic of a shutter-
type magnetic gear. It has been showed in [8] that the 
number of pole pairs in the space harmonic flux den-
sity distribution produced by either the high or low 
speed rotor PMs is given by: 
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where p is the number of pole-pairs on the PM rotor 
and ns the number of stationary pole-pieces. Further-
more, the gear ratio is given as: 
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=                            (2) 

 

 
 

Fig. 4: Magnetic shutter gear schematic 

Keeping the outer rotor stationary may be a preferred 
operating arrangement since it may simplify the 
overall mechanical design. The torque will then be 
transmitted to the pole pieces instead of the outer ro-
tor, the gear ratio then becomes: 

                          
p
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r =                                    (3) 
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3. DESIGN OF THE PROTOTYPE 

The design of the magnetic gear involves both mag-
netic and mechanical design. 

3.1 Magnetic Design 

Similar to PM machine design, one has to pay atten-
tion to the torque quality when designing a magnetic 
gear. To minimize the cogging torque a cogging fac-
tor defined in [9] is used for selecting suitable PM 
poles and modulator pole-pieces combinations, i.e. 

                         
c

s
c N

pnf 2
=                                   (4) 

where Nc is the smallest common multiple between 
the number of poles on one of the PM rotors (p) and 
the number of stator pole-pieces (ns). The factor 
gives a good estimate of the severity of the cogging 
torque. The lower the cogging torque factor the lower 
the cogging torque is likely to be. From the cogging 
torque factor it is clear that the larger the smallest 
common multiple and the lower the number of poles, 
the smaller the cogging torque factor will be and thus 
the cogging torque. To keep a reasonable number of 
total magnets, the number of pole-pairs on the high 
speed rotor was chosen to be two (ph=2). Figure 5 
shows the number of pole-pieces and number of PM 
poles on the low speed rotor against the gear ratio. 
The graph also shows the cogging torque factors. To 
obtain the lowest cogging torque the cogging torque 
factor was chosen as one (fc=1).  With a cogging 
torque factor of one, from the graph, gear ratios of 
1.5 to 11.5 could be selected. A gear ratio of 10.5 
(Gr=10.5) was chosen to simplify calculations and to 
demonstrate the high gear ratios obtainable by 
magnetic gears. With this the rest of the parameters 
can be calculated as ns=23 and pl=21 by using Eqns 
(1) and (2). 

 
Fig. 5: Cogging torque vs. gear ratio graph. 

3.1.1 Simulation Studies 

Two-dimensional (2D) finite element (FE) analysis 
method was used for the simulation studies, the pro-
gram used was Maxwell 2D. Fig. 6 shows the 2D FE 
model of the magnetic gear. Since there is no mag-
netic symmetry, the whole device has to be modeled. 
To minimize the iron losses the stationary pole-
pieces were chosen to be laminated steel. These small 
parts make the mechanical design very difficult. It 
was proposed in [6] that the stator pole-pieces may 

be connected by a very thin steel strip at the outer di-
ameter and after all the laminations were stacked to-
gether the outer ring would then be machined away 
leaving just the small squares (or pole-pieces). To 
simplify the mechanical design even further it was 
realized that the pole pieces could be connected at the 
inner radius rather than the outer radius by thin steel 
strip. It has been shown that the presence of the thin 
steel strip makes relatively little impact on the per-
formance of the gear and strengthens the already 
weak structure of the stator laminations significantly.  

 

 
Fig. 6: 2D finite element model of shutter-type magnetic gear. 

 

 
Fig. 7: Maxwell 2D transient analysis of solid inner- and outer-

yoke magnetic losses 

To minimize core losses the yoke of rotating PM ro-
tors would normally need to be laminated steel. 
Analyses are carried out to determine if the inner- or 
outer- yoke could be solid- or needs to be laminated-
steel. Fig. 7 shows an FE transient analysis of core 
losses when both the inner- and outer-yoke are solid 
steel. It can be seen that almost 250 W of energy is 
lost if both the inner- and outer-yokes are made of 
solid steel.  

The next graph (Fig. 8) shows the losses when both 
the inner- and outer-yokes are laminated steel, the 
losses is only about 500 mW, which is much lower 
than the case when both yokes are solid-steel. Fig. 9 
shows the losses where the inner yoke is solid steel 
and the outer-yoke laminated steel. The losses from 
Fig. 9 is about 3 W, which is a lot better than when 
both yokes are solid-steel and comparable with when 
both yokes were laminated-steel. From these results 
it is clear that the outer-yoke must be made of lami-
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nated steel and the inner yoke can be solid steel with-
out causing major core losses. The final parameters 
for the magnetic shutter gear are given in Table 1. 

 
Fig. 8: Maxwell 2D transient analysis of laminated inner- and 

outer-yoke magnetic losses 

 
Fig. 9: Maxwell 2D transient analysis of solid inner yoke and lami-

nated outer yoke magnetic losses 

Table 1: Final Parameters for Magnetic Gear Prototype 

Pole pairs on high speed rotor (ph) 2 
Pole pairs on low speed rotor (pl) 21 
Number of stator segments or pole-pieces (ns) 23 
Outer radius of low speed yoke, mm 57.5 
Inner radius of low speed yoke, mm 52.5 
Outer radius of stator segments, mm 52 
Inner radius of stator segments, mm 45 
Outer radius of the high speed rotor, mm 44.3 
Stack length, mm 39.3 
Permanent magnet thickness, mm 5 
Permanent magnet length, mm 40 
Permanent magnet grade N35 

 

3.2 Mechanical Design 

In the magnetic design the main dimensions are de-
termined and can be seen in Table 1. One of the big-
gest difficulties in the design was the small clear-
ances between the inner- and outer-rotors and the sta-
tionary pole-pieces. The air gaps between the inner 
rotor and the stationary pole pieces and between the 
pole pieces and the outer rotor are 0.7 mm and 0.5 
mm respectively. The design was further complicated 
by the fact that the stationary pole-pieces and the 
outer-rotor’s yoke needs to be laminated steel to 
minimize magnetic losses. The housing of the gear-
box was also carefully designed to minimize mag-
netic losses from the moving PMs in the rotors. An-
other difficulty was how to support the two rotating 
rotors without compromising the structural integrity 
of the stationary pole-pieces in between them. In 

most mechanical machines the shafts of the machine 
(or rotors) are supported by two bearings at each end 
of the shaft, in the case of the magnetic gearbox this 
is not practical because the two rotors are on different 
shafts and the stationary pole-pieces also needs to be 
supported. Figs. 10 and 11 show the finished low 
speed rotor assembly and the high speed rotor as-
sembly respectively. 

 
Fig. 10: Finished low speed rotor assembly 

 
Fig. 11: Finished high speed rotor assembly 

4. TESTING AND PERFORMANCE 
EVALUATION 

To evaluate the performance of the gearbox a test 
bench needs to be setup. The test bench consists of an 
induction machine to drive the gearbox, a direct-
drive low speed PM generator to act as a load to the 
gearbox, two torque sensors to measure the input and 
output torque of the gearbox, a stand and fittings to 
connect all the parts involved.  

The first test conducted was a no-load test. This test 
was done to determine the losses of the gearbox at 
different speeds. The test was done by starting the 
induction machine at a low speed and measuring the 
torque and losses of the gearbox at speed increments 
of around 50 rpm. Fig. 12 shows a graph of the re-
sults from the no-load test. It can be seen that at the 
design speed of 1000 rpm, the losses are almost 70 
watts, which is far greater than the predicted losses 
which were only about 3 watts. From this test it is 
clear that the magnetic gearbox has additional losses 
that the analytical model did not account for. Next a 
load test was done where the load resistors, con-
nected to the PM generator, were incrementally 
changed to keep the load at a constant of 20 Nm; this 
was to determine if the efficiency will change at dif-
ferent speeds. The constant load of 20 Nm was cho-
sen as 20 Nm is near the maximum load before the 
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gearbox starts to slip. The results of the constant 
load-test are shown in Fig. 13. From this test it can be 
seen that the efficiency decreases when the speed in-
creases. At a speed of 1000 rpm the efficiency is just 
above 70 %. 

 
Fig. 12: Experimental results of the no-load test 

 
Fig. 13: Experimental results of the constant load test 

Table 2 shows a comparison of the magnetic gear 
that was developed against different mechanical gear 
topologies. All comparisons are done at 1000 rpm in-
put speed. As can be seen from the table the magnetic 
gear is comparable to the mechanical gears in most 
parameters. The magnetic gear’s efficiency is not as 
good as the mechanical gears, but the magnetic gear 
is still in the beginning phase of development. With 
continuous research and development the construc-
tion difficulties of the magnetic gear can be over-
come and the performance can be further improved.  

Table 2: Gearbox Comparison 

Manufacturer Rino Rino Iron horse PGC Magnetic
gear

Gear type Single stage
spur gear

Bevel
gear

Worm
gear

Planetary
gear Shutter gear

Gear ratio 7:1 12:1 10:1 10:1 10.5:1 or
1:10.5

Torque, Nm 25.1 19.1 58.195 35 33
Efficiency, % 93 88 88 90 70
Volume, m³ 0.00237 0.00085 - - 0.00358
Weight, kg 5.5 - 10.43 1.4 9.552

 
5. CONCLUSION 

This paper describes the development and testing of a 
shutter-type magnetic gear. A topology is chosen 
from literature to investigate. The parameters of the 
gearbox are optimised using two dimensional finite 
element modelling. A prototype was constructed and 
tested. The results showed that the magnetic gearbox 
is comparable with its mechanical counterparts, but it 
still lacked in areas especially efficiency. The unique 

advantages of the magnetic gear compared to me-
chanical gears are very beneficial especially in re-
newable energy applications. Further studies will be 
focusing on improving the efficiency, the mechanical 
design and the investigation of other topologies.  
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Abstract. The induction machine is the most commonly used machine in industry, due to its cost effectiveness and robust 
nature. These electromechanical workhorses ensure optimal functionality of most plant processes in industrial applications 

and serve as a driving force in a country’s economy. In light of the global energy crisis, much interest has been taken in 

exploring method to assess and improve energy consumption. Since motors are industries largest energy consumers the need 
to determine the operating efficiency has become highly topical. In particular, to be able to measure the efficiency in-situ 

without the use of highly intrusive and costly equipment is fast becoming mandatory in industrial applications. The non 

intrusive air gap torque method (NAGT) owes its non intrusiveness to the estimation of stator resistance, rotor speed, no load 

losses and stray load losses. The accuracy of this technique, therefore, is affected by the accuracy of the estimation 

techniques. This paper provides an evaluation of stray load loss estimation and its effect on using the NAGT as a method of 

determining the efficiency of a motor in field applications. 
 

Key Words. Efficiency, Air- Gap Torque, Non-intrusive, IEEE 112 Standard, IEC 34-2-1 Standard, Stray Load Losses 
 

1. INTRODUCTION 

 

nduction machines have provided industry with the 

ability to convert energy from electrical to mechanical 

form reliably and cost-effectively for  over a hundred 

years. These machines provide the driving force to 

various equipments such as conveyors, fans and pumps 

and are necessary for numerous processes in production 

and manufacturing plants. Motorised loads account for 

two thirds of the total energy consumed in industry 

today [1]. The impact of green house gas emissions has 

catalysed the sudden increase in awareness to conserve 

energy and has encouraged industry to identify possible 

areas of energy savings. Since motors are the prime 

consumers, they provide industry with huge saving 

potentials. 

 

The need to measure the efficiency is to be able to 

identify whether the machine is operating in such a way 

so as to maximize production output with minimised 

resources. The motor may be worn out or out of date, 

thus analysis of the motor efficiency will assist in the 

decision to either replace or repair an existing motor. 

Efficiency measurement provides industry with the 

ability to perform energy audits of its plants in order to 

assist with cost analysis. Another reason to be able to 

measure efficiency exists in the event of receiving a 

rewound machine. Traditionally the efficiency of a 

motor is measured in a laboratory using advanced 

instrumentation that is accurate, precisely calibrated and 

makes use of dynamometers.  Under laboratory 

conditions the efficiency is obtained under balanced, 

rated voltage and stable load. These tests are highly 

intrusive because they require a no load test, reduced 

voltage and unpowered stator resistance measurements 

[2]. These are factors that are often undesirable in the 

field environment. 

 

In contrast, the machine, when place in the field, is 

subjected to many non-ideal situations. For instance, the 

power supply may not be perfectly balanced or may contain 

a certain degree of harmonics [1]. These factors affect the 

efficiency of the machine and thus it may not meet the 

capabilities proposed by the manufactures. Due to the high 

intrusion levels of the tests required for efficiency 

evaluations, they can only be conducted during plant 

outages and maintenance. Also, the equipment required to 

perform advanced testing is often inaccessible and very 

costly to be implemented in the field environment.  

 

The need for non intrusive efficiency estimators has 

become mandatory in many industrial applications. The 

main aim of these methods are to avoid the use of high cost 

equipment and to reduce the amount of intrusion while still 

maintaining a high level of accuracy. If the method is too 

intrusive it may result in unwanted and unnecessary down 

time of processes and includes high level coordination of 

complex procedures in order to decouple the machine or 

remove it from its supply. These factors are highly 

undesirable and are costly to the user.  

 

Many non intrusive efficiency methods have been 

developed. In particular, the non-intrusive air gap torque 

(NAGT) method developed by [3], allows for the efficiency 

of machines to be calculated by measuring the 

instantaneous voltage and current, which is easily 

accessible from the motor control centre. The method owes 

its non intrusiveness, as an improvement to the original air 

gap torque method, to estimation of stator resistance, rotor 

speed and loss estimation.  

 

This paper, therefore, will focus on the loss estimation 

aspect of the NAGT and aims to validate its accuracy when 

I 
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the NAGT method is used to determine the efficiency of 

an induction machine. 

2. EFFICIENCY OF INDUCTION MACHINES 

 

Efficiency can broadly be defined as the ratio of 

mechanical energy output to electrical energy input [4]. 

The efficiency can be calculated using the direct method 

or indirect method (which accounts for the machine 

losses) as show in equation (1) and (2) respectively 

 

= =
out mechanical

in electrical

P P
η

P P
                           (1) 

 

-
= = -

in losses losses

in in

P P P
η 1

P P
                    (2) 

 

The operating efficiency can be defined as the efficiency 

of a machine running at a particular moment in time [5]. 

In contrast the rated or nameplate efficiency value is 

specified by the manufacturer and is obtained by 

conducting various tests performed according to a 

specific standard. 

 

There are many factors that can affect the efficiency of a 

machine. These factors should be closely monitored and 

maintained within suitable levels such that the efficiency 

of the machine is realistically represented. Factors 

affecting the efficiency of the machine include the 

following: 

 

 Losses 

 

The losses associated in an induction machine is the 

main determining factor when calculating the efficiency 

of a machine. Thus it is vital that they are taken into 

account as accurately as possible. The losses of a 

machine can be broadly categorised into load dependant 

losses and load independent losses [6]. Table I shows the 

type of losses and loss distribution for a typical 4-pole 

induction machine [4, 6] 

 
TABLE I 

TYPES OF LOSS AND LOSS DISTRIBUTION IN AN INDUCTION 

MACHINE 

 

Type of Loss 
% of Total 

Loss 

Load 

Dependent/ 

Independent 

Stator Losses 25-40 Dependent 

Rotor Losses 15-25 Dependent 

Core Losses 15-20 Independent 

Stray Load 

Losses 
10-15 Dependent 

Friction and 

Windage 
5-15 Independent 

 

 

 

 
Figure 1 Power flow through a typical motor [3] 

 

Figure 1 shows the power flow through a typical machine 

in motor mode and accounts for the type of losses 

developed under typical operating condition.   

 

 Unbalanced supply and harmonics 

 

The effects of supply unbalance are known to greatly affect 

the efficiency of a machine. If the supply is unbalanced, 

negative sequence currents will become prominent and 

cause a reduction in overall efficiency. Low voltage levels 

may also cause the machine to operate at levels of lower 

efficiency as well as cause an increase in operating current 

levels [7]. If the machine is operated at over voltage. an 

increase in magnetising current will result and eventually 

saturation will occur, leading to decreased efficiency. 

 

 Loading 

 

On average, industrial motors operate at 60% of rated load 

[3]. As seen on a typical efficiency curve, the efficiency 

does not vary drastically above 60% loading [7], however, 

operators should ensure that the correct loading be 

sustained such that the motor operates at an acceptable 

efficiency level and that the loading conditions is not 

harmful to the machine. Under low-loaded operating 

conditions the machine is seen to be less efficient operation 

while overloading the machine may result in a significant 

increase in temperature and hence a significant drop in 

efficiency [8].  

 

 Condition Monitoring and Maintenance 

 

Machine misalignment, physical looseness and other 

imbalances can have an impact of the machines efficiency 

as well as its lifespan. Improper lubrication can cause 

increased friction resulting in increased losses. Unwanted 

vibrations may result if the machine is not properly 

mounted or correctly aligned which also decreases the 

efficiency. It is imperative that sufficient condition 

monitoring and maintenance procedures be implemented in 

order to assess the state of the machine. The installation of 

fans or other cooling methods will assist in the dissipation 

of excess heat and reduction of excessive losses and thus 

improving the efficiency.  
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3. OVERVIEW OF EFFICIENCY EVALUATION 

METHODS 

 

Over the years there has been much development of 

efficiency evaluation methods. The authors of [1] and 

[10] have conducted a critical survey of the various 

methods. These methods can be assessed in terms of 

accuracy, level of intrusion, cost and use of equipment 

and ease of implementation.  

 

3.1 Name Plate Method 

 

As the name describes, the method identifies the motor 

efficiency to be constant and equal to the value seen on 

its nameplate. This method is the least intrusive of all 

methods, however, is describes as being the least 

accurate. There are three main reasons contributing to 

the lack of accuracy. Firstly, the machines may be tested 

according to different standards. These methods have 

different methodologies are not entirely in agreement 

with each other This may result in the motor being 

stamped with different efficiencies making it difficult for 

the user to make reasonable judgement for motor 

purchasing. Secondly, the field environment in which 

the machine is operating may not have been accurately 

reflected when the nameplate value was obtained. The 

field environment contains voltage unbalances and 

harmonics of which affects the value of the operating 

efficiency. Lastly, the machine may have been rewound 

and thus the nameplate value is no longer valid.  

 

3.2 Slip Method 

 

The slip method makes use of the motor speed 

measurement and is considered to be a simple method to 

implement. This method exploits the fact that the 

percentage of the load is presumed to be proportional to 

the ratio of the measured slip to the full-load slip as 

described by  

 

,
.

output rated

rated input

Pslip

slip P
              (3) 

 

The method has a relatively low intrusion level if the 

speed is measured using an optical tachometer and the 

input power measured non-intrusively. Although this 

method provides an improvement on the nameplate 

method it is still not deemed as accurate. Since National 

Electrical Manufacturers Association (NEMA) allows 

the motor speed to be deviate within the 20% of 

nameplate speed, the resulting efficiency value will also 

deflect by 20% and thus provide inaccurate efficiency 

values. The authors of [9] explored modifications to the 

standard slip methods. These included the Ontario 

Hydro Modified Slip Method which attempts to improve 

the standard slip method by incorporating a voltage 

correction technique and the Upper Bound Slip Method 

which sets an upper bound efficiency limit and accounts for 

stator losses. 

 

3.3 Current Method 

 

The current method makes use of current measurements 

and nameplate values to estimate efficiency. It presumes 

that the percentage of load is closely proportional to the 

percentage of the ratio of measured current to full load 

current, as described in  

 

,
.

output rated

rated input

PI

I P
                (4) 

 

This method does provide improved accuracy when 

compared to the slip method however it is still dependant 

on nameplate values. Its main advantage is its simplicity 

since it can be easily implemented. 

 

3.4 Equivalent Circuit Method 

 

The efficiency of a motor can be obtained by the derivation 

of an equivalent circuit. The method is deemed as highly 

intrusive since it requires impedance, no load, variable 

voltage, removed rotor and reverse rotation test. This 

method is thus impractical to implement in the field. The 

main advantages of these methods are their accuracy and 

that they can provide the efficiency of a machine at values 

other than those at which measurements are made [9].  

 

3.5 Segregated Loss Methods 

 

The segregated loss method estimates the magnitudes of the 

losses of the machines. The efficiency is then obtained 

since the shaft power is merely the input power minus the 

losses. These methods are accurate but can be highly 

intrusive due to the need for a no load, variable-voltage, 

removed-rotor and reverse- rotation test. Some methods are 

dependant on empirical values making them less 

dependable. A variation to this method in order to lower the 

level of intrusion is to allow the friction and windage and 

core losses to be lumped together as no load losses and then 

estimated using rated empirical values. Likewise the values 

of the stray load losses (SLL) are similarly estimated to be 

a percentage of rated output power. 

 

3.6 Air gap Torque Method 

 

The air gap torque method uses the product of air gap 

torque and rotor speed as mechanical power to calculate the 

efficiency [10] as shown in  

 

- -
=

ag r noload SLL

in

T .ω P P
η

P
                  (5) 
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The air gap torque equation makes use of the motor 

instantaneous input line voltages and currents which can 

be calculated using  

 

[( ) [ ( )]

( ) [ ( )]

ag A B CA C A

C A AB A C

T i i v R i i dt

i i v R i i dt
       (6) 

 

This method is considered to be highly accurate and can 

be used in conjunction with condition monitoring 

techniques. The need for a no load test is a major pitfall 

of this method and makes it highly intrusive [9]. 

 

3.7 Shaft Torque Method 

 

The shaft torque method measures the shaft torque 

directly (using a torque transducer) and the rotor speed 

to calculated the shaft power. This method is highly 

accurate and simple since the need to calculate losses is 

no longer necessary. Despite its attractiveness, this 

method is highly intrusive and costly, due to the need for 

a torque transducer, making it an unacceptable method 

for industrial applications.  

 

4. COMPARISON OF STANDARDS AND STRAY 

LOAD LOSS ESTIMATION 

 

Testing standards have been developed to standardise the 

way in which efficiency is determined. These testing 

standards have set procedures and methods which may 

vary according to the standard. In terms of motor 

efficiency, the direct or indirect method can be applied. 

The main difference between various testing standards is 

evident in the treatment of the losses[4]. The three most 

important standards that exist globally are the IEEE 

standard 112 [12], the IEC 34-2 [13] and the JEC. Stray 

load losses are known to be highly complex and difficult 

to model. These losses are not fully understood and thus 

it is important that the effects of these losses are not 

ignored. For instance, a small percentage of stray load 

loss may have an effect on the efficiency of the machine 

and therefore it is important that these effects be 

quantified. Since this paper only focuses on the stray 

load loss estimation, the JEC standard will be neglected 

because it does not account for stray load losses when 

determining motor efficiency [14, 15]. Due to the 

different strategies associated with the testing 

procedures, the efficiencies obtained for a given motor 

may differ significantly [16].  

 

SLLs are a result of space harmonics in the stator and 

rotor and are produced by the leakage flux near the end 

windings. SLLs are considered to be difficult to model 

and quantify [17] and have therefore sparked a highly 

topical area for research and analysis. The stray load loss 

(SLL) can be defined as all the losses not otherwise 

accounted for.  

 

In terms of international standards, the SLL can be 

determined directly using the IEEE Std 112 method E, F 

and E/F or indirectly using IEEE Std 112 method B, B1, C 

and C/F with different degrees of accuracy. The SLL can 

be calculated indirectly using  

 

,

( ) ( )
Fr W

SLL in out Fe Stator RotorP P P P P P P     (7) 

 

The IEC 34-2-1 Standard follows a similar method to the 

IEEE Std 112 method B and also determines the additional 

losses indirectly. The following sections describe the 

methods of obtaining SLLs for the IEEE Std 112 and IEC 

Std 34-2-1in more detail. 

 

5.1 IEEE Standard 112  

 

The IEEE Std 112 consists of five basic methods to 

measure efficiency. Method B is most commonly used and 

is considered as the baseline for laboratory testing of 

induction motors due to its high accuracy [19] and 

particular attention is given to this method in this paper. 

 

The stray load losses at different loads are obtained using 

(7). In order to correct these values and reduce the 

influence of measurement error [15], the stray load losses 

are smoothed, using linear regression techniques, by 

expressing the stray load loss as  

 

   
2

stray shaftP AT B                         (8) 

 

A correlation value is used to determine whether the results 

are satisfactory. A good measurement is seen to have a 

correlation of higher than 0.9. [15]. The stray load loss can 

also be estimated relative to the size of the machine. Table 

II shows the assumed values of stray load loss at rated load 

as a percentage of rated output power. For other than rated 

load conditions, the stray load loss can be assumed to be 

proportional to the square of the rotor current and is 

calculated using  

=
2 2

'SLL SLL,rated

2

I
P P ( )

I
                     (9) 

Where 

PSLL, rated is obtained from Table II 

I2 is the rotor current at the load where the stray load loss is      

to be determined 

I’2 is the rotor current at rated load 

 

The rotor current can be obtained according to  

 

= -2 2

2 0I I I                        (10) 

 

Where 

 

I is the stator line current 

I0 is the value of the no load current 
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TABLE II 

ASSUMED VALUES FOR STRAY LOAD LOSS IN IEEE 
STANDARD 112 

 

Machine Rating 
Stray-Load Loss Percent of Rated 

Output Power 

0-90 kW 1.8% 

91-375 kW 1.5% 

376-1850 kW 1.2% 

>1851 kW 0.9% 

 

5.2 IEC Standard 34-2-1 

 

The IEC Standard 34-2 uses the segregation of loss 

method to calculate the efficiency of a machine. 

However, the standard does not measure the SLLs 

directly, instead it estimates it to be equivalent to 0.5% 

of the full load input power. The new IEC Standard IEC 

34-2-1 (2007) [13] is comparable to the IEEE Std 112 

since its testing methodologies are very similar. The 

SLL component can either be calculated as with IEEE 

Std 112 method B or it can be estimated by relating a 

fixed amount from a predefined curve based on the 

power rating of the machine [13]. The curve can be seen 

in figure 2 and the governing equations for the graph are 

shown in Table III where P1 is the input power and P2 is 

the rated output power.  

 
Figure 2 Assigned allowance for additional load loss  

 

TABLE III 

EQUATIONS OF STRAY LOAD LOSS FOR THE IEC 34 2-1 
STANDARD 

 

Machine Rating Equation  

P2<1 kW Psll=P1  0.025 

1kW <P2<10 000kW Psll=P1  [0.025-0.005log10(P2/1kW) 

P2>10 000 kW Psll = P1 0.005 

5. THE NON INTRUSIVE AIR GAP TORQUE 

METHOD 

 

The Air Gap Torque Method in its original form (as 

described in section 3) although highly accurate, it is highly 

intrusive. In order to overcome this pitfall, the authors of 

[3] have proposed a technique which allows the Air Gap 

Torque method to be used non-intrusively. As seen in 

equations (5) and (6) the method requires the line voltage, 

line current, stator resistance, rotor speed, no load loses and 

stray load losses to be measured. The non intrusive 

approach to the air gap torque (NAGT) method addresses 

the components that contribute to high intrusiveness, 

namely stator resistance, rotor speed, the no load losses and 

stray load losses. In order to avoid the traditional un-

powered test used to measure the dc resistance of the stator 

winding, an online stator winding resistance technique can 

be incorporated as shown in [3]. This is performed by 

injecting a dc signal into the motor using a MOSFET-

controlled circuit. The speed of the motor can be estimated 

using sensorless rotor speed estimation techniques. In [3] a 

method using the harmonic frequency of the rotor and 

dynamic eccentricities, of which can be related to the rotor 

speed, is used. To avoid the intrusive nature of a no load 

test, the no load losses need to be estimated using empirical 

values. The no load losses, consisting of core losses and 

friction and windage losses are presumed to be equivalent 

to 3.5% of rated output power [3], with the friction and 

windage losses amounting to 1.2% of the rated output 

power. Likewise, the stray load losses can be also estimated 

according to IEEE Standard 112 relative to the size of the 

motor [13].  

 

Since the NAGT relies on the estimation of various 

parameters, there is room for improving accuracy through 

further investigation. In [3], the authors estimate the stray 

load loss according to Table II. This assumes the stray load 

loss is constant and not dependant on load. However, this 

method is preferred since the technique of using equation 

(9) is dependant on the no load current, which is 

unacceptable under non intrusive conditions. However, 

there is a significant difference between the values of SLLs 

at varying loads. Also, the use of the IEC 34-2-1 SLL 

estimation as noted in Table III was not considered as a 

possible candidate. This paper, therefore, will explore the 

effects of different SLL estimating techniques on efficiency 

estimation when using the NAGT method. 

 

6. EXPERIMENTAL VALIDATION 

 

6.1 Experimental Setup 

 

The experimental procedure is conducted on a 4 pole, 

3 kW induction machine. The machine is connected to a 

dynamometer fixed to a test rig at the University of Cape 

Town (UCT). A WT1600 Yokogawa Digital Power Meter 

is used to capture the instantaneous line voltages and 

currents. The data is then passed through a model 

developed in MATLAB-Simulink  in order to obtain the 
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efficiency using the air gap torque method. The accuracy 

of the NAGT method was tested using four 

methodologies of testing. Firstly, using the SLL obtained 

from the IEEE Std 112 method B was applied to the 

NAGT method. Secondly, using the SLLs at rated value 

for all loads as estimated in [3] using Table II. Thirdly, 

using equation (9) which is load dependant since current 

is related to load, and lastly using the IEC 34-2-1 

equation found in Table III. For comparison purposes 

the IEEE Std 112 method B was conducted according to 

[12] and served as the base case. The machine is loaded 

accordingly to values ranging from 25-150 % and data is 

captured at each loading point. The power analyser is set 

to capture data at a sampling rate of 10 kHz.  

 

 6.2 Comparison of Stray Load Losses 

 

According to Table II, the IEEE Std 112 assumption for 

a 3 kW machine translates to SLLs of 54 W at rated 

load. To compare the values of SLL at each load as 

estimated by each of the techniques, the results are 

shown in figure 3. From the graph it is evident that there 

is a discrepancy between the four techniques. When 

comparing the IEEE Std 112 SLL and IEC 34-2-1 SLL 

values obtained from Table III it can be seen that the 

assumed values of SLL of the IEC 34-2-1 technique 

estimates a higher value of SLLs than the IEEE Std 112. 

This discrepancy will have an effect on the accuracy of 

the efficiency when using the NAGT method. The 

difference may result in over estimation of motor 

efficiency which may lead to incorrect decision making 

of whether to repair or replace a motor as well as 

incorrect energy evaluation of a plant. The efficiency 

curves of the NAGT and IEEE 112 method B are shown 

in figure 4. From the graph it can be seen that the curves 

are closely related at higher loads. For less than rated 

load, the efficiency of the IEEE Std 112 load dependant 

SLL estimation technique (method 3) is higher, thus 

showing an overestimation of efficiency.  The 

efficiencies of methods 2 and 4 appear to coincide with 

the IEEE Std 112 method B at 60% of rated load.  

 
Figure 3  Comparison of SLLs 
 

 
Figure 4 Comparison of efficiency using different SLL estimations 

 

The exact efficiency of each of the methods at each load is 

shown in Table IV. Ideally method 1 should reflect the 

values of method B; however, the validity of the NAGT 

method is part of current research and needs to be further 

investigated. It can be seen that the efficiency using the 

IEEE assumed SLL (method 2) at rated technique is within 

0.75% barring a deviation at 25% load. The efficiency 

using the IEEE assumed load dependant SLL (method 3) is 

within 1.6% and is notably within 0.01% at rated load. The 

efficiency using the IEC 34-2-1 SLL (method 4) estimation 

is within 0.5%, with a deviation of 1.52% at 150% loading. 

Overall the efficiencies are within range for higher values 

of loading. However, the differences become evident at 

lower levels of loading.  

 

 
TABLE IV 

EFFICENCY RESULTS OBTAINED USING EACH SLL ESTIMATION TECHNIQUE 

 

% Load 
IEEE 112 Method B 

(Dynamometer) 

Method 1: 

IEEE Std 112 

(Method B SLLs) 

Method 2: 

IEEE Standard 112 

(at Rated Load) 

Method 3: IEEE 

Standard 112 

(Load Dependant) 

Method 4: 

IEC 34-2-1 

150 72.21 71.27 72.03 70.64 70.68 

125 76.15 76.56 76.86 76.16 75.75 

100 79.22 79.47 79.21 79.21 78.75 

75 80.97 82.61 81.56 82.44 81.20 

50 80.55 82.24 80.01 82.08 80.52 

25 73.98 75.46 70.96 75.55 73.62 
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TABLE V 

MEASURED AND ESTIMATED NO LOAD LOSSES 

 

Loss Type 
Estimated 

[W] 

Measured 

[W] 

Core Loss 69 140.21 

Friction and Windage 36 22 

Total No Load Loss 105 162.22 

 

6.3 Comparison of No Load Losses 

 

The total combined no load losses are estimated as 

described in section 5 sums to 105W for a 3kW 

machine. The friction and windage loss as estimated at 

1.2% of rated output power is 36 W.  Table V shows a 

comparison of the estimated values to that obtained for 

the measured values obtained using the IEEE Std 112 

method B. 

 

Based on these results one can see that there is a 

discrepancy between the values with a maximum 

difference of 57.22 W between the total no load losses. 

 

7. CONCLUSIONS  

 

The IEC 34-2-1 estimation of SLL is a better reflection 

of the true SLL since these losses are dependant on load. 

Thus the IEC 34-2-1 is more accurate (within 0.5%) than 

the IEEE Std 112 method of estimation (both load 

dependant and independent) when is comes to estimating 

the values of the stray load loss. It is observed that using 

the fixed, IEEE Std 112 load independent value of SLL 

produced more accurate efficiency results than that of 

the load dependant IEEE Std 112 technique. This is 

somewhat questionable and should be verified by more 

testing. The IEC 34-2-1 method is not only more 

accurate, but also non intrusive since it only requires the 

input power to measured. This can be exploited when 

used in conjunction with the proposed NAGT method as 

proposed by [3] since the input power is easily 

measured. The estimation of the no load losses proved to 

deviate from the actual loss measured during the no-load 

test. Thus the empirical estimation of the no-load losses 

could somewhat be improved in order to enhance the 

level of accuracy of the NAGT method. Overall, the 

NAGT method has proved to be accurate and easy to 

implement, thus providing industry with a low cost 

solution to efficiency estimation of induction machine 

while they are in operation. 

 

8. FUTURE WORK AND RECOMMENDATIONS 

 

The above conclusions will be validated by testing on 5 

kW, 7.5 kW, and 15 kW machines.  

 

The incorporation of online rotor speed and stator 

resistance estimation techniques will be researched, 

developed and implemented to ensure full non 

intrusiveness of the NAGT method. Furthermore, an 

error analysis should be performed in order to account for the 

level of accuracy. The instrumentation errors associated with 

experiment should also be accounted for when providing 

accuracy statistics of the NAGT. 
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EFFECT OF SUPPLY VOLTAGE UNBALANCE ON ENERGY EFFICIENT 
INDUCTION MOTOR  
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Abstract: This paper presents some of the effects of voltage unbalanced supplies on induction motors 
with particular focus on energy-efficient general purpose induction motors. Several key design 
differences between energy efficient and standard motors are outlined. Furthermore, it will be shown 
that energy efficient motors draw higher unbalanced currents. The test results for that of two 7.5kW 
motors showed that the temperature rise increase for the energy efficient motor were higher than that of 
the standard motor for a 4.5% voltage unbalance. 
 
Key Words: Voltage unbalance, energy efficient induction motors, current unbalance 

 

1. INTRODUCTION 
 
The first energy efficient (EE) motors were 
introduced in 1970 but no significant penetration 
was established prior to the Energy Act of 1992 [1]. 
The main reasons for this were the relatively cheap 
electricity and incremental capital cost of EE 
motors.  
 
With the recent energy crisis experienced in South 
Africa, electricity cost is expected to escalade 
sharply. This as well as the lack of supply capacity 
and hence the need for demand side management 
(DSM) makes EE motors more attractive as a means 
of energy conservation.   
 
Often life cycle costing (LCC) of electrical motors is 
based on the catalogue or “name plate” efficiency of 
the motor. Replacing a failed motor with an EE 
motor rather than rewinding it, can be justified using 
LCC techniques. However, the catalogue 
efficiencies are measured under near perfectly 
balanced voltage supply (>0.5% Voltage Unbalance) 
conditions. Also, the mean time between failures 
(MTBF) of a motor is greatly affected by the voltage 
unbalance. Thus, the estimated cost does not reflect 
the real cost of the motors that operates in practise.   
 
In almost all three-phase networks a certain degree 
of voltage unbalance exists and is particularly large 
in weak networks and networks with many single 
phase loads [2,3]. A study done in the USA 
estimated the voltage unbalance in 66% of the 
distribution systems is less than 1%. Furthermore, 
98% of distribution systems is less than 3% and the 
remaining 2 % is greater than 3% [2,3]. Similar 
figures are expected for the South African 
distribution network.  
 
 

 
 
 
 
Induction motors are designed to operate under 
balanced conditions, but even a small degree of 
voltage unbalance can cause the motor to draw large 
unbalanced currents and can eventually lead to 
premature failure [4]. An unbalanced supply 
induction motor increases the losses and hence 
temperature rise of the motor. This result in a 
reduced developed torque and efficiency [3]. 
Operation of motors under voltage unbalance 
conditions can lead to premature failure of the motor 
if not derated appropriately. 
 
The paper begins with a brief description of some 
design differences between standard and EE motors 
before mentioning some effects of voltage unbalance 
on these motors. Finally, some results will be 
presented.  

2. STANDARD AND EE MOTOR 
DESIGN DIFFERENCES 

Generally EE motor designs vary from manufacturer 
to manufacturer based on a variety of design 
techniques. It is impossible for the designer to 
optimise all the design parameter like efficiency, 
power factor, winding life and starting currents etc. 
simultaneously [1]. For example; improving the 
efficiency might reduce the power factor of the 
motor. Designers and manufacturers typically utilise 
some of the following methods to lower the losses of 
motors: 
 
• Standard motors use lower cost annealed steel, 

which is more susceptible to temperature and 
environmental conditions. Newer magnetic 
steels are capable of operating at higher flux 
densities [5]. The magnetizing flux needs to be 
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small to minimize the core loss [6]. By 
increasing the length of the core the flux density 
in the stator teeth can be reduced.  

 
• The largest loss in induction motors is due to 

the finite resistance of the stator and rotor 
winding for a given current that produces heat. 
This loss can be reduced by increasing the cross 
sectional area of the copper by either increasing 
the slot fill or by using larger slots in the stator 
core [5]. 

 
• Smaller cooling fans can be used to reduce the 

windage loss, since EE motors produce less heat 
than their standard counterparts [7]. Bearings 
and seals are often kept unchanged to maintain 
the same mechanical loading and ingress 
protection. 

 
• Other ways to improve the efficiency are by 

implementing more accurate manufacturing 
tolerances and tighter quality control, which 
will reduce the stray load losses. Often 
designers increase the airgap of the motor to 
reduce the stray load loss, but that may result in 
lower power factors. 

3. SYMMETRICAL COMPONENTS 

Symmetrical components can be used in order to 
analyse an unbalanced supplied induction motor on a 
per phase basis. The symmetrical components theory 
was developed in 1918 by Charles L. Fortescue [8], 
which essentially converts any poly-phase 
unbalanced system into symmetrical independent 
systems. As depicted in figure 1, three-phase 
unbalanced networks can be resolved into two 
balanced sources and a zero sequence component. 
These components are known as the positive, Vpos 
and negative sequence, Vneg components. The zero 
sequence components are equal in magnitude and 
have no phase displacement. However, it can be 
eliminated since induction motors are typically 
connected in delta or ungrounded star hence, no zero 
sequence currents will flow [9,10].  

 
Figure 1. Decompositioned  unbalanced system into three 
sequence components [11] 

The analysis of induction motors subjected to 
unbalanced voltages is greatly simplified by 
applying the balanced positive and negative 
components independently to the models in figure 2 
and adding the two to obtain the total effect. 

4. DEFINITIONS OF VOLTAGE 
UNBALANCE 

 
In a three-phase system, voltage unbalance is caused 
by an inequality in the rms values of the 
(fundamental) phase voltages, which causes an 
inequality in the line voltages [12]. The degree of 
voltage unbalance is not uniquely defined, but the 
following definitions are most commonly used: 
 
The National Manufacturers Association (NEMA) in 
Standards Publication no. MG 1-1993 [13] definition 
calculates voltage unbalance as follows: 
 

max 100%
avg

V
VU

V
∆

= ×                       (1) 

 
Where avgV is the average line voltage and maxV∆ is 
the maximum deviation from the average line 
voltage. The IEEE defines voltage unbalance in a 
similar way, but uses phase voltages instead. These 
definitions are straight forward to use since it only 
needs magnitudes and is widely used for commercial 
and industrial installations. 
 
The International Electrotechnical Commission 
(IEC) uses symmetrical components described in 
section 3 to define the voltage unbalance factor, 
(VUF) as, 

100%neg

pos

V
VUF

V
= ×      (2) 

The IEC definition is considered more accurate than 
the NEMA definition to analyse the effects of 
voltage unbalance on motors and will be referred to 
in this paper. 

5. INDUCTION MOTOR MODELLING  

An unbalanced three-phase voltage supply 
connected to a motor causes the motor to draw 
unbalanced currents of multiple times the voltage 
unbalance. The rule of thumb is that for every one 
percent of voltage unbalance, a standard motor will 
draw about five to six times as much current 
unbalance. The degree of current unbalance for a 
given voltage unbalance varies a great deal, because 
of the variations in design and manufacturing 
techniques of EE motors. According to [15], the 
current unbalance can be as high as nine times the 
voltage unbalance for some small EE motors.  

The positive and negative sequence equivalent 
circuits of induction motors in figure 2 are used to 
explain this further. 
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Figure 2. Positive and negative sequence equavalent circuit 

Due to the positive and negative sequence circuits, 
the induction motor behaves as two machines 
operating in opposite directions, one with voltage 
Vpos and slip s, and another with voltage Vneg and slip 
(2-s) [16]. The effect of the reduction in negative 
sequence impedance in EE motors is an increase in 
negative sequence current under unbalanced voltage 
conditions. This can result in additional heating of 
the rotor and vibration of twice the supply 
frequency.  In addition to that, EE motors operate at 
slightly higher speeds, and may result in increased 
power delivered to the load causing further 
overheating [17]. Current unbalance can be defined 
by equation 3 below: 
 

100%neg

pos

I
CUF

I
= ×   (3) 

 
Where CUF is the percentage current unbalance and 
Ipos and Ineg is the positive and negative sequence 
current respectively. 
 
As can be seen from the equivalent circuits in figure 
2, the positive and negative sequence currents are 
proportional to the following: 
 

'
( )

pos
rot pos

sI
R

α       (4) 

  
 

         '
( )

2
neg

rot neg

sI
R

α −                             (5) 

Using the equation in 4 and 5 and combining it into 
the current unbalance equation in 3, the following 
proportionality expression can be made: 

2 sCUF
s

α −                        (6) 

Therefore, since EE motors operate at lower slip 
speeds, the current unbalance generated for a 
specific voltage unbalance is higher than standard 
motors. An example of this can be seen in the two 
7.5kW motors that were studied in section 6. At 

100% load, the standard motor operates at a slip of 
0.034 while the EE motor operates at a slip of 0.028. 
Thus, using the expression in (6), for the standard 
motor: (2-s)/s = 57.8, and for the EE motor: (2-s)/s = 
70.4, for this reason current unbalance will be more 
severe in EE motors than it will be for standard 
motors. The same reasoning applies to why current 
unbalance is worse at no load than it is at full load. 
At full load, the slip is greater than at no load, 
therefore at full load (2-s)/s will be less than at no 
load and current unbalance will not be as high. 

The effect of a negative sequence current flowing is 
a reduced resultant torque, Tm and hence power Pm as 
can be seen from equations 7 and 8 respectively. 

( )
2 2

m rp rp rn rn
o o

1 1T I ' R' I ' R'
s 2 sω ω

  = ⋅ ⋅ − ⋅ ⋅    ⋅ − ⋅   
  (7) 

 









−
−

⋅⋅−





 −
⋅⋅=

s2
s1R''I

s
s1R''IP rnrn2rprp2m        (8) 

As depicted in figure 3, the negative sequence 
current causes a torque in the opposite direction of 
the torque developed by the positive sequence 
current. The effective torque delivered by the motor 
is the summation of the two, which is less than the 
positive torque. 

 

 
Figure 3. Pos., neg. and resultant developed torque of voltage 
unbalanced supplied induction motor 

Since EE motors draw higher negative sequence 
currents for a particular voltage unbalance, the 
percentage reduction of the developed torque is 
higher than the same size standard motor. 
Subsequently the percentage increase in slip for EE 
motors is more, leading to a higher temperature rise 
increase. This phenomenon is illustrated in section 6.  
Motors that are continuously operating under 
unbalanced conditions will experience a decrease in 
efficiency due to the increase in the current and 
winding resistance [4]. 

6. CURRENT UNBALANCE TEST 
RESULTS 

 

Resultant Torque 

TOPIC B. MACHINES
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper B-10 Pg. 92



Laboratory tests were done on a 7.5kW standard and 
EE motor. Voltage unbalances were introduced at 
four loading points ranging between no-load and 
150% of full load. The current unbalance measured 
is depicted in figures 4 and 5. A comparison of the 
two motors at full load is illustrated in figure 6. 
 

 
Figure 4. EE Motor current unbalance as a result of voltage 
unbalance 

Both motors revealed similar trends as shown in 
figure 4 and 5. However, the EE motor is more 
susceptible to voltage unbalance as can be seen in 
figure 6. At all loading points, the trend line gradient 
is steeper in the case of the EE motor. This can be 
explained due to the fact that the EE motor operates 
at a lower slip when compared to the standard 
efficiency motor. 
 

  
Figure 5. Standard Motor current unbalance as a result of voltage 
unbalance 

 
Figure 6. EE motor vs Standard motor current unbalance at full 
load 

7. TEMPERATURE RISE TEST 
RESULTS 

These tests involved the same motors as in section 6 
to attain the temperature rise increase when 
subjected to an unbalance supply condition. Both 
motors were subjected to the same unbalance supply 
condition. Three K- type thermocouples were 
installed on the stator drive-end-side end winding of 
each motor. The motors were supplied with balanced 
voltages and than a 4.5 % voltage unbalance always 
starting the test at room temperature. In each case 
the motor was loaded to 75% of its full load and 
allowed to stabilise at its operating temperature 
according to [18] and [19].  

 
Figure 7. Stabilised temperature at 75% of FL 

Figure 7 shows the temperatures at which the motors 
stabilized for the two conditions. The standard motor 
and EE motor temperature increase measured is 
13.3% and 26.9% respectively. Since EE motors 
have lower losses in general than standard motors, 
they run even cooler under voltage unbalance 
conditions. Thus, although the effect of voltage 
unbalance might be more on energy efficient motors, 
the temperature rise (which is the most detrimental) 
will be less [20]. 
 

8. CONCLUSION 
 
This paper addresses the effect that unbalanced 
supplies have on energy efficient motors. Several 
design differences have also been summarised. 
Apart from using more material in energy efficient 
motors, higher quality materials and better 
machining tolerances are the main differences 
between the two motor classes. Energy efficient 
motors draw more unbalanced currents due to their 
lower negative sequence impedances. This leads to 
greater percentage reduction in the developed torque 
and slip.  
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DISCRETE LOGIC CURRENT CONTROLLED
BRUSHLESS DC MOTOR DRIVE

M D Britten∗, J Tapson∗, I D de Vries∗∗
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Abstract. Multiple function discrete logic gates were used to implement the control electronics for a one kilowatt
current regulated BLDC motor controller. The design was carried out in modules so as to be simple, robust and
efficient. A two quadrant motor controller was successfully built and tested on an electric bicycle, and a four
quadrant controller was simulated. Overcurrents during the commutation process were avoided using the proposed
topology. The recovery of braking energy revealed the need for a better energy storage system.

Key Words. PMDC, Brushless, SPICE

1. INTRODUCTION

Brushless direct current (BLDC) motors using perma-
nent magnet (PM) Neodymium-Iron-Boron (NdFeB)
rare earth magnets have simple drive requirements
and are power dense in both per unit volume and per
unit weight.

Many methods exist for controlling the power semi-
conductor switches in BLDC inverter drives, such
as µPs (microprocessors), digital signal processors
(DSPs), field programmable gate arrays (FPGAs) and
application specific integrated circuits (ASICs), [3],
[5], [6]. These methods, especially the sensorless
types outlined by Acarnely and Watson [1], usually
result in a system beyond the comprehension of the
owner of an electric vehicle (EV) where such a
drive may be present. Furthermore, there are more
strict operation limits and more complex equipment
is required for analysis.

The elementary nature of BLDC control logic is effi-
ciently handled by multiple function gates which use
little power, reduce cost and improve reliability. The
potential for flash memory failure [2] is eliminated
by using fixed function logic devices.

Small EVs are becoming more popular and therefore
so are small electric drives. The high efficiency of
BLDC motors makes it worth while to recover energy
regeneratively during slowing down or braking.

2. PM MACHINE OVERVIEW

The BLDC machine can behave as a generator as
easily as it can behave as a motor. However there are
limitations to this dual nature. The torque-speed char-
acteristic in Fig. 1 shows that along with motoring
and generating operation, there is another situation:
active braking. In these areas, power and energy
are injected into the machine from both mechanical
and electrical sources. A machine with lower overall
resistance, mechanical and/or electrical, has smaller
active braking regions and is more efficient at both
motoring and regenerating electricity.

In the active braking zones shown in Fig. 1, Vm,
the machine terminal voltage, has to be of opposite
polarity to ω, angular velocity. Thus a controller with

TORQUE-SPEED CAPABILITY OF A PM MACHINE
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Fig. 1: The torque-speed (T -ω) capability of a DC machine. The
resistances in the machine cause “Active Braking” zones where
both electrical and mechanical energy are dissipated within the
machine. Vm and I are the effective terminal voltage and armature
current of the machine, respectively.

only the ability to create Vm > 0 would be unable to
achieve zero speed with reverse torque.

The maximum ω for a BLDC machine is governed by
the maximum supply voltage and imitates the Vm >
0 line, which resembles a shunt direct current (DC)
machine torque-speed characteristic.

3. PROPOSED SOLUTION

Torque control is a primary design goal for this drive
because it is intended for use in an EV, where the
operator would expect output torque to be related to
throttle input.

The operation of a BLDC machine is separated into
two basic requirements, commutation of phases and
control of instantaneous current. Fig. 2 shows this
graphically. The current controller operates indepen-
dently to the position of the machine and aims to
control the output torque by increasing or decreasing
the current flowing through the phase switcher block.

The phase switcher is designed for a three phase
BLDC machine. Three digital Hall effect sensors,
angularly displaced by 120◦ in electrical terms, are
used to determine the angular position of the machine
rotor. The information from the sensors is correlated
to the required switching pattern in Table 1. The
logic function that relates a specific switch to the Hall
sensors’ state is derived in Equation 1.
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CONTROLLER BLOCK DIAGRAM
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Fig. 2: Four quadrant BLDC motor controller block diagram.
The optional inversion amplifier and logic blocks enable operation
in the active braking zones. VBatt refers to the source and sink of
power, the battery.

Table 1: Gate Drive Signal Truth Table

Inputs Gate Driver Logic Input Signals
HA HB HC Phase A Phase B Phase C

Q1 Q2 Q3 Q4 Q5 Q6

0 0 1 1 0 0 1 0 0
0 1 1 0 0 0 1 1 0
0 1 0 0 1 0 0 1 0
1 1 0 0 1 1 0 0 0
1 0 0 0 0 1 0 0 1
1 0 1 1 0 0 0 0 1

Unused Combinations of HA, HB , HC

0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0

Alow = HA•HB•HC+HA•HB•HC

= (HA + HA) • HB • HC

= HB • HC (1)

All the switches in the phase switcher have the exact
same logic function relating their state to the Hall
sensors. Furthermore, this particular function is easily
created using the multiple function gate (MFG). Fig. 3
shows the how the 74LVC1G58 MFG is set up to
provide the function required by the phase switcher.
An advantage to this implementation of the phase
switcher logic is that when all Hall sensor signals are
logic high or logic low, all the switches are forced to
the off state.

The Hall sensors are open collector and use a pull up
resistor to enable logic high output. The temperature
cut out simply forces the Hall sensor signals to zero
when an overtemperature condition is detected. This
forces the switches in the phase switcher to turn off,
disabling the controller.

The physical layout of current controller and phase
switcher switches shown in Fig. 4 ensures the current
flowing in R SENSE represents the effective armature
current in the BLDC machine. Kavanagh et al. [6]
used the same location for a current sense element
with a bipolar switching scheme. The current con-
troller monitors the current in R SENSE, assuming it
is directly related to the machine output torque, which

MFG CONFIGURATION

Fig. 3: The internal logic of a MFG is shown on the left,
configured to provide the function shown on the right. A and B
could be any two of HA, HB and HC . F then represents the
desired state for a particular phase switcher MOSFET.

POWER SWITCH ARRANGEMENT

Fig. 4: The phase switcher is represented by MOSFETs, Q1

to Q6. The current controller uses QCSH and QCSL to control
V BLDC. The current source is connected to the phase switcher as
above, forcing the effective motor current, I , to flow in R SENSE.

is true except during some commutation events. The
BLDC machine has one phase with zero current
in it during the time between commutations, which
simplifies current measurement compared with other
three phase machine types investigated by Green
and Williams [4]. Space vector PWM schemes [7]
and [8] have been specially designed to reduce the
amount of switching in an inverter and circumvent
the mechanism by which a phase current leaves the
tolerance band during commutation.

The current controller uses tolerance band current
control. The current controller together with the
phase switcher are designed to implement a unipolar
switching scheme for controlling the BLDC machine
current. Four thresholds are used to accomplish this.

CURRENT CONTROLLER TIMING DIAGRAM

Fig. 5: The sense resistor current is compared continuously to
the four thresholds labelled in the top graph. In forwards mode, a
high V BLDC pulse makes Vm positive and a a low pulse makes
Vm =0. In reverse a high V BLDC pulse makes Vm negative.
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The two inner thresholds are used to determine the
state of the voltage at V BLDC, shown in Fig 4. The
outer thresholds in Fig. 5 control the polarity of Vm.

The direction of applied voltage to the machine is
automatically changed by simply commanding the
optional inverter components to change the polarity
of all the Hall sensor signals and the sensed cur-
rent signal simultaneously. The current controller can
then resume operation within the tolerance band in
exactly the same way as before. The current cannot
be controlled when the supply voltage is incapable
of overcoming the generated voltage of the BLDC
machine.

4. RESULTS

The experiments were conducted with a two quadrant
version of the Discrete Logic BLDC Motor Drive.
The four quadrant version has been simulated and is
to be tested in future work.

Fig. 6 shows the equipment configuration for test-
ing the BLDC motor drive. The induction machine
was supplied from an inverter with the ability to
source and sink power, enabling testing of motoring
and regenerating modes. The power flow between
the battery and the BLDC controller was measured
along with the phase switcher current and mechanical
system speed.

Fig. 6: Experimental setup for BLDC controller.

4.1 Motoring mode

The torque is assumed to be directly related to the
current in the machine. Fig. 7 plots the current against
BLDC machine speed for several cases where the
current or torque signal is set to a constant level. The
controller manages to keep a constant torque from
zero speed until the point where the battery voltage
cannot overcome the generated voltage and resistance

Fig. 7: The motoring test results confirm operation within the
window shown in Fig. 1, especially with regard to the maximum
speed obtained at a particular current or torque level.

Fig. 8: The BLDC controller is good at maintaining a constant
current in this mode but is limited by several physical factors.
The most evident are the resistance of the machine and the power
acceptance rate of the battery.

Fig. 9: V BLDC and the sense resistor current are captured above
for a commutation event while motoring. The current controller
lengthens the V BLDC pulse to speed up the current rise in the
newly commutated phase.

of the machine. This agrees with the predictions of
performance in Fig. 1.

4.2 Generating mode

The direction of rotation was maintained and tests
performed for negative constant current levels that
caused the BLDC machine to regenerate electrical
energy and return it to the battery, shown in Fig. 8.
In these tests some further practical limitations were
experienced. The induction machine had poor speed
control at low speeds. The battery could not absorb
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Fig. 10: BLDC controller, battery and BLDC motor fitted to a
bicycle.

energy fast enough to test up to the maximum speed
current line.

4.3 Commutation

Fig. 9 shows the phase switcher current and the
V BLDC signal during a commutation event in mo-
toring mode. The controller tries to keep the current
in R SENSE constant by applying a longer positive
voltage pulse to V BLDC. This works well at low
speeds where the battery voltage is much larger than
the sum of the generated voltage and resistive drops
in the machine. As the machine spins faster the rise of
current can be much slower and cause torque ripple
in the machine. This is not a big problem for the EV
case, since at higher speed the stored energy in the
vehicle absorbs the torque ripple better.

4.4 Electric Bicycle Test

The two quadrant controller was tested in an electric
bicycle which only required unidirectional rotation of
the BLDC machine. Fig. 10 shows the test bicycle
with the battery pack mounted in the middle of the
frame and the BLDC machine installed in the back
wheel. The current controller was held inside the case
of the battery and the phase switcher was mounted
under the battery case. The electrified bicycle or
E-bike was able to use the regenerative mode of
operation of the controller to slow down without using
the friction brakes.

4.5 Simulation results

The four quadrant controller is essentially the same as
the two quadrant controller with the ability to apply
reverse voltages to the machine and thus achieve a
wider operating range. Fig. 11 was generated using
SPICE 3f5 from Berkeley and shows the capabilities
of the four quadrant controller in terms of currents
and speeds achievable. The desired level of current
was set in the simulation code as a constant, but the
variation of current in a switching cycle caused some
fluctuation in the points selected for plotting.

SIMULATED CURRENT-SPEED PERFORMANCE

Fig. 11: Simulated testing with constant I for different I levels.
The limits of the results agree with Fig. 1 and the practical results
obtained.

Fig. 1 is effectively the same shape as Fig. 11, which
shows that the simulation was successful at reaching
the desired operating limits.

5. CONCLUSION

A simple, effective BLDC motor drive was presented
based on discrete logic MFG.

The internal resistance of BLDC machines necessi-
tates a four quadrant controller for operation at zero
speed with positive and negative torque.

The commutation process can be well managed with
simple hardware and control but there is still room
for improvement.

The battery used in the tests proved to be one of
the more limiting aspects of the motor drive system.
In the future this could be augmented with a more
powerful technology such as supercapacitors.
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1. INTRODUCTION 

Conventional ball-bearings in rotational applications 
can potentially be replaced by active magnetic bear-
ings (AMBs) [2]. AMBs levitate the rotor via con-
tact-free, actively controlled, electromagnetic force. 
The basic functioning of an AMB is shown in Fig. 1 
and it operates as follows [3]: sensors are used to 
measure the air gap between the rotor and the bear-
ing. This measurement is sent to the controller to 
regulate the current in the actuator using the power 
amplifier. The current in the actuator manipulates the 
magnetic force on the rotor, keeping it in suspension. 

In modern high-tech systems, flywheels are used as 
energy storage batteries [8]. In this particular case 
AMBs are applied to a flywheel uninterrupted power 
supply (Fly-UPS) system [4]. The disc shape of a 
flywheel makes the axial moment of inertia greater 
than that of an elongated rotor of the same mass, 
making a flywheel the more effective energy storage 
method [8]. The energy is supplied to the flywheel 
via an electric motor, and can be recovered using the 
same motor as a generator. By utilizing AMBs for 
the Fly-UPS, a contact- and lubrication-free ideal 
vacuum environment is achieved [5]. Alas, the inher-
ently unstable nature and complexity of AMBs ne-
cessitates sophisticated feedback control [6]. 

By introducing multivariable H∞ control to the 
AMBs of the Fly-UPS, robust control can be realized 
[7]. The aim of H∞ control is to compute a controller 
K such that the effects of modelling uncertainties, 
noise and disturbances are minimized according to 
predefined performance requirements at low frequen-
cies and robustness requirements at high frequencies 
[9-10]. H∞ control synthesis allows frequency-
dependent bounds to be specified, ensuring that the 
above mentioned effects remain within permissible 
levels [9]. 

H∞ control has successfully been applied to AMBs in 
[1, 2, 7, 9], and provide promising results. However, 
in [7], H∞ control was found lacking in position de-
viation regulation when compared to optimal LQR 
control. But when compared to LQR or PID control, 
H∞ control showed reduced control current and pro-
vided greater stability robustness with varying rota-

tional speed. It should be noted that in most cases the 
weighting functions used within H∞ control are cho-
sen on a trial and error basis, which makes it difficult 
to form a generalised perception of H∞ control. 

In this paper a multivariable robust H∞ controller for 
an active magnetic bearing flywheel system is devel-
oped for comparison with presently used PD control. 
Because the Fly-UPS design is subject to various un-
certainties as well as gyroscopic effects at varying ro-
tational speeds, stability robustness and disturbance 
attenuation (performance robustness) are the primary 
feedback requirements. 

 

2. FLY-UPS MODEL 

This section will use analytical methods to develop 
and describe the five degrees of freedom (5-DOF) 
AMB Fly-UPS. The 5-DOF are the top AMB (‘b’) 
and bottom AMB (‘a’) radial x and y directions and 
the axial direction z (Fig. 2). The model will be able 
to represent the dynamic behaviour of the system 
within small deviations from the nominal values. The 
rotor displacement, gyroscopic coupling, coil cur-
rents, power amplifier bandwidth as well as sensor 
bandwidth are all represented within this model [5]. 
Some effects such as rotor touchdown during a 
power failure as well as rotor whirls are not repre-
sented due to their highly nonlinear nature [1]. 
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Fig. 1: Basic AMB functioning. 
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2.1 State-Space Model 

A linear time invariant (LTI) state-space model of the 
rigid-rotor Fly-UPS plant is developed using parame-
ters from the existing Fly-UPS system. This model is 
linearised around a nominal working point, or set-
point. This makes the model valid for small devia-
tions from its set-point values. A detailed approach to 
the Lagrange analysis as well as obtaining the state-
space equations can be found in [5, 8, 9] and [13]. 

The state-space state vector x represents the rotor 
displacements and their time derivates. The linearised 
state-space equation can be derived by using New-
ton's second law of motion with equation (1), 

 s iF = ma k x+ k i=  (1) 
where F is the force on the rotor, m the rotor mass, a 
the acceleration, x the displacement, i the current, ks 
the force-displacement constant and ki the force-
current constant. The input to the model is current (i) 
and the output is displacement (xa, xb, ya, yb). The 
sensor measurements of the rotor are realised by rep-
resenting the rotor dynamics in the bearing coordi-
nate system ( [ ]T

B a a b bx y x y=z ) instead of the 

Euler coordinate system ( [ ]T x yβ α=z ) 
which represents displacement (x, y) and inclination 
(β, α) about the centre of mass [13]. Furthermore, the 
state vector, input vector, and output vector are de-
fined as follows: 

T T T
B B =  x z z , 

T
ax ay bx byi i i i =  u and [ ]T

a a b bx y x y=y . 
 
The state-space model of the two radial AMBs is 

 = +x Ax Bu  (2) 

 =y Cx  (3) 

with state-space matrices 

 1 1 ,
B s B B
− −

 
=  
 

0 I
A

M K -M G

 
[ ]1 ,  

B i
−

 
= = 
 

0
B C I 0

M K
 

The matrices MB and GB are the mass and gyroscopic 
matrices, M and G, transformed to bearing positions, 
with 

 1       B B B B B B
−= =-1M T MT G T GT  

where 

0 0 0 0 0 0 0
0 0 0 0 0 0

      
0 0 0 0 0 0 0
0 0 0 0 0 0

0 0
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 −−
 

− 

M G

T

Variable Ω (rad/s) represents the rotational speed of 
the flywheel and matrices, Ks and Ki are simply di-
agonal matrices of the previously mentioned, ks and 
ki constants. The distance of the bearing positions 
from the centre of mass is represented by la and lb 
and the distance of the sensor positions from the cen-
tre of mass is represented by lc and ld.  

The final state-space system is referenced to the sen-
sor coordinate system by transforming the state ma-
trices A and B to 

 1      S S S S S
−= =A T AT B T B  

with 

 

1 0 0
1 0 0
0 0 1
0 0 1

1 0 0
1 0 0
0 0 1
0 0 1
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The axial (z axis) AMB state-space model with 

 
0 1 0

,   = ,   
0z z zsz izk k

m m

   
   = =
   
      

A B C I  

is simply appended to the above radial AMB state-
space model. 

The variables used for this model were experimen-
tally measured: m = 17.65 kg is the rotor mass, Ix = Iy 
= 1.16×10-1 kg·m2 are moments of inertia about the x 
and y axes, Iz = 1.07×10-1 kg·m2 is the z axis moment 
of inertia, ks = 154.84×103 N/m and ki = 30.5 N/A are 
the radial AMB force-displacement and force-current 
constants, ksz = 922×103 N/m and kiz = 260 N/A are 
the axial force-displacement and force-current con-
stants, finally lengths from the centre of mass are: 
la = -160×10-3 m, lb = 65×10-3 m, lc = -190×10-3 m 
and ld = 95×10-3 m. 

 
 

Fig. 2: Fly-UPS Rotor [14]. 
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The sensor electronics are modelled as a second or-
der low-pass transfer function (bandwidth of 10 kHz) 
and connected to the output of the AMB model [1]: 

 
2

2 2
s

sens
s s

T
s s

ω
ζω ω

=
+ +

 (4) 

with damping ζ = 0.707 and bandwidth ω =2π10000. 

The power amplifier model consists of a closed loop 
PI controlled system with a bandwidth of 2.5 kHz, 

 2

2 ( )
(2 ) 2

bus i p
PA

p bus i bus

V K K s
T

Ls K V R s K V
+

=
+ + +

 (5) 

where [4]: Vbus = 51 V is the bus voltage, R = 
0.152 Ω is the coil resistance, L = 6.494 mH is the 
coil inductance, Kp = 1 is the proportional constant 
and Ki = 0.1 is the integral constant. The PA model is 
connected to the input of the AMB model. 

2.2 Uncertainty 

The maximum rotational speed of the Fly-UPS is 
25 000 r/min [4]. However, when the stored power is 
being drained from the flywheel, the rotational speed 
gradually reduces to 15 000 r/min [4]. Thus it is nec-
essary to synthesise a controller for the plant that 
maintains stability robustness and performance ro-
bustness within this range. Developing a controller 
for the plant at 20 000 r/min ensures the speed varia-
tion is 5000 r/min upwards and 5000 r/min down-
wards. Therefore, in order to ensure robustness, the 
additive normalised uncertainty (||Δ||≤1) bound be-
tween a 25 000 r/min model and a 15 000 r/min 
model must be obtained.  

Denote the frequency response of the maximum rota-
tional speed model as H25k(jω) and the drained rota-
tional speed model as H15k(jω). The additive model 
error frequency response function (FRF) can be de-
termined experimentally [9], and is defined as: 

 25 15( ) ( ) ( )k kW j H j H jω ω ω∆ ≥ −  (6) 

The upper bound (maximum) of the difference be-
tween the two models is taken as the uncertainty 
bound, WΔ. WΔ describes the frequency characteris-
tics of the uncertainty and defines the model varia-
tion around the 20 000 r/min model [10]. 

Including modelling uncertainties in the mathemati-
cal model is the key to successful robust H∞ control 
design [12]. Fig 3 shows the model with bounded ad-
ditive uncertainty (G + Δ×WΔ) and fig. 4 shows the 
4th order uncertainty bound WΔ, up to 5 kHz with 
transfer function,  

3 2 5 5

4 3 6 2 6 8

4.1 2570 4.74 10 9.1 10
82.75 2.15 10 6.6 10 6.3 10

s s sW
s s s s∆

− − + × − ×
=

+ + × + × + ×
 

3. CONTROL 

The two basic design approaches in H∞ control are 
open-loop transfer function loop shaping and closed-
loop transfer function loop shaping [11]. In loop 
shaping, the required shape of a transfer function is 
defined in the frequency domain using singular val-
ues, and a controller is designed to shape the system 
transfer function into that required shape [2]. 

For open-loop shaping, the classical L=GK loop 
shaping is transposed to MIMO systems by using the 
singular values of the loop transfer functions as the 
loop gains [14]. One such open-loop transfer function 
loop shaping is the Glover-McFarlane H∞ loop shap-
ing method [2, 10]. Alternatively, closed-loop trans-
fer function shaping aims to shape the sensitivity 
function, S = (I + GK)-1 and the complementary sen-
sitivity function (closed-loop transfer function) T = 
GK(I + GK)-1 = I - S [11]. This leads to classic mixed 
sensitivity H∞ control synthesis. 

By adhering to open-loop design objectives, it is rela-
tively easy to estimate the closed-loop requirements 
over specific frequencies [11]. But, because the Fly-
UPS AMBs are open-loop unstable, specifying an 
open-loop shape is relatively difficult. Consequently, 
closed-loop transfer function design using mixed 
sensitivity H∞ control synthesis will be the primary 
focus [2]. This allows robust stability by including 
uncertainties in the model as well as providing robust 
performance by minimizing the H∞ norm via weight-
ing [15]. 

3.1 H∞ Control Design 

The standard mixed sensitivity control scheme uses 
three weights (or bounds [16]) in the following 
mixed sensitivity cost minimisation problem, 

 
 

Fig. 4: Uncertainty bound WΔ. 
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Fig. 3: Additive uncertainty. 
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 min
e

uK

y

W S
W R
W T

∞

 (7) 

where K is a stabilising controller [11]. 

The weights are applied to the control error, e, to 
shape the sensitivity, So; to the control signal, u, to 
shape the input sensitivity, KSo; and to the plant out-
put, y, to shape the complimentary sensitivity, To. 
The weighting functions must be proper to be solv-
able, and stable, since they are not in the loop to be 
stabilised by the controller [1]. The weighting func-
tions are used to shape, or penalise, the above signals 
into their desired shapes.  

However, mixed sensitivity control has one serious 
drawback: pole-zero cancellation. It aims to cancel 
poorly damped stable poles of the system with con-
troller zeros, making the poorly damped poles unob-
servable and uncontrollable [12, 16]. Furthermore, 
the controller designed using this method, contains 
the inverse of the plant, causing complications if the 
plant is non-invertible [1]. In order to bypass these 
problems another weighting scheme is applied, 
namely the six block problem weighting scheme [2]. 
This scheme includes the plant in the weighting of 
the sensitivity, preventing the inclusion of the in-
verted plant within the controller. In addition to 
weighting the standard So, KSo and To signals, the in-
put disturbance sensitivity function (GSi), and closed-
loop transfer function from the plant input to the 
plant output (Ti) are also shaped. Thus a term involv-
ing GSi is included in the standard mixed sensitivity 
minimisation problem as given in (8) below [2, 8-9]. 

 min
e o r e i d

u o r u i dK

y o r y i d

W S W W GS W
W KS W W TW
W T W W GS W

∞

−
−  (8) 

As can be seen in (8), the standard weights We, Wu 
and Wy are present with the addition of two new 
weights, Wr and Wd. Wr shapes the reference input to 
the system, and Wd shapes (attenuates) the input dis-
turbances. Wd is important in preventing pole-zero 
cancelation [16]. The structure of the augmented 
(weighted) plant is shown in Fig. 5, where the inputs 
are w = [r, d] and u = [iax, iay, iax, iby], and the outputs 
are z = [z1, z2, z3] and v = [xa, ya, xb, yb]. 

The augmented system in Fig. 5 is then reformulated 
into a system Tzw (Fig. 6). 

 

The H∞ control design for Tzw is now: 

• Find a controller K that stabilizes system Tzw. 

• The controller must minimise the H∞ norm; 
.zwT γ

∞
<  ( γ  is the ratio between the maxi-

mum and minimum singular values.) 

In order to solve the above minimization problem, 
the solutions to two Riccati equations are required. 
MATLAB®’s Robust Control Toolbox is used to 
solve these Riccati equations and synthesise the H∞ 
controller [15]. 

3.2 Weighting function selection 

There are five weighting functions to be selected in 
the six block problem weighting scheme, namely We, 
Wu, Wr, Wy and Wd. Each weighting function is cre-
ated according to predefined specifications and re-
quirements of the AMB Fly-UPS system. As stated in 
section 1, the weighting functions are mostly selected 
on a trial and error basis [1-2, 7-9, 16]. Furthermore, 
once the required weighting function shape is de-
signed, the inverse is supplied for controller synthesis 
[1-2, 7-11]. This is done in order to ‘guide’ the 
minimisation weight of the H∞ norm [7-11]. Fig. 7 
shows the singular value plots of the designed 
weighting functions. 

Weight Wr plays a part in shaping the sensitivity (So) 
and controller gain (KSo). In order to simplify the 
weighting selection, Wr will be a constant, 1. 

The error weight, We, shapes the sensitivity function 
(So). According to the ISO/CD 14839-3 standard, the 
sensitivity for newly commissioned machines should 
be below 8 dB. Furthermore, the two critical rigid 
modes of the Fly-UPS are at 33.91 Hz (2 034 r/min) 
and 175.52 Hz (10 531 r/min). Thus it would be ade-

G

K

+

-

r
d

y

r

VU

P

We-1

Wu-1

z2

z1

Wd-1

Wr-1

Δ+ + Wy-1

z3

 
Fig. 5: Augmented control formulation. 

 
 

Fig. 7: Singular value plots of designed weighting functions. 
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Fig. 6: Control configuration for system Tzw. 
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quate to select the weighting function as a first order 
high-pass transfer function with a bandwidth of 
200 Hz, and a stop-band gain of 4 dB. In order to ob-
tain an integration effect, the magnitude of the error 
weight at frequencies lower than 1 Hz should be 
small. 

Weight Wu represents the controller gain (KSo). In the 
Fly-UPS, an absolute maximum of 1 A per 1 µm dis-
placement error should be realised. Thus the weight 
Wu is chosen with a gain of 1×106 and a controller 
roll-off bandwidth of 2.5 kHz. 

Transfer function Wy, shapes the complimentary sen-
sitivity To. In order to keep the closed loop gain close 
to unity, Wy is selected as a first order low-pass trans-
fer function with a 5 kHz bandwidth and a 2.5 dB 
pass-band gain. 

Finally, Wd  × We shapes the input disturbance signal 
(GSi), and Wd × Wu shapes the closed-loop transfer 
function (Ti). In order to obtain good input distur-
bance rejection, the weight Wd is chosen as a small 
constant of 100×10-6. Therefore, the combined 
weight WdWe bounds the displacement to 160 µm for 
an input disturbance of 1 A, and the combined weight 
WdWu bounds Ti to a gain of 40 dB. 

The γ value achieved with the selected weighting 
functions during control synthesis is 0.92. If γ < 1, it 
means that the synthesised controller is able to com-
ply with the required specifications (bounds) pro-
vided by the weighting functions. 

Using the explained method, a controller is synthe-
sised. However, the 5-DOF controller has an order 
greater than 260. This is impractical in most applica-
tions, and thus the order of the controller is reduced 
using the multiplicative error bound Hankel singular 
value order reduction method [10, 15]. The controller 
order is successfully reduced to a 24th order control-
ler with a multiplicative error bound of less than 2%. 

 

4. SIMULATION RESULTS 

The synthesized H∞ controller is implemented on the 
mathematical (LTI) model of the Fly-UPS. From this 
simulation, certain theoretical predictions concerning 
the system response, closed-loop system stability and 
sensitivity functions of the physical system can be 
made.  

According to MATLAB®’s stability robustness 
analysis (µ-analysis algorithm), the controller can 
tolerate up to 165% of the modelled additive uncer-
tainty. Fig. 8 shows the radial 10 µm step response of 
the plant at 15 000 r/min, 20 000 r/min and 
25 000 r/min. It can be seen that the controller main-
tains stability throughout the variation of rotational 
speed. The integration effect, by reducing steady-
state error, can also be seen. Furthermore, a similar 
step response with a PD controller (used to control 
the actual Fly-UPS system) is included in Fig. 9 for 
comparison with H∞ control. The PD controller has a 
proportional gain of 14 213 and a derivative gain of 
20. The H∞ controlled plant shows a faster settling 

time and superior speed variation robustness when 
compared to the PD controlled plant. 

The performance robustness is evaluated via the sen-
sitivity function. The sensitivity function is obtained 
by feeding a sinusoidal reference into each separate 
rotor input over a predefined frequency range [17]. 
The magnitude of the response of the rotor due to the 
signal provides the sensitivity function. The sensitiv-
ity, S, and the sensitivity weight, We, for the closed–
loop model at 15 000 r/min and 25 000 r/min are 
shown in Fig. 10 and Fig. 11 respectively. As can be 
seen, the sensitivity of both models remain below the 
bound placed by the weight, We. It also remains be-
low the 8 dB limit imposed by the ISO/CD 14839-3 
sensitivity standard. 

 

 
Fig. 9: PD controlled 10 µm step response. 

 
Fig. 8: H∞ controlled 10 µm step response. 

 
Fig. 10: Sensitivity plot at 15 000 r/min. 
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5. CONCLUSION 

In this paper a multivariable robust H∞ controller for 
an active magnetic bearing flywheel system (Fly-
UPS) is developed. The Fly-UPS design is subject to 
various gyroscopic effects at varying rotational 
speed. Thus stability robustness and performance ro-
bustness (disturbance attenuation) are the primary 
feedback requirements. 

A linear time invariant (LTI) model of the Fly-UPS 
system is successfully developed for use in H∞ con-
trol synthesis. The additive model uncertainties be-
tween the operational speed variation of 15 000 r/min 
and 25 000 r/min are characterised. Furthermore, the 
six block problem weighting scheme for H∞ control 
synthesis is implemented. Each weighting function 
used in the controller synthesis is fully characterised 
and designed. Finally a H∞ controller is synthesised 
and implemented. The synthesised controller proves 
stability robustness against rotational speed variation 
by providing stable system responses at 15 000 r/min 
and 25 000 r/min. It also robustly tolerates (via µ-
analysis) up to 165% of the modelled additive uncer-
tainty. Furthermore, the controller performance is 
evaluated according to the ISO/CD 14839-3 sensitiv-
ity standard. However, one of the setbacks of H∞ 
control is that the weighting functions are chosen on 
a trial and error basis. This makes it difficult, when 
compared to PD control, in designing a controller. 
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1.  INTRODUCTION 
When the restructuring of power industry is 
concerned, service reliability has emerged as a major 
issue in recent years [1]. As part of their 
requirements, energy utilities have to guarantee that 
the reliability of the energy supply to their customers 
matches to the importance of reliability needed and 
so the quantification of the impacts of outages is 
needed and sought by energy providers and 
regulators [2]. Similarly to reliability assessment, 
customer interruption costs (CIC) evaluation has 
significant importance in power system planning and 
operation for a power utility industry and this is due 
to the growing interests and consideration to 
customer costs of power outages [3, 4]. As utility 
industries continue in the path of deregulation, higher 
reliability levels are likely to be critical for different 
existing customer sectors [5]. While customers wish 
for improved reliability, reduced electricity prices are 
also one of their priorities and thus it is important to 
understand and consider the nature of this trade-off, 
which may vary for various customer categories[6,7]. 
Fig. 1 shows the relationship between the reliability 
costs and the reliability worth. 

 
Fig. 1: Reliability Cost and Reliability Worth Concept [8]. 

The vertical line crossing the point Ropt and the total 
cost curve depicts the point where the total cost is a 
minimum on the total cost curve [1]. Thus, the point 
where the line intersects the curves can be seen as the 
optimum point where the utility customer will 
receive the least cost service and the reliability cost is 
minimized for the utility [2]. Using different load 
models, the paper reports on investigating the 
impacts on reliability and CIC evaluations by 
comparing reliability indices and interruption costs of 
different customer sectors for different approaches. 
In the study, seven approaches have been identified 
for reliability and CIC evaluations, but only two of 
these approaches were used in the time sequential 
Monte Carlo Simulations for comparison.  

2. LOAD MODELING FOR RELIABILITY AND 
CUSTOMER INTERRUPTION COSTS 

EVALUATION 

Load can be modeled for reliability and/or CIC 
assessment from various information such as the load 
demand (average load and/or peak load), load 
profiles and load duration curves for different 
customer sectors, the variability with time (time of 
the day, day of the week), the duration of outage [9, 
10], and the outdoor temperature (seasons) [10]. 
2.1 Approximate Methods for CIC Evaluation 
The approximate methods used in [9] are based on 
using customer data sets and the outage cost 
estimates are compared with a set of base methods 
results. The magnitude of the outage cost associated 
with a specific delivery point depends on many 
factors which include the load curtailed, the type of 
customers involved and the duration of the outage 
[9]. Also reference [9] uses variability in time where 
time of the day, day of the week and week/month of 
the year will have an influence on the magnitude of 
the interruption costs [9]. The data sets used in [9] 
include customer data, load data and cost data.  

Base Methods 
Using average load with peak load and the load 
factor relationship as the load model, the base 
methods also comprises a cost weight factor that uses 
information on customer damage functions, system 
reliability indices such as the expected energy not 
supplied (EENS), the interrupted energy assessment 
rate (IEAR) and the expected interruption cost 
(ECOST) to determine the interruption costs [9].  
Expected Un-served Energy 
As an alternative to the base methods, reference [9] 
offers the sector-by-sector demand approach and 
modifies it by simplifying the calculation process and 
reducing the effort required to estimate the customer 
interruption costs. Two simplified techniques are 
represented in [9] and the first approach is the sector-
by-sector expected un-served energy (EUE) 
approach. In this approach the time varying load and 
cost models are formed separately and then combined 
to create a time varying cost weighted load model 
[9]. This new model is then used in conjunction with 
a transformed feeder sector customer damage 
function (SCDF) to estimate the interruption cost for 
a specific event [9]. The results obtained in [9] 
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showed that the expected interruption costs (ECOST) 
for the EUE approach were reasonably comparable to 
the base method values while the sector-by-sector 
demand approach showed more accurate results. 
However, the results obtained using the EUE 
approach were still very close and the approach is 
much simpler with relatively little error ranging from 
-0.024 % to +1.870 % relative to the base method 
values for outage duration between 15 minutes and 8 
hours [9].  
Annual Energy Approach  
The second simplified technique called the Annual 
Energy Approach, is extended from the sector-by-
sector EUE approach and has in objective to reduce 
the effort required to approximate the customer 
interruption costs [9]. The annual energy 
consumption for each customer sector is a data set 
which is usually available in practical application and 
therefore the percentage of energy consumption for 
each customer sector in the system can be calculated 
[9]. Then the EENS for a given outage situation can 
be obtained by rough calculation based on metering 
experience [9].  
A formula for the Interrupted Energy Assessment 
Rate (IEAR) is available in [9] and using both the 
results for IEAR and EENS, the ECOST can be 
obtained. The results obtained in [9] showed that 
during the day, those obtained from the annual 
energy approach are reasonably comparable to those 
of the base methods while at night time; the annual 
energy approach overestimates the actual costs of the 
outages. The main reason for this error is the use of 
annual energy consumption percentages in the 
calculation and the assumption is that the percentages 
used are assumed to be constant values throughout 
the year [9]. However, in practical situations, the 
percentages of energy consumption during the night 
time are quite different [9].  

2.2 Time Varying Load Model for Customer 
Interruption Costs Evaluation 

In reference [11], a time sequential Monte Carlo 
simulation technique is used for evaluating customer 
unreliability costs in distribution systems and the 
results are compared with those from average load 
and cost models. Annual chronological load models 
for different individual customer sectors are 
developed and used for analysis and random load 
fluctuations are combined with time varying load 
models to identify the residual uncertainty associated 
with system load [11]. A time varying load (TVLM) 
and cost model (TVCM) are used in [11] for seven 
customer sectors to show that different load and cost 
models result in different interruption costs which 
can lead to different planning and operating 
decisions.  
The customer damage functions for different 
customer sectors are used to find the interruption 
costs for specific time durations [11]. The TVCM is 
described in [11] and the TVLM provides an accurate 
representation of the actual load by incorporating the 

load on an hourly basis. The TVLM uses detailed 
customer load profiles which vary with customer 
type, location and time of the day, day of the week 
and week of the year [11]. Then the TVCM and 
TVLM are used in conjunction with the load point 
and system reliability indices to find the interruption 
costs and ECOST and these are compared with 
values available when average load model is used 
[11].  
Fig. 2 shows the ECOST results for time varying 
load model and average load model for different load 
points (representing different customer sectors) [11]. 

 
Fig. 2: Load Point ECOST for time varying and average load 

models [11]. 

It can be seen that for all the load points, the ECOST 
for the time varying load model is smaller than for 
average load [11]. Thus time varying load model 
provides a more accurate representation of the load 
demand and for the interruption costs incurred during 
a power outage [11]. This suggest that the load model 
used has an impact on the evaluation of customer 
interruption costs.  

2.3 Probabilistic Model for Reliability and CIC 
Evaluation 

The probabilistic approach consists of a probabilistic 
reliability assessment (PRA) which is available for 
more details in [12], a probabilistic cost model 
(PCM) available in [13] and a probabilistic load 
model which is discussed in [14] and [15]. The 
probabilistic reliability evaluation in [14, 15] uses a 
load duration curve model in simulations to calculate 
the un-served energy costs for a total load served by 
a distribution system. Simulations are run a different 
system load levels (100%, 80%, 70%, etc) and the 
annual un-served energy cost are calculated by 
weighting the results of each simulation by the 
percent of the year that each load level is present 
[15]. The five step load model used in [15] is 
represented in Table 1. 

Table 1: Five-Step Load Duration Curve Approximation [15] 

Load Level 100% 
(PEAK) 

80%-
90% 

70%-
80% 

60%-
70% 

<60% 

Probability 0.001 0.025 0.040 0.097 0.837 

From a load duration curve, each of the load levels 
shown in Table 1 are represented by a probability 
distribution and the sum of each of the probability 
assigned to the load levels is equal to one.  

2.4 Fuzzy Logic Techniques for Reliability and CIC 
Evaluation 
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The fuzzy set theory can be used to deal with the 
imprecision of practical systems and by incorporating 
human experiences and preferences by using 
membership function and fuzzy rules [16]. The fuzzy 
logic techniques include fuzzy logic based reliability 
assessment available in [17], a fuzzy cost model 
which can be obtained in [13] and a fuzzy load model 
[18]. The fuzzy load model is represented in Fig. 3 
below [18]. 

 
Fig. 3: Load Possibility Distribution [18]. 

The possibility distribution will have a value of 1 for 
the load values that are highly possible and will drop 
as the possibility decreases [18]. A zero possibility is 
assigned to the values that are rather impossible to 
occur, which are located beyond the two extremes 
[18].  

2.5 Combined Fuzzy and Probabilistic Approach for 
Reliability Assessment 

This method combines the fuzzy load model for a 
peak load with a probability distribution for a load 
curve and the system component outages can be 
modeled using a traditional Monte Carlo or 
enumeration technique [14].  
In the combined fuzzy and probabilistic approach, 
the fuzzy load model uses the most probable peak 
load with high and low bounds with a specific 
confidence grade as shown in Fig. 4 [14]. 

 
Fig. 4: Membership Function of Peak Load Forecast [14]. 

In general, the high and low bounds are not in the 
same distance from the most probable peal, and 
therefore, the triangle membership function is not a 
symmetrical one [14].  
The probabilistic load model uses a discrete 
probability distribution for a load curve and the 
annual load curve reflects the load levels at different 
time points during one year [14]. The annual load 
duration curve can be created using historical hourly 
load records, and then a probability distribution can 
be obtained to represent the load duration curve [14].  
In this model, each load level is a percentage with 
respect to the peak with a probability and is 
mathematically expressed as [14]: 

p(Load=Li) = pi (i=1,...,n) 
Where Li is the load level (% of the peak), pi is the 
probability of Li and n is the number of load levels in 
the annual load duration [14]. 
The combined fuzzy and probabilistic load model are 
then used in reliability evaluation for a composite 
generation and transmission system and the 
following indices are obtained: the expected energy 
not supplied (EENS in MWh/year), the expected 
number of load curtailment (ENLC in failures/year) 
and the average duration of load curtailment (ADLC 
in hours/failure) [14]. The results obtained show a 
wider insight into impacts of load uncertainty on 
uncertainties of reliability indices in such evaluations 
[14]. 

2.6 Hybrid Neurofuzzy System for CIC Evaluation 
The hybrid neurofuzzy system introduces an 
Artificial Intelligence technique to determine the cost 
assessment throughout the analytical process of 
customer outage costs [19]. Data is collected fro 
surveys to built the customer damage function (CDF) 
and the interrupted energy assessment rate (IEAR) is 
determined using the CCDF and other variables such 
as the number and duration of interruptions, and load 
loss [19]. The method integrates the computational 
paradigms of expert systems and neural systems by 
using the strength of both systems to expand over 
their individual applications [19].  
The learning algorithm in the hybrid neurofuzzy 
system uses recurring neural network (RNN) 
architecture for online learning and fuzzy rules are 
used for customer outage costs onto various customer 
sectors and a variety of outage durations [19]. Thus 
past information on the system is reused for other 
assessments and the new results are updated in the 
database and allow tracking of the system reliability 
conditions [19]. In this manner, results can be 
compared to historical data and provide analysis in 
future interruption costs or reliability aspects [19].  

2.7 Methodology 
Using the time varying load and average load models 
with the time sequential Monte Carlo Simulation 
techniques, a simulation procedure is created to 
determine the interruption costs of each load points 
of a distribution system using the data on different 
customer sectors such as their customer damage 
functions CDF and load profiles. A failure mode and 
effect analysis (FMEA) is also required for the 
distribution system being tested. The average load 
model is chosen as the base method and is compared 
to the time varying load model to show the accuracy 
between the two methods using the results for the 
interruption costs of different customer sectors. The 
aim is to design a program that implements the 
conditions for both load models separately and 
compare their interruption costs. The average load 
model is chosen as the base method as it uses a 
constant load and thus allows an easier 
implementation in the simulation program. The time 
varying load model is chosen for comparison with 
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the base method as the time varying nature of the 
load can be used to compare several parameters such 
as the effect of time of time of occurrence, weather or 
type of customers on the interruption costs. The time 
varying load model was also used as the data 
required for this procedure is available for South 
Africa.  

3. TIME SEQUENTIAL MONTE CARLO 
SIMULATION TECHNIQUES 

The Monte Carlo simulation (MCS) approach can be 
used for reliability assessment of a distribution 
system and it provides the opportunity to develop an 
appreciation of the variability associated with the 
annual indices [20]. Reference [20] offers a full 
description of the basic principles used in the Monte 
Carlo Simulation techniques and the application to 
distribution system reliability evaluation. The 
technique basically uses up and down times, 
including the number of failures, times to failures, 
restoration times, etc [20]. A failure mode and effect 
analysis (FMEA) can be used to determine which 
components in the distribution system that fails affect 
a particular load point which represents a customer 
sector [10, 21]. The MCS technique is used to design 
the simulation procedure for the program and 
implements the conditions for the average and time 
varying load models in separate procedures. 

3.1 Simulation Procedure 
The simulation procedure combines and follows the 
steps detailed in references [20] and [21] where only 
the time to failure was considered and repair and 
switching time were neglected. Time sequential 
simulation was used to assess the reliability of the 
network by obtaining the relevant reliability indices 
[10, 21]. These steps were then modified in order to 
write the Monte Carlo simulation program in 
MATLAB. The step by step procedure is shown 
below: 

Simulation Procedure for Time Varying Load 
Step1: Generate a random number for each 
component in the system and convert these random 
numbers into time to failure (TTF) using the 
appropriate component failure probability 
distributions. 
Step 2: Generate another random number and scale it 
to a 24 hours period (i.e. random number*24) and 
call it TOD (Time of Day). This 24 hours period 
represent the time of outage a failure occurring in any 
day of a year.  
Step 3: Repeat step 1-2 for the desired simulation 
period. Period n must be in the appropriate range to 
capture the outage events considered. 
Step 4: Repeat step 1-3 for the desired number of 
simulated period N years. 
Step 5: Consider the simulated period lasting n years. 
Step 6: Consider the components and obtain the load 
points affected by their failure using FMEA. 
Step 7: Depending the load profiles, assign load 
demand values to a specific TOD interval. Then 
create conditions in the code and if the TOD 

conditions are present, set the current load demand to 
a particular value calculated using load profiles. 
Step 8: If the TTF conditions are met, cumulate the 
number of failures for n years, and determine the 
outage duration using the FMEA and the 
corresponding interruption costs from the SCDF and 
cumulate these parameters for n years respectively. 
Also cumulate values of load loss using the value 
obtained in step 7 for n times.   
Step 9: Find the load point indices and system 
performance indices for each load point. Also 
calculate the mean value for the load loss for each 
load point by taking the cumulate load loss value and 
dividing by n years and tabulate the results. 

Simulation Procedure for Average Load 
The procedure is very similar to the time varying 
load model. The procedure for the average load is 
much simpler and does not consider the TOD 
parameter and since the load is constant, there is no 
need for a load profile.  

3.2 Simulation Program 
The simulation program is written in MATLAB 
using the simulation procedure described above. The 
program is divided into six parts, two for each of the 
load points LP1, LP2 and LP3 shown in Fig. 5. The 
two parts for each of the load points consist of 
changing only the load model, one for average load 
and the other for time varying load model. All other 
parameters were left unchanged and the load point 
indices such as the outage duration, failure rate and 
the average annual outage time were calculated for 
the system. The interruption costs as well as the 
system reliability indices (SAIFI, SAIDI and ENS) 
were also calculated and used in the Swedish Cost 
Model taken from [21] to obtain the ECOST of the 
test system. A flowchart for the simulation program 
for the time varying load model is shown in Fig. 5 
below. 

Start N=1
N=N+1 

for N=5000
Simulated Time 

Period

Variables are defined 
(outage time, Number of 

failures, outage cost, 
failure rate, initial load and 

Time to failure TTF)

 Start n=1
n=n+1

For n=1000
Simulated Years

TTF is calculated for each 
component using T = -1/λ 

*(lnA)
Where λ = failure rate and A 
= random number between 0 

and 1.
Time of the Day (TOD) is 

defined and scaled to 24 hrs 
period.

IF TTF < 1 and 
TOD conditions are 

met

The Load for the TOD condition 
is initialized and set 

as the initial load. Outage 
duration, outage costs are 

calculated and incremented 
accordingly. The failure number 

is also incremented 

N

Y

Load point indices 
and System 

reliability indices 
are calculated. 

The mean values are 
calculated by finding the 

sum of the load point 
and system indices for 

the simulated time 
period and dividing by 

N.

 
Fig. 5: Flow Chart for the Time Varying Load Model. 
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The flow chart for the average load model will be 
similar except for the time of the day conditions. 

4. SYSTEM ANALYSIS 

 
Fig. 6: Distribution System used a Test System [10]. 

Fig. 6 shows a test system which is a distribution 
network taken from reference [10] consisting of 3 
load points, 2 circuit breakers, 4 transformers and 3 
overhead lines of different length. The test system 
from [10] has been modified where it was initially 
used as a rural distribution system with all load 
points as residential customers. In this case, due to 
time constraints and so as to differentiate the 
interruption costs for different customer categories, a 
simple distribution network [10] was used and the 
load point information (customer type, number of 
customers, etc) were changed and taken from [21]. 
LP1 and LP3 were unchanged as for the customer 
type (Residential) but the number of customers and 
load demand were changed while LP2 was assigned 
different customer sector (Commercial), number of 
customers and load demand. 

5. RESULTS 
The calculations for the system reliability indices, 
SAIFI, SAIDI and ENS can be obtained from [20, 
21] and have been implemented in the simulation 
codes for faster calculation. The following tables 
show the results for load point and system reliability 
indices and the interruption costs for both models. 

5.1 Results for Average Load Model 
Table 2: Load Point and System Reliability Indices 

Load Points λ  r  U SAIFI SAIDI ENS 

LP1 0.16 6.29 1.01 0.06 0.4 132.66 

LP2 0.43 5.06 2.17 0.07 0.37 132.67 

LP3 0.8 4.55 3.66 0.34 1.57 442.35 

Where λ in failures/yr, r in hrs/failure, U in hrs/yr, SAIFI in 
failures/yr, SAIDI in hrs/yr and ENS in kWh. 

5.2 Results for Time Varying Load Model 
Table 3: Load Point Reliability Indices 

Load Points λ  r  U 

 

SAIFI SAIDI ENS 

LP1 0.16 6.23 0.97 0.06 0.39 126.64 

LP2 0.38 4.68 1.79 0.07 0.31 106.23 

LP3 0.61 3.86 2.36 0.26 1.01 284.64 

Where λ in failures/yr, r in hrs/failure, U in hrs/yr, SAIFI in 
failures/yr, SAIDI in hrs/yr and ENS in kWh. 

5.3 Application of the Load Models in the Swedish 
CIC Model 

Table 4: Interruption Costs per Load points for Average and Time 
Varying Load Models 

 Avg Load Time Var. Load 

Load 
Points 

 (kR/kWh) 
(Ce,i,j) 

(kR/kW) 
(Cp,i,j) 

(kR/kWh) 
(Ce,i,j) 

 (kR/kW) 
(Cp,i,j) 

LP1 0.08 159.55 0.08 157.88 

LP2 334.3 720482.6 317 683068.1 

LP3 0.1 207.26 0.09 191.92 

The following equations were used from the Swedish 
customer interruption costs model [21]: 

 

Table 5: Outage cost using the Swedish CIC model with Average 
Load 

Load Points Average  

Load(kW) 

ICe(kR/yr) ICp(kR/yr) ICs(kR/yr) 

LP1 132 4.1 1344.8 1348.9 

LP2 61 7700 3242400 3250100 

LP3 121 19 8628.7 8647.7 

System Interruption Costs (kR/yr) =  3260096.6 

Table 6: Outage cost using the Swedish CIC model with Time 
Varying Load 

Load 

Points 

Average  

Load 

(kW) 

ICe 

(kR/yr) 

ICp 

(kR/yr) 

ICs 

(kR/yr) 

LP1 130.45 3.9 1284 1288 

LP2 59.4 5800 2657500 2663300 

LP3 120.42 11.3 6072 6083.3 

System Interruption Costs (kR/yr) =  2670671.3 

Table 7: ECOST comparisons between Average and Time Varying 
Load Models.  

Load 
Points 

ECOST (kR/Year)  

 Average Load 
Model 

ECOST (kR/Year)  

Time Varying Load 
Model 

LP1 1348.90 1288 

LP2 3250100 2663300 

LP3 8647.70 6083.3 

System 3260095.7 2670671.3 
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It can be seen from Table 7 that while keeping the 
reliability and cost model constant during the 
simulations, the ECOST (in kR/year) is smaller for 
the load points and overall system when the time 
varying load model is used. This is because time 
varying load model considers the time varying nature 
of load demand for different customer categories. 
Fig. 7 shows the ECOST (yearly expected 
interruption costs) in R/year for LP 1 and LP3 and in 
kR/year for LP2 and the test system. 

 

Fig. 7: ECOST for Load Points and System [10]. 

LP1 and LP3 represent residential customers while 
LP2 represents a commercial customer. It can be seen 
from the values in Table 7 that the interruption costs 
for commercial customer are far higher and hence an 
accurate representation of the load is necessary in 
order to provide an accurate evaluation. Thus the 
type of load modelling used in a CIC evaluation is 
crucial. 

6. CONCLUSION 

It has been observed that customer 
interruption/outage costs evaluation can be modelled 
using various approaches. These approaches rely on 
various factors such as the customer information, the 
load information and the cost information. The 
method used to evaluate CIC will also determine 
other parameters that are required, such as time 
dependencies, outdoor temperature, season, etc.  
CIC evaluation as seen from the Swedish model in 
[21] also requires a reliability, load and cost model. 
In the interest of determining the impact of load 
models on interruption costs, a program was written 
in MATLAB using the time sequential Monte Carlo 
Simulation technique. The average and time varying 
load models were used and the results obtained were 
tabulated and compared. While some of the load 
models explained previously offer accurate results, 
required data were unavailable for some, while others 
are new development and have limited information 
on the methodology available.  

Based on the results obtained from the simulations, it 
can be concluded that the type of load modelling 
used in a CIC evaluation impacts on the accuracy of 
the interruption costs obtained. Some load models 
require more information than others, but in the case 
of commercial customers, it is necessary to use 
accurate load modelling as the interruption costs are 
scaled to billions of rand. While time varying load 
model may be necessary for commercial customers, 

average load model can be used in the absence of 
adequate information as the interruption costs are 
relatively lower. 
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1. INTRODUCTION 

THE DEVELOPMENT OF A PROBABILISTIC RELIABILITY 
ASSESSMENT PROCESS FOR DECISION-MAKING IN SOUTH 
AFRICA USING CIC SURVEYS 
 
R Herman*, C.T. Gaunt*, M Edimu* and O Dzobo* 
 
*Electrical Engineering Department University of Cape Town. 
 

Abstract.    This paper proposes a method of predicting the probability of interruptions to 
customers connected to a given network and at a given time of day, weekday or week-end 
and season.  From CIC (Customer Interruption Cost) surveys a method of scaling these 
costs is proposed for different sizes of customer.  The result of the whole approach is the 
probabilistic financial impact assessment of interruptions, which provides an appropriate 
basis for decision-making. 
 
Key Words.   Customer Interruption Costs, probabilistic reliability evaluation 

SAIDI:  System Average Interruption Duration 
Index (Average Interrupted hours per year) 

 
There are a wide variety of issues that contribute to 
the complexity of assessing the impact of electricity 
supply interruptions.  To tackle this problem, 
analytical methods to predict the reliability of 
networks using simulation techniques, the 
measurement of individual customer costs and the 
interpretation of their combined effects in terms of 
the supply performance are constantly being 
developed.  Adequacy of supply is a criterion that 
influences decisions for both the utility and the 
Regulator. 

The goals of our current research programme in 
South Africa are to: 
 Develop a probabilistic time-specific assessment 

tool for deriving interruption indices for particular 
local networks.  

 Derive appropriate CIC values for various 
categories of customers in the South African 
context. 

 Develop methods to combine interruption indices 
with CIC to derive probabilistic interruption costs 
for the particular network. 

 Provide the utility and regulator with probabilistic 
monetary values so that, together with defined 
levels of risk, they may be used in decision-
making.  

While these problems have been addressed in a 
variety of ways in other countries [1,2,3], local 
conditions require specific local approaches.  In this 
paper we describe some of the milestones reached so 
far in achieving the listed goals. 

2. PROBABILISTIC APPROACH TO 
RELIABILITY 

The standard method of expressing network 
reliability is to use average annual values of 
frequency and duration of failure occurrences.  These 
are: 

• 

• 

Monte Carlo simulation methods are used 
extensively to predict system failure [4].  Billinton 
and Wangdee showed that the resultant reliability 
indices from these simulations are probabilistically 
distributed and are often skew [5].   Analyses of the 
probability distributions of this type were 
investigated by Cross [7] suggesting that the Beta pdf 
is a suitable statistical description.  In recent work, 
using Monte Carlo simulations on the RBTS (see fig 
1), we have shown that the Beta pdf is appropriate for 
describing the resultant outputs [8].   

  L5                L8 

  L1       L6 
L4 

20MW L9 

    L2            L7 

Bus2

   L3 

G2 

G1 

Bus4      Bus3

 Bus1

  Bus5

  Bus6

20MW

85MW

20MW

40MW 

 Fig. 1: Roy Billinton Test System (RBTS) 

This analytical approach provides the basis for 
probabilistically assessing the interruption 
frequencies and durations for predetermined time 
intervals.  The outputs from the Monte Carlo 
simulations are the statistical parameters of the 
frequency and duration of interruptions rather than 
average values.  This process is partially described in 
the flow diagram shown in figure 2. 

 
3.  INTERRUPTIONS CAN BE TIME-

DEPENDENT SAIFI:  System Average Interruption Frequency 
Index (Average Interruptions per year) Both SAIFI and SAIDI are expressed as average 

values per annum.  However, many interruptions 
have specific time dependence.  For example, 
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lightning activity in South Africa is more likely to 
occur on summer afternoons.  This suggests that, 
besides the statistical description of duration and 
frequency, the description should be enhanced to 
include when the interruption may occur.  Wangdee 

and Billinton recognize this phenomenon and use 
weighting factors for different times of the day [6].  
In our approach the variability within different time 
intervals will be treated in the following way:

Does system fail

Generate 
random 

numbers, Ui

Generate 
component life-

cycles

Failure and repair 
rates of 

components, 
Analysis period, Tsi

Probability, 
frequency (f) & 
duration (d) of 
failure indices

Statistical 
Parameters of 

f & d

Network 
Topology

Start simulation for 
network at Tsi

New life-cycles

Next simulation

Yes

No

CIC Class 
Functions

Determine 
System 

life-cycle

Customers: 
Class, Energy 

Bill 

Aggregated 
Network 

Interruption Cost 
for Tsi

 
Fig. 2: Flow diagram for reliability assessment process 

3.1  Time-dependent characterization 3.2  Types of Interruption 
Both duration and frequency indices should be 
associated with seasonal and time-of-day intervals, 
Tsi.  A possible arrangement is shown by the 4 by 4 
matrix represented in Table I.  The seasons need not 
coincide with the natural yearly seasons, nor be of 
equal duration, but should rather be categorized 
according to their vulnerability to interruptions.  The 
time periods during the day also can be variable, but 
are shown here as equal.  Instead of using average 
values for the duration and frequency indices, it is 
proposed that the statistical parameters be used to 
represent these values.  These could be mean and 
variance, as shown in Table I, or possibly Beta pdf 
parameters [9] 

Interruptions are typified by the following 
descriptions [10]. 
• Momentary interruptions: These are characterized 

by flicker, dips, sags caused by switching actions 
such as auto-reclosers and the switching of large 
loads.  They usually manifest themselves at HL2 
and HL3.  While these interruptions are often 
ignored in broader reliability assessments, they 
can in some cases represent more than 60% of the 
total outages [11].  Consequently they can 
significantly affect the performance of delivery 
systems. 

• Sporadic interruptions:  These are mainly found in 
developed countries with robust delivery systems.  
In these situations the interruptions are often 
caused by severe weather conditions and occur 
mainly at HL2 and HL3.  Most CIC surveys in 
developed countries measure sporadic 
interruptions.  

 
Table 1 Interruption Intervals for duration and frequency 

 
S/I 00 - 06 06 - 12 12 - 18 18 – 24 
Season 
1 

µ11;  σ11 µ12;  σ12 µ13;  σ13 µ14;  σ14 

Season 
2 

µ 21;  σ21 µ22;  σ22 µ 23;  σ23 µ 24;  σ24 

Season 
3 

µ 31;  σ31 µ 32;  σ32 µ 33;  σ33 µ34;  σ34 

Season 
4 

µ 41;  σ41 µ 42;  σ42 µ 43;  σ43 µ 44;  σ44 

• Chronic interruptions:  The interruptions that 
occur more regularly are generally due to load 
shedding necessitated by a shortfall in generation 
(HL1) or severe ageing, lack of maintenance or 
overloading of the delivery systems (HL2 and 
HL3).  This type of interruption is typical of 
developing countries where the load growth 
outstrips the supply and reinforcement requires 
substantial capital investment and lead time.  This 
type may also occur in developed countries when 
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a particular fuel source such as hydro suffers from 
a drought condition (HL0). In reliability terms the 
System Average Interruption Duration Index 
(SAIDI) values are usually significantly higher in 
developing than in developed countries.  Similarly 
the interruption of supply associated with regular 
load shedding will have higher frequency of 
occurrence (SAIFI) than that experienced in 
developed countries. 

 

5. RESULTS OF SURVEYS 
 
Some survey results pertaining to the suggested 
assessment process are shown here.  These 
measurements are aimed at deriving CIC values that 
can be time-tagged according to Table I and scaled 
by type.  The resultant time-dependent CIC for a 
number of customers of similar class, connected to a 
given network, can then be derived. In the survey it 
was found that CIC can be reasonably well correlated 
with the customer’s average monthly electricity bill.  
Figure 3 shows the measured CIC values for a 1-hour 
outage on a summer weekday morning for category 6 
(clothing, textile, furniture). 

4.  CIC SURVEYS 

4.1  CIC Survey 2009 
During the previous surveys it became evident that 
CIC is significantly affected by the type of process 
engaged by the customer.  Questions relating to the 
relative activity intervals during the day, week and 
season were also included.   

 
The figure shows a correlation of R2 = 0.937 for a 
linear regression model for summer weekday 
morning interruption of 1-hour is given by:  4.2  Classification of Commercial and Industrial 

Customers  
CIC = 1.56 WM + 1203     (1) An obvious basis for classifying industrial and 

commercial customers is use the SIC (Standard 
Industrial Classification) codes, as used by Billinton 
and Wangdee [6].  They emphasize that the 
classification process may differ from country to 
country and it also depends on recent South African 
survey, the customers were classified according to 
the process of the business.  To keep the total number 
of classes within manageable limits only twelve 
classes were chosen and are shown in Table 2. 

 
The units in (1) are Rands and WM is the average 
monthly electricity cost for this type of customer.  

Table 2 Interruption Intervals for Duration and Frequency 

1. Bakeries, food processing 7. Metal and Engineering 
industries 

2. Chemical industries 8. Foundries, glass, ceramics 
3. Retail shops, food, non-food 9. Service stations, workshops 

4. Professional practices 10. Warehousing, distribution, 
transport 

5. Commercial & government 
offices 11. Agriculture, livestock 

6. Clothing, textile, furnishing 12. Hotels and restaurants 

 1 Hour interruption worst cost estimate by individual customers 
Fitted regression line 90% Confidence Interval 

160001400012000 4000 6000 8000 10000 
Average electricity bill 20000

30000 
Interruption cost

20000

10000

0

Fig 3  Customer Category 6: Correlation between CIC and 
Average Monthly Electricity cost (including 90-percentile 

envelope), for a One-hour outage on a Summer Weekday Morning 

4.3  Activity level 
Respondents were asked to indicate the activity level 
of their business for six designated periods of the day 
for weekdays, Fridays, Saturdays and Sundays.  They 
were further asked if this varied in the beginning, 
middle or end of the month.  A similar question 
related to each month of the year. 

4.3  Interruption occurences and estimated cost 
The respondents were requested to consider 1, 2, 4 
and 8 hour interruptions.  In order to investigate the 
effects of time-of-interruption on CIC, the 
respondents were divided into groups and each group 
was asked to consider these interruption intervals for 
summer and winter scenarios, on weekdays and 
weekends and including mornings and evenings. The 
outages experienced during 2008 caused many 
customers to procure additional generating 
equipment ranging from uninterrupted power 
supplies to installed diesel generators.  Questions 
were included in the 2009 survey to include these 
facilities in the costing of outages. 

 
2 Hour interruption worst cost estimate by individual customers 
Fitted regression line 90% Confidence Interval 

1600014000120004000 6000 8000 100  00
Average monthly electricity bill 20000

Interruption cost
80000

60000

40000

20000

0

Fig 4  Customer Category 6: Correlation between CIC and 
Average Monthly Electricity cost (including 90-percentile 

envelope), for a 2-hour outage on a Summer Morning 

Figure 4 shows an identical scenario with the 
exception that the interruption interval is 2 hours.  In 
this case the correlation, R2 = 0.985 and the linear 
regression function is given by: 
 

CIC = 3.75WM + 1622    (2) 
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The analyses were repeated for other customer 
categories and for various predictor variables 
including: average daily operational hours, average 
electricity costs and number of employees.  These 
correlations showed that scaling the CIC with 
electricity costs gave good estimates. Monthly 
electricity costs for customers are reasonably easy to 
obtain and so scaling the CIC values according to 
monthly electricity cost is recommended for future 
applications. 
 

6. RELIABILITY ASSESSMENT PROCESS 
 
For the purpose of this discussion refer to the flow 
diagram in fig 2.  Suppose that a CIC assessment is 
to be performed on a given network for a given time 
of day, day of week and season, Tsi. The evaluation 
must produce results for making engineering 
decisions.  The following procedures are proposed. 

6.1  Perform a probabilistic reliability study of the 
network  

We next use probable failure rates of the individual 
Tsi intervals and the given network structure to 
perform Monte Carlo simulations.  From these we 
derive the statistical elements of the interruption 
time-table.  These would be µsi and σsi in Gaussian 
statistics.  The simulations can be performed in one 
of two ways.  One way would be to analyze all the 
probabilities of when (i.e. at which Tsi) interruptions 
may occur.  The other way would be to determine the 
probability of occurrence for a designated Tsi.   

6.2  Assign customer types to the network 
From geographical and technical data of the network, 
determine how many customers are connected.  
These are assigned to the network at the major load 
busses as percentages.  Lower voltage customers will 
be fed from a feeder connected to a major bus.  
Larger customers requiring more secure supplies 
could be ring-fed, which will be reflected in the 
reliability simulations.  For all the non-residential 
customers the information should include the: 
 
 Number of connected customers 
 Classification of each customer 
 Cost of energy per month for each customer 

 
The number of residential customers should also be 
counted but may be treated in a simpler fashion.  
Their CIC rates could be presented probabilistically 
as reported in [8]. 
 

6.3  Derive the probable cost of the outage 
At this point we should know what the probability of 
occurrence for an interruption for the identified 
network would be for a chosen interval, Tsi.  For this 
Tsi we have the estimated CIC in the form of linear 
expressions with respect to cost of energy.  These 
values were obtained for the various classes and 
interruption durations for various Tsi scenarios.  It is 

thus possible to estimate the individual CIC values 
for the given conditions. 
   
The final step is to aggregate the individual CIC 
values to determine the total cost for a predicted 
outage occurring at interval Tsi.  Simple addition is 
possible because the individual CICs are in monetary 
units. 
 
In practice the process starts by considering a 
specific part of the power system.  With a priori 
knowledge of the conditions that are likely to cause 
supply failure (e.g. wet coal at HL0, lightning storms 
at HL2 and HL3 or essential maintenance outages) 
we then perform a reliability analysis using Monte 
Carlo simulation.  The results of the simulation are in 
the form of a probability distribution whose 
parameters may be determined.  Using the same 
conditions of time, day and season we can determine 
the CIC regression function for the various customer 
categories.  Knowing how many customers within 
each class are connected to the specified load point 
and their individual monthly electricity costs we can 
aggregate the total interruption cost for the network.  
We envisage this process to be repeated for a number 
of probable scenarios.  This assessment process will 
provide a tangible result for decision-making. 
 

7. CONCLUSIONS 

 The work described in this paper is still in progress.  
The Monte Carlo simulation procedure was 
developed and tested on the Roy Billinton Test 
System (RBTS) using Matlab™.  It is proposed to 
further develop the analytical procedure using more 
appropriate software to include larger systems such 
as those within the South African context.  The CIC 
measurement should also be extended and refined.  
With these enhancements it will be possible to 
perform reliability assessments for a variety of 
probable scenarios.  

Appropriate decisions relating to the planning and 
operation of the electricity supply industry are vital 
to the economy of the country.  Often these decisions 
are made by executives who are not adequately 
skilled in interpreting the complicated technical 
problems that are endemic to the operation and 
regulation of the electricity supply industry.  The 
outputs from the proposed process should simplify 
the criteria for decision-making, as they will relate 
delivery adequacy to the costs associated with levels 
of risk. 
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1. INTRODUCTION 

Although competition has been introduced in some 
parts of electricity supply industry in some countries as 
a result of deregulation, the network businesses - 
transmission and distribution - have remained 
monopolies because of the huge investment involved. 
South Africa is similar although restructuring has not 
occurred. 

Adequate maintenance as well as capital investment is 
necessary to maintain a given level of reliability. As 
distribution equipment ages, the reliability reduces and 
the aging equipment also needs to be replaced. South 
Africa exhibits many features of equipment 
deterioration and interruption of supply. The 
publication of South Africa’s Regulators’ forum of 
December 2005 points out the following about the 
electricity distribution industry in South Africa [1]: 

“The National Energy Regulator (NER) is concerned 
with the large number and severity of power 
interruptions caused by the poor state of electricity 
distribution infrastructure in the country.” 

A number of surveys conducted by NER (now 
NERSA) to assess the experience of electricity users 
and evaluate their interactions with the utilities 
revealed that an increasing number of customers were 
not happy with their supply due mainly to the level of 
reliability and availability; more than 53 % of 
respondents were dissatisfied with the interruption 
frequency and durations. A survey of distribution 
licensees revealed among other things that there was 
no common yardstick for measuring performance [5]. 

However, South Africa is not the only country where 
supply reliability is important, and issues arise in  

many countries where regulators identify fall in 
reliability standards.  

The cost incurred in maintaining and improving 
reliability is passed to the customer through increased 
tariffs. Some questions arise in this regard. What is 
optimal reliability? How much reliability is the 
customer willing to pay for? Economic regulation was 

introduced for cost efficiency but as distribution 
companies cut cost in order to make enough profit, the 
danger of quality deterioration became apparent.  
 

2. CIC VERSUS MINIMUM STANDARDS 

Minimum standards, as shown in figure 1, used for 
other aspects of power quality such as voltage 
magnitude, are considered to be inappropriate in 
regulating continuity of supply performance, as there is 
no incentive for a utility to improve performance in 
networks where minimum standards are already being 
met [3]. If the incentive is set on the basis of customer 
interruption costs (CIC), the utility always has an 
incentive to provide the optimal quality level [4]. CIC 
is the ‘cost of unreliability’ used to represent the 
‘worth of reliability’ which is rather difficult to 
measure. CIC is also used to evaluate investments for 
cost/benefit analysis in value-based reliability planning 
[5],.  

 
Figure 1: Reward and penalty versus minimum standard [4] 

 

The unreliability costs decrease as the level of 
reliability increases but increased reliability is obtained 
with increased utility costs as shown in figure 2. The 
sum of the utility cost versus reliability curve and the 
CIC versus reliability curve gives a third curve which 
is the total societal cost versus reliability curve. The 
optimal reliability is the reliability corresponding to the 
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minimum total cost. An investment at point A or point 
B is suboptimal. At point A there is over-investment 
and the cost would be passed to the customer which is 
typical of Rate-of-return (ROR) regulation, while at 
point B there is under-investment and therefore 
insufficient reliability which is typical of price-capped 
regulation. 

  
Figure 2: Cost versus Reliability curve (adapted from [ 6]). 

 

 From figure 2, TCop < TCA , TCB ; TCA = TCB 

( ), ,  -------(1)A
TCAt R ve CIC UC
R

∆
= + ∆ < ∆

∆
 

Equation (1) is undesirable, as the excess cost will be 
passed to customers. This occurs under Rate of Return 
(ROR) regulation. 

( ), ,  ----(2)B
TCAt R ve CIC UC
R

∆
= − ∆ > ∆

∆
 

Equation (2) is also undesirable, there is insufficient 
reliability. It occurs under price cap regulation. 

( ), 0,  ----(3)Opt
TCAt R CIC UC
R

∆
= ∆ = ∆

∆
 

Equation (3) represents optimal reliability which is the 
goal of quality regulation. 

For performance evaluation, a target value of CIC is 
therefore determined for each utility and the actual CIC 
is compared to the target. Deviations from the target 
would lead to penalty or reward depending on whether 
the actual CIC is more or less than the target as 
illustrated in figure1 above. 

 

3.  CUSTOMER INTERRUPTION COST MODEL 
ACCURACY 

In figure 1 above, it is assumed that the utility costs 
and the customer interruption costs have been 
measured accurately to obtain the given curves used to 
arrive at the optimal reliability. Utility costs can be 
easily determined but it is not that easy to determine 
the costs related to customer reliability. There will be a 
range, or an envelope of uncertainty. An under-
estimation (CICA) or over-estimation (CICB) of CIC 
will inadvertently lead to the “optimal” reliability 

corresponding to points RA or RB on the reliability axis 
respectively as shown in figure 3.  
 

 
 Figure 3 : Effect of different CIC models on the determination of 

optimal reliability. 

   In figure 3 , 

( )( ) ( ) 0,  OptA B TCTC TC CIC UC
R R R

∆∆ ∆
= = = ∆ = ∆

∆ ∆ ∆
but R A  and RB are sub-optimal because CIC is not 

well modelled. 

      An accurate measurement of CIC is therefore 
crucial for effective determination of the optimal 
reliability and the attendant level of utility investment. 
  

Several factors affect CIC. They include duration, 
frequency and time of interruption; whether advanced 
notice is given, the type of activity interrupted in the 
different customer categories and the degree of 
dependence on electricity, season of the year, day of 
the week, time of the day and passage of time[7]. It is 
believed that CIC is less in the night, but the 
penetration of electric vehicles whose batteries may be 
charged mostly at night might change this in future. 
The penetration of more electricity-dependent 
appliances will also affect CIC in future. 

Different methods have been used for the 
determination of CIC as shown in figure 4. These 
methods vary in their cost of execution, accuracy of 
results and amount of information acquired. Earlier 
researches tried to equate CIC to the cost of unsold 
energy [8], some use the analytical method, which 
divides the GNP of a country by the electrical energy 
consumed [9]. None of these capture the actual 
customer cost of interruption that depends on the 
process or activity that is interrupted. Kariuki and 
Allan [10] state that reliability, from the perspective of 
the customer, is influenced by the number of 
interruptions experienced, the duration of the 
interruptions and the cost incurred as a result of the 
interruptions. 

 In South Africa [11],[12] and other countries [13], the 
survey method has been most widely accepted as the 
customer is believed to be in the best position to 
estimate the impact of an interruption. 
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Figure 4: Overview of customer interruption cost measurement 

techniques [7]. 

In areas with higher reliability, it is possible that the 
last experience of interruption before the survey is so 
remote that hypothetical scenarios of interruption are 
used to estimate costs. The costs obtained from places 
with more frequent interruptions are therefore expected 
to be more accurate [10],[11], [12].  

A cross comparison of interruption costs obtained from 
different countries shows a very large variation [4]. 
Reasons attributed to such variation include differences 
in country, region and economic development. The 
costs obtained are largely a function of the method 
used and the location. CIC values obtained in one 
country may not be readily applicable to another 
country and should therefore be determined for each 
country where they are to be used either for planning 
purposes by the utility or for regulatory decision 
making.  

The need for an accurate model of CIC for quality 
regulation has been established. CIC application in 
quality regulation provides a good link between 
performance and investment. Models have been 
developed by some countries. The question is how 
appropriate are the existing models for application in a 
country such as South Africa. 

 

4. TYPICAL CIC MODELS 

Typical CIC models in literature, used for regulation, 
are functions of cost, load and reliability e.g. Swedish, 
Norwegian and Canadian models [5],[14]. 

 Swedish        

8760 8760
a a

Eia Cia

i a

E EIC SAIDI x C x SAIFI x C x    = +        
∑∑  

 
CE (R/kWh) and CC(R/kW) are the costs associated 
with energy and capacity respectively. Ea is the energy 
consumption in area a within the reference grid, i 
indicates unplanned interruption when i = 1; or planned 
interruption  when i = 2. 

This is a two part model with a duration dependent 
component and a frequency dependent component. 
Sweden since 2003 uses a reference network, the 
Network performance assessment model (NPAM) in 
which quality is regulated separately with a CIC model 
that is a function of SAIDI and SAIFI [14]. Solver [14] 

examined the incentive features in the regulation to see 
what incentives for grid investments and maintenance 
the regulated distribution companies are given through 
the regulatory framework in general and the quality 
regulation in particular, and how the future reliability 
and availability in the distribution system will be 
affected. The applicability of the same quality 
regulation model to all distribution companies being 
regulated was questioned since they may not all be 
comparable. He also compared the quality regulation 
models of Sweden, Norway, Netherlands and Spain 
and concluded that in comparing different countries the 
circumstances under which the different distribution 
companies operate; the differences in customer 
densities and in geography must be considered. 
Furthermore, Wallnerström and Bertling [15] have 
investigated the robustness of the NPAM and 
concluded that it is sensitive to small changes in input 
data; the response of the model to small changes is 
unpredictable, differing among the different systems 
analyzed. 

Norwegian         

8760
c

ic ic ic ic

i c i c

ECENS C x ENS C x D x= =∑∑ ∑∑  

      where i indicates whether the interruption is 
planned or not and c is the customer categories, 1-5, D 
is the total interruption duration and E is the energy 
consumption for each separate customer category. 

This model is mainly duration and average load 
dependent. In the Norwegian regulation scheme cost of 
energy not supplied (CENS) which was implemented 
in 2001, the Network companies’ revenue caps are 
adjusted depending on the customer interruption costs 
[16]. 

 Canadian 

             ( , )j p rj pCIC x L x Cλ=  
Where is the failure rate of section j,  is the 
average load connected at load point p and  is 
the cost of interruption (R//kW). 

This model is a function of the failure rate of system 
components and average load. 

While Sweden has a penalty system, Netherland has 
both a penalty and reward system without a dead band 
[19]. Finland, which has been using outage duration as 
a quality parameter in the efficiency regulation model, 
has decided to change to CIC as the quality parameter 
because the earlier parameter did not give the expected 
directing signals to the distribution companies [14], 
[17], [18].  

 

5. CUSTOMER INTERRUPTION COST 
MODELLING 

In evaluating reliability and decision making in the 
transport sector, Husdal [19] stated that all decision 
making has a degree of uncertainty, ranging from a 
predictable, deterministic situation to an uncertain 
situation. He further stated that in some situations, 
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decision making involves the risk or some uncertainty 
of making a “wrong” decision, because the information 
acquired is insufficient or the approach used is 
inappropriate. In the end, it is the decision maker who 
determines the criteria, the factors, the constraints, the 
individual weighting and the decision rules [19]. These 
comments apply equally in reliability studies in power 
systems and some approaches, key criteria, factors, 
constraints and weightings in CIC modelling are 
examined below. 

The independent variables (cost, load and reliability) in 
the CIC model have to be modelled separately. Data 
needed for cost and load modelling can be obtained 
from surveys.  

 

5.1 Cost Estimation and Modelling 

The cost of planned interruptions has been estimated to 
be about half that of unplanned interruptions, while the 
costs of momentary interruptions and dips are 
estimated to be about the same or more than the cost of 
planned interruptions [17], [18]. 

The costing methods in customer surveys are classified 
into direct costs and indirect costs. Direct approach 
attempts to measure the impacts of actual interruption 
events subsequent to their occurrence. The indirect 
approach is based on hypothetical scenarios suggested 
in the questionnaires to the customers [11]. Direct costs 
are more applicable to non-residential customers while 
indirect costs such as willingness-to-pay (WTP), 
willingness-to-accept (WTA) and preparatory action 
method (PAM) are usually used for residential 
customers where the impacts are largely intangible 
[11],[20]. A combination of the methods is used 
sometimes to detect strategic responses from those 
surveyed [12], [17]. 

Cost estimates obtained using different methods have 
been observed to be different. Direct cost methods 
have given values higher than willingness-to-pay, an 
indirect approach, and the values have large variance 
[11]. In a survey carried out in Norway, the two were 
averaged [16]. Herman and Gaunt [12] suggest that 
scaling of the CIC measurement may be done more 
comprehensively when both direct and indirect 
approaches are used. Averaging of cost obtained from 
direct and indirect approaches may not give the best 
estimate. Apart from averaging, other methods of 
combining these costs such as fuzzy logic and fuzzy 
arithmetic have not been proposed in literature.  

Development of cost functions 

Various methods are used to transform the data 
obtained from surveys which are costs per interruption 
into a cost function. A commonly used cost function, 
the customer damage function (CDF) which is cost as a 
function of duration, is obtained by averaging or 
aggregating the cost data [21]. The aggregating method 
gives a lower cost value because it reduces the effect of 
customers with relatively low consumption but high 
interruption cost estimates (e.g. computer users) [21]. 
The obtained data is usually normalised using peak 

demand, average demand or energy consumed. 
Equivalent CDF for each load point is created to 
represent the specific mix of customers connected to 
specific part of the system [21]. Sector customer 
damage functions (SCDF) and Composite customer 
damage functions are obtained using the CDF, the 
customer mix at load points and the proportion of 
system energy consumed by each sector [20].  

Wojczynski and Billinton in [22] found that the use of 
average outage duration to calculate CIC can, in a 
significant number of cases; result in large errors as 
compared with using the entire duration distribution 
especially when there is a large variance. Although 
some researches have been done to develop fuzzy and 
probabilistic cost functions, as well as include 
time/seasonal dependencies of costs [12],[23],[24], the 
existing CIC models used for regulation as seen in the 
literature seem to have used average values of costs. 

Extreme cost estimates 

Different methods have been proposed to deal with 
outliers in the cost data collected in surveys. Kivikko et 
al [18] have applied some elimination techniques. They 
have applied 5 % reduction of the highest and lowest 
values but have suggested that customers with 
unusually high CICs be treated separately. Herman and 
Gaunt [12] have pointed out the need to understand, 
and use correctly the values of ‘outliers’.  

5.2 Load Modelling 

Average load models that were approximations of the 
actual loads were used in earlier researches on CIC  
[24]. Wang et al [24] developed a time varying 
chronological load model that incorporates the load for 
each hour. Alvehag [23], proposed a time varying load 
model in which outdoor temperature that affects loads 
is modelled to be stochastic. A probabilistic residential 
load model was developed by Heunis and Herman 
[25]. Li et al [26] identified two types of uncertainties, 
randomness and fuzziness in power systems and 
developed a combined fuzzy and probabilistic load 
model in which the fuzzy model is for the peak load 
and the probability distribution is for the load curve. 
The existing CIC models used for regulation seem not 
to have used probabilistic load models or fuzzy load 
models to capture the variability and uncertainties in 
the loads. 

5.3  Reliability Modelling 

Reliability can be modelled from historical frequency 
and duration of interruption data kept by the utilities or 
predictive reliability of the system can be evaluated 
using the failure rates, restoration times, switching 
times of the different system components, and the 
system configuration. The choice of load and reliability 
models is dependent on the available data as well as 
the goal of the regulation [14].  

Reliability indicators/parameters are customer based 
e.g. System Average Interruption Duration Index 
SAIDI; load based e.g.  Average System Interruption 
Duration Index  ASIDI; component based e.g. λ, r, U 
or energy based e.g. Expected Energy Not Supplied 
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EENS. Solver pointed out that customer oriented 
indices tend to give priority to load points with more 
customers even when the load is not much [14]. These 
average indices do not however capture the variability 
of the duration and frequency of interruptions and are 
not adequate for decision making. 

 To account for the variability of the reliability of the 
system, the failure rates are represented by probability 
density functions. Components with constant failure 
rates are usually represented by exponential 
distribution and the time to repair is represented by 
log-normal distribution [14]. Some researches have 
suggested the use of the probability distribution of 
SAIDI and SAIFI instead of the mean to capture the 
variability of these indices [27].  

System probability of failure, frequency of failure and 
duration of failure pdfs have been presented by Edimu 
[28], and fuzzy arithmetic and fuzzy logic have been 
used in reliability analysis of power systems [29]. 
Nahman et al [29] have also researched on using fuzzy 
logic to account for data uncertainty in distribution 
system performance evaluation.  

Probability distribution of the frequencies and 
durations of interruptions, giving the System 
Interruption Frequency (SIF) beta pdf and System 
Interruption Duration (SID) beta pdf respectively, had 
been obtained using Monte Carlo simulations and 
fitting beta pdfs to the histograms [30]. Such pdfs can 
be used in developing a probabilistic CIC model. 

There is need to have a model that can be used to 
predict future outage costs for planning and regulation 
purposes. It is necessary to be able to relate a 
predictive reliability level with the customer 
interruption costs associated with that reliability level 
[31]. 

 
        Figure 5: SAIDI distribution of Feeder A in  Philippi network, Cape 

Town [30] 

5.4 Analysis Methods 

Various methods have been used in literature to carry 
out the reliability analysis of systems. Analytical 
methods are sufficient for less complex systems but as 
the complexity increases simulation methods become 
more appropriate. The method used should however 
accommodate distributions of some kind. 

Monte Carlo simulation methods have been used 
extensively not only for complex systems but to 
capture the stochastic nature of the costs, the reliability 
and the loads. Different variants of the Monte Carlo 
simulation methods have been proposed, they include 
the sequential, non-sequential and the pseudo 
chronological methods, and  tests have been carried out 
on reliability test systems such as the Roy Billinton 
Test System and the IEEE test system [14],[22],[23]. 
Typical national systems are also used, e.g. the test 
distribution system used by Alvehag [23] is assumed to 
be located in the Gothenburg area of Sweden where 
high wind events are deemed to be a larger threat to 
system reliability than for example lightning, icing and 
snow; and had to be considered in the modelling.  

5.5   CIC Target & Reward/Penalty structure 

Setting the quality target can be considered as 
consisting of two parts: setting the initial target and 
adjusting the target over time to reflect the 
improvement in quality performance achieved by the 
utility [4].  

The determination of the target or expected CIC 
usually takes into cognisance the historical 
performance of the different utilities e.g. in Norway, 
the quality target differs per firm. Two sources of 
information are used to establish the quality target. 
First, a regression analysis is performed to calculate the 
expected ENS (energy not supplied) per firm taking 
into account factors such as network type, number of 
transformers, and some climatic and geographical 
factors. Secondly the historical performance levels of 
the distribution firms are considered. The quality target 
for each firm is set equal to the average of the 
predicted and the actual quality level, measured in 
kWh non supplied energy [4]. The target can also be 
the historical average reliability index [32]. 

Feng [32] proposed that the width of the deadband 
should be related to the standard deviation of the 
historical or predictive data and the remaining 
parameters of the reward penalty structure should be 
related to the incentive philosophy of the regulatory 
authority[32] i.e. the input parameters define the nature 
of the output of the model. 

6.   CONCLUSION 

Based on this review, it is evident that the existing 
models of Customer interruption cost used for 
regulation do not capture the probabilistic nature of the 
relevant parameters of the model. It is important to 
consider the variability of the reliability, load and cost 
in the CIC model for regulatory decision making since 
the input parameters define the outputs of the model. 
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1.  INTRODUCTION 

 

In a regulated electricity industry, network constraints 
may exist due to the transmission capacity limits. In a 
vertically integrated utility (centralized dispatcher 
control) the power stations do not have any capability for 
gaming. In contrast, in a competitive and restructured 
electricity market, market participants are free to adopt 
any strategies to maximize their profits.  
 

Through gaming, market participants could obtain 
excessive profits from the market.  It is found that there is 
a need to investigate whether there is a coupling between 
network constraints and market strategies. A number of 
papers [5, 8, 9, and 10] have already investigated the 
strategic behavior of market participants in a congested 
network.  
 

Most of the researchers are trying to formulate the 
conditions for market equilibriums. They assume that 
each market participant could have more than one 
strategy. However, there is not enough research with 
regard to determining which market strategies will be 
adopted by market participants with different transmission 
network constraints. 
 

Many researchers [5, 9, and 10] have studied different 
cases of Nash-Cournot competition in a congested power 
network. Nash-Cournot game strategy has been used 
extensively to study the electricity market, especially in 
the presence of network constraints.   
 

These researchers have mainly focused on how to determine 
the optimal strategies for Independent Power Producers 
(IPPs). But how to predict the change of market strategies 
adopted by the market participants has not yet been 
investigated. 
 

2.  CASE STUDY 
 
A three-bus network is presented in this paper. There are 
three IPPs supplying one load. The load is at the same bus 
with most expensive IPP. 
 

The profit maximization problem has the following 
constraints: 

 Load demand should be satisfied  
 Power flows should be confined to the  
 transmission capacity limits. 

 

In the simulations, the time scale is one year. The type of 
market is a real-time market with locational marginal 
pricing mechanism. The data of each generator and the load 
are shown as follows.  
 

Table 1:   Generators’ capacity and cost 
 Pmin 

(MW) 
Pmax 
(MW) 

Marginal cost 
(R/MWh) 

IPP1 150 400 100 

IPP2 100 300 150 

IPP3 50 200 200 
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The load curve is shown as follows. 

 
Fig. 1.  Load demand curve for 3-bus network. 
 

When the load is at its peak with 668MWh, the load flow 
of the network is shown as follows. 
 

 
Fig. 2.   3-bus network with peak load at 668MWh. 
 

When the load reaches its peak, the power that is sent 
through the transmission line between bus1 and bus 3 
(L1-3) is 340.75MWh.  
 

To investigate the effect of transmission constraints on the 
market strategies, three transmission limits are applied to 
L1-3: 

 Limit 1: 300MW 
 Limit 2: 275MW 
 Limit 3: 250MW 

 

With each limit, we simulate three market strategies: 
 Dynamic Shadow Pricing (DSP) 
 Nash-Cournot (NC) 
 DSP together with NC 

 

Perfect competition model is also included in the simulation 
for comparison. Perfect competition and DSP are simulated 
at short-term basis NC and NC together with DSP are 
simulated at medium-term basis. A price cap of R500/MWh 
is applied to all simulations.  
 

3.  SIMULATION RESULTS 
 

To illustrate the results from the simulations, the following 
market indices are used for discussion. 

 Market price 
 IPPs’ net profits 

 

When the line limit of 300MW is applied to L1-3, the 
market price and IPPs’ net profits are shown as follows. 
 

 
Fig.  3. Market price with limit 1 on L1-3 at 300MW. 
 

 
Fig.  4. IPPs’ net profits with limit 1 on L1-3 at 300MW. 
 

Figure 3 shows that the DSP together with NC is the 
optimal strategy, which gives the highest net profits to all 
IPPs.  
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For a market to reach equilibrium, all rational IPPs should 
follow the same strategy. If one of these three IPPs 
changes its strategy, its profit will decrease. When the line 
limit of 275MW is applied to L-3, the market price and 
IPPs’ net profits are shown as follows. 
 

 
Fig.  5. Market price with limit 2 on L1-3 at 275MW. 
 

 
Fig.  6. IPPs’ net profits with limit 2 on L1-3 at 275MW. 
 

 
Fig.  7. Market price with limit 3 on L1-3 at 250MW. 

 
Fig.  8. IPPs’ net profits with limit 3 on L1-3 at 250MW. 
 

Figure 6 shows that DSP is the optimal strategy for profit 
maximization for all IPPs. When the line limit of 250MW is 
applied to L1-3, the market price and IPPs’ net profits are 
shown as follows. 
 

In figure 8, NC strategy gives the most profits to all IPPs. 
According to the figures 3 to 8, there is a similar pattern of 
the relationship between total profits and market price. 
When a certain market strategy brings the maximum profits 
to the IPPs, the related market price is always the highest.  
 

This is due to one of the assumptions that the load demand 
has to be satisfied fully. This is different from the case in 
which the load is flexible (price dependent) by bidding a 
demand curve. In that case, load is deciding how much to 
take according to the market price. This gives the 
opportunity for the IPPs to withhold the total generation to 
push up the price.  
 

When the load is not flexible (price independent), the 
generation withhold is among the IPPs themselves. It means 
that some IPPs will reduce their output, but this part of 
generation reduction has to be covered by other IPPs. More 
possibly, the cheaper generator will withhold capacity, and 
the more expensive generator will be dispatched for more 
power. As a result, market price rises in this case. However, 
this is subject to the transmission constraints.  
 

The above simulation results show that IPPs may apply 
different market strategies at different transmission limits. 
With limit of 300MW, IPP has the incentive to apply both 
DSP and NC strategies. This maybe due to the fact that 
when line has less opportunities of congestion, there is more 
room for IPPs to play games. However, when the line L1-
3’s limit has decreased to 275MW, DSP has become the 
optimal strategy. In this case, market price reaches the price 
cap level.  
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When the line L1-3’s limit becomes 250MW, the optimal 
strategy is NC. This is because that IPP3 withholds 
capacity at its minimum stable level. And IPP3’s net 
profit becomes negative if it chooses DSP strategy. This is 
also due to the generation withholding by IPP3 which has 
significantly reduced the effect of price increase in DSP 
strategy.  
 

4.  CONCLUSIONS 
 
In this paper, the impact of transmission network 
constraints on the market strategies has been analyzed. In 
this study, real-time market is assumed to be operated 
with locational marginal pricing mechanism. It is 
important to mention that load satisfaction is one of the 
basic conditions.  The results from the above cases have 
proved the expectation that, when network congestion is 
becoming more possible, the most expensive IPP will 
withhold its generation rather than raise its bid towards 
the price cap.  
 

As a rational market participant, the cheapest IPP prefers 
to increase its bid rather than withholding its generation in 
the presence of transmission constraints. This is because 
when the load has to be fully covered, generation 
withhold is very risky. The results from the first two 
transmission limits have shown that DSP or DSP together 
with NC are the best choices for the IPPs. However, when 
the transmission limit has become very low, as the third 
transmission limit, generation withhold has become more 
effective in the market. This is actually the main threat to 
the load demand.  
 

The main application of this study is to provide a possible 
judgment method to the system and market operators to 
identify and distinguish the possible gaming behaviors in 
a network with potential constraints. However, this study 
is based on the assumption that only one market strategy 
is adopted in one simulation each time. It means that it 
does not allow the IPPs to change strategies during the 
year of simulation. It requires all IPPs to adopt the same 
strategy simultaneously. The future research may focus on 
the dynamic change of market strategies for each IPP at 
different stages.  
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HVDC HARMONIC ANALYSIS USING TIME DOMAIN SOFTWARE   
 
J Smith, WC Stemmet & G Atkinson-Hope  
 
Cape Peninsula University of Technology 
 
Abstract.  The research work in this paper focuses on the evaluation and application of PSCAD time domain software for conducting 
harmonic analysis on integrated HVAC/HVDC power systems. Typically frequency domain software is used for conducting such studies. 
They however do not take the dynamic behaviour of the system components into account, only giving steady-state results. To overcome 
this problem time domain software is used. The PSCAD software was found to have shortcomings in its library tools in that established 
harmonic analysis indices are not directly generated. Where such shortcomings were found adaptive tools were developed, namely, 
“Compact Distortion Index Tool”, “Compact Harmonic Component Power Calculation Tool” and “Apparent Power and True Power 
Factor Tool”.  These tools were applied in a case study using the CIGRE HVDC Benchmark system. Results were generated and it was 
found that the developed tools were effective for conducting harmonic analysis using time domain software.  
 
Key Words: Time domain software, harmonic analysis, model development  

1 INTRODUCTION 
 

The non-linear behaviour of HVDC converters  cause 
distorted voltage and current waveforms in the 
HVAC network to which it is connected. These 
drawbacks make it imperative to study the effect of 
harmonics as well as apply suitable mitigation 
solutions. Harmonics is a steady-state concept [1]. 
An integrated HVAC/HVDC system is however a 
time varying system and therefore traditional 
harmonic analysis software tools are not adequate for 
taking into account the dynamic behaviour of the 
different elements in such networks. A time domain 
software package is needed to conduct such studies.  
 
Currently there is very little published on the study of 
the impact of harmonics in power systems which 
include HVDC systems. There is thus a need to 
research how to conduct harmonic analysis in the 
time domain.   The time domain software package 
that is used for this study is PSCAD/EMTDC. Tools 
are available in the library of this package for 
conducting studies but how to combine them so that 
established indices for analysis can be generated and 
simultaneously visualized is needed.  
 
No individual and total harmonic distortion indices as 
well as RMS quantities for voltage and current are 
available as a single tool. Also no compact tool for 
generating results for individual and total powers for 
harmonics are present. Further there is no combined 
tool for the measurement of apparent power when 
harmonics are present and there is no single compact 
tool to give the true power factor.      
  
To achieve these results harmonic analysis tools in 
the library were utilized and combined to develop 
adaptive tools to obtain established index results. 
Thus the contribution of this paper is the 
development of adaptive tools to simplify harmonic 
analysis procedures.  
 

2 RESEARCH STATEMENT 
 
The objective of this project is to design and develop 
compact tools and procedures for the purpose of 

conducting harmonic analysis that includes both 
harmonic penetration and resonance studies.  

 
3 PSCAD SOFTWARE TOOLS  
 

The time domain software package PSCAD/EMTDC 
version 4.2.1 has the following tools in its library [2].   

 
3.1 Measuring Devices  
To be able to conduct harmonic analysis, the voltages 
and currents in a network must be known [3]. 
PSCAD comes equipped with devices to measure the 
voltage, current, real and reactive power.  

 
The first measuring device is the multimeter. This 
meter can measure instantaneous voltage and current 
as well as RMS voltage (VRMS) [4]: 
 

 ( )∑
=

=

max

1

2

h

h

hRMS VV       (1) 

 
It does not measure RMS current (IRMS). This meter 
can be used both for single and three-phase and for 
measuring real and reactive power when harmonics 
are present. It can also be used to measure DC 
voltage and current.   

 
The meter is connected in series at the point where 
the measurement is required. The meter is shown in 
Figure 1. 
 

V
A

 
 

Fig. 1: Multimeter Measuring Device 
    
This software also has dedicated meters for 
individual quantities (amps and volts). It comes 
equipped with an ammeter, line-to-line voltmeter and 
a phase-to-ground voltmeter. These are used as 
inputs to all the different harmonic analysis tools and 
are shown in Figure 2. 
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Ia
Ea Ea

ammeter  line-to-line voltmeter phase-to-ground voltmeter 
 
Fig. 2: Dedicated Measuring Devices 
 
3.2 Fast Fourier Transform (FFT) Tool 
To obtain the magnitudes and phase angles of the 
fundamental and harmonics of a waveform, the Fast 
Fourier Transform (FFT) tool is used. 
 
This Fast Fourier Transform (FFT) can determine the 
harmonic magnitude and phase angle of the input 
signal as a function of time.  The input signals are 
first sampled before they are decomposed into 
harmonic components. The main purpose of this tool 
is the decomposition of distorted waveforms (time 
domain into harmonic domain) to obtain individual 
harmonic components ( °θ∠ hhV  and ). °δ∠ hhI
 
The FFT tool requires an input from a measuring 
device and produces data outputs. In order to display 
the results it is necessary to combine the FFT with 
output channels one for each component. This tool is 
shown in Figure 3. 
 

5 7 11 131Mag

Ph

dc

(31)

(31)

F F T

F = 50.0 [Hz]

17

5 7 11 131 17  
Fig 3: FFT Tool 
 
3.3 Root-Mean-Square Index Tools 
3.3.1 RMS Calculator Tool  

To overcome the deficiency that the multimeter 
(Figure 1) is inadequate to measure IRMS: 
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A combination of tools is required to obtain IRMS.  

 

Ia

Current Meter

RMSIa

Mete...
Ia

#NaN  
 
Fig 4: RMS Current Meter Tool 
 
This tool will be called an RMS Current Meter Tool. 
The tool is made up of an ammeter (Ia) and a 
calculator (RMS calculator tool) together with an 
output channel and a control panel to display the 
results.  This tool can also be applied for voltage 
measurement.  
   

3.4 Harmonic Distortion Tool  
For evaluating harmonic penetration the total (VTHD 
and ITHD) and individual harmonic distortion indices 
(VHD and IHD) of an input signal needs to be 
measured. The THD is a measure of the effective 
value of the harmonic components of a distorted 
waveform. It is the potential heating value of the 
harmonics relative to the fundamental and calculated 
by the following indices [4]: 
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The contribution to distortion by individual 
components is evaluated by the HD index: 
 

  %100%
1
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To simultaneously measure these indices a combined 
tool is needed and will be called a Harmonic 
Distortion Calculator Tool. The main component of 
this combined tool is the harmonic distortion 
calculator and is shown in Figure 5.  
 

Harmonic
Distortion

Total

Individual

7

7  
  
Fig 5: Harmonic Distortion Calculator 

 
On its own it cannot be applied. Before the harmonic 
distortion can be quantified for a specific waveform 
(current or voltage) the waveform must first be put 
through a FFT tool and the output data is then fed to 
the harmonic distortion calculator. The outputs (total 
and individual) are then displayed on an output 
channel or on a bar graph (PolyMeter, Figure 12).  
 
The developed harmonic distortion calculator is 
shown in Figure 6.  
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Fig 6: Harmonic Distortion Calculator Tool 
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Also required for harmonic penetration studies is the 
measurement of VRMS and IRMS. Instead of individual 
methods being used (Figure 1 and 4) it was found 
that a more complete tool which can do all the 
indices simultaneously. Thus such a tool was 
developed and it makes analysis more compact and 
this saves screen display space on a PSCAD page.  
This tool can provide complex wave decomposition 
and provides the magnitudes as well as the phase 
angles of the various individual components. It can 
also calculate the individual as well as the total 
harmonic distortion indices and finally produce the 
RMS values for the input signal.  
 
This developed tool is shown in Figure 7 and is for a 
current input (similarly for a voltage input). 
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Fig 7: Compact Distortion Index Tool  

 
3.5 Power Indices 
A multimeter measures real and reactive power. 
These are calculated as follows [5]: 
 
Total active power PT (W).  

 

( )hPP

h

T ∑
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=

=
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       (7)  

 
Total reactive power QT (var) 
 

( )hQQ

h

T ∑
∞

=

=

1

       (8) 

 
A shortcoming of a multimeter is that it does not 
measure powers and phase angles per harmonic order 
nor does it give apparent power, displacement or true 
power factor quantities (DPF and PF).  

 
To obtain these outputs (except PF) it was necessary 
to develop a compact tool for this purpose, 
specifically the power components and power factors 
per harmonic order.  

 
The developed compact tool is shown in Figure 8. 
This is for fundamental frequency only. The same 
compact tool can be applied for all harmonic orders.   
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Fig 8: Compact Harmonic Component Power Calculator Tool  

 
The voltage and current at the specific point are 
broken up into individual harmonic components by 
means of a FFT tool and are given in terms of 
magnitudes and phase angles. The tool applies (1) 
and (2) but the reactive power can also be obtained in 
terms of real power by means of (9) and this feature 
is added to the tool: 

 
( ) ( ) ( )hhPhQ φtan=       (9) 
 

Current and voltage magnitudes are multiplied with 
each other as well as with the cosine of the difference 
between the current and voltage phase angles (which 
is hϕ ). The multiplication of these elements produces 
the per-phase real power and needs to be multiplied 
by three to produce the total individual harmonic real 
power. This is fed to an integrator to eliminate ripple 
due to the time domain nature of the package. 
  
The output from the integrator will produce the 
individual real power for the specified harmonic 
order. This real power is then multiplied with the 
tangent of hϕ  to produce the individual reactive 
power for the specified harmonic. 
 
When the cosine of hϕ  is taken the DPF for the 
fundamental and power factor per harmonic order, 

( )hϕcos  for the rest of the frequencies are obtained. 
Thus the tool developed can produce individual 
power results for both real and reactive power as well 
as the DPF and ( )hϕcos power factors (Figure 8).  
 
The multimeter produces total real and reactive 
results but no total apparent power nor true power 
factor.  
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To measure these outputs the following equations are 
used to develop another compact tool (Figure 9): 
 

rmsrmsT IVS ⋅=        (10) 
 

T

T

S
P

PF =          (11) 

 
This tool uses STotalRec and TruePF for total 
apparent power and true power factor, respectively, 
namely: 
 

Prec
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RMSIrmsRec
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**
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 Fig 9: Apparent Power and True Power Factor Tool 
 
3.6 Three-Phase to SLD Electrical Wire (Breakout) Tool 
An essential requirement for harmonic penetration 
studies is that the analysis needs to be conducted on a 
per-phase basis. The node where the analysis needs 
to be conducted on the one-line-diagram must be 
separated into single-phases with the use of a “Three-
Phase to single-line-diagram (SLD) Electrical Wire 
(Breakout) Tool” as shown in Figure 10.  
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Fig 10: Three phases split into single-phase paths 
 
This is an essential configuration for harmonic 
studies as all the developed tools are fed there from. 
  
3.7 Impedance Scan Tool  
To conduct harmonic resonance studies PSCAD 
comes equipped with an impedance scan tool, which 
allows the user to perform a frequency sweep at 
nodes in a system.   

 
Its shortcoming is that the output data comes in the 
form of a text file. To obtain a sweep and see 
resonance points an additional tool is needed such as 
an external graphical analysis program (e.g. 
LiveWire). The application is shown in the case 
study. 
 
 
 

4 CASE STUDY  
 
The tools described in Section 3 are applied to the 
integrated HVAC/HVDC CIGRE Benchmark system 
[6], [7]. An ammeter and voltmeter are inserted in 
each path to measure the respective quantities and 
these are used as inputs to all the different harmonic 
analysis tools. The case study is conducted with the 
harmonic filters and reactive compensation installed. 
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Fig 11: Case study diagram 
 
Figure 11 shows the rectifier side. Four breakout 
tools are utilized to demonstrate the harmonic 
mitigation techniques.  The 12-pulse configuration 
(two 6-pulse converters in series) uses a star-star and 
star-delta transformer configuration, harmonic filters 
and reactive compensation and the overall system is 
supplied from an AC source. The results of the 
harmonic analysis on the rectifier side are given for 
the four breakouts.  
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Fig 12: Harmonic analysis on the primary of the Star-Delta 
transformer. 
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Fig 13: Harmonic analysis on the primary of the Star-Star 
transformer. 
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Fig 14: Harmonic analysis on the AC input side of the HVDC 
system. 
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Fig 15: Harmonic analysis in the AC source path  
 
From Figures 12 & 13 it can be seen that the 
converters each inject 5th, 7th, 11th and 13th 
harmonics. Figure 14 shows that the 5th and 7th 
harmonics are cancelled out by the combination of 
transformer configurations leaving 12th and 13th 
which is summed up. Figure 15 shows the analysis in 
the AC source path showing the importance of the 
harmonic filters which eliminates all the harmonics.  

To further demonstrate harmonic analysis, only the 
AC source path breakout point is reported on.  Four 
different categories for the analysis are used, they 
are:  

a)  Current harmonics (AC Fourier analysis 
including IHD, ITHD and IRMS)  

b) Voltage harmonics (AC Fourier analysis 
including VHD, VTHD and VRMS) 

c)  Power components (individual and total powers). 

d)  Impedance scans (AC busbar). 
 
4.1 Current Harmonics 
The current harmonics are measured. The harmonic 
magnitudes and phase angles are noted and the 
individual and total harmonic distortion is calculated 
using the tools and checking by hand. Only one 
phase is examined. The output from the ammeter 
(IrecAC, Figure 11) is used as an input to the 
“Compact Distortion Index Tool” (Figure 7) which 
provides all the different indices required. The “FFT 
Tool” that is present in the developed tool provides 
the magnitudes and phase angles of the fundamental 
frequency and its harmonics. The FFT produces both 
magnitude and phase angle results and this can also 
be displayed on output channels as shown in Figure 
16. 
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Fig 16: Rectifier AC current harmonic magnitudes 
 
The harmonics are negligible and only the 
fundamental has a significant value due to harmonic 
filtering. The “Compact Distortion Index Tool” 
(Figure 7) is used to obtain the total and individual 
harmonic distortion indices. To prove the 
effectiveness of the developed tool these different 
indices are checked using a MathCAD supported 
hand calculation method. 

 
Table 1: Rectifier current distortion results 

Harmonic 
index results PSCAD Hand calculation 

IHD11 0.18433% 0.1843% 
IHD13 0.12485% 0.1248% 
IHD23 0.04300% 0.0430% 
IHD25 0.03439% 0.0344% 
ITHD 0.26255% 0.2293% 
IRMS 1.6703 kA 1.6703 kA 

 

The individual current distortion and IRMS is identical 
for both the hand calculation and the PSCAD results. 
Small discrepancies exist for the total current 
harmonic distortion due to the fact that the hand 
calculation only considered the characteristics 
harmonics whereas PSCAD includes the non-
characteristic harmonics (small quantities). 

 
4.2 Voltage Harmonics 
The same approach to that of the current harmonics is 
followed.  The harmonic magnitudes and phase 
angles are examined and the individual, total voltage 
harmonic distortion and RMS voltage are calculated. 
The results obtained from the developed tool (Figure 
7) when applied to voltage harmonics on the rectifier 
side as well as the results from hand calculations are 
shown in Table 2. 
 

Table 2: Rectifier voltage distortion results 
Harmonic 

index results PSCAD Hand calculation 

vHD11 0.773926% 0.7739% 
vHD13 0.615185% 0.6152% 
vHD23 0.34933% 0.3493% 
vHD25 0.298717% 0.2987% 
vTHD 1.09209% 1.0903% 
vRMS 347.536 kV 347.54 kV 

  

TOPIC C. POWER SYSTEMS
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper C-5 Pg. 134



4.3 Power Indices 
Here individual and total powers (real and reactive) 
as well as the total apparent power are measured. A 
multimeter is inserted to measure the total real and 
reactive power (Figure 11). The developed “Compact 
Harmonic Component Power Calculator Tool” 
(Figure 8) for individual harmonic measurements is 
used and the power for each frequency is obtained. 
The results from the developed tool are shown in 
Figure 17.  
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Fig 17: Rectifier individual harmonic results   
 
To evaluate the power results obtained from the 
multimeter, (7) and (8) are applied using the 
individual harmonic components shown in Figure 17. 
They are summed together and compared to the 
multimeter as shown in Figure 18.  
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Fig 18: Comparison of multimeter results    
 
Figure 18 show that the developed tool gives the 
same results to that of the multimeter. This proves 
that the multimeter is measuring complex power. 
   
4.4 Impedance Scan 
An impedance scan is performed at the rectifier AC 
bus as shown in Figure 19. The Zscan only provides 
a text file output and this is a disadvantage of 
PSCAD as no frequency sweep plot is directly 
obtained. 
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Fig 19: Impedance scan performed  
 
An external graphic output program called 
“LiveWire” is needed to obtain a sweep. The 
“LiveWire sweep” result for the rectifier is shown in 
Figure 20.  
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Fig 20: Impedance scan performed (Rectifier bus) 

The results obtained for the AC source path of 
inverter side are as follows: 

 
Table 3: Inverter current distortion results 

Harmonic 
index results PSCAD Hand calculation 

IHD11 0.23089% 0.2342% 
IHD13 0.18087% 0.1809% 
IHD23 0.05341% 0.0534% 
IHD25 0.04244% 0.0425% 
ITHD 0.43876% 0.3037% 
IRMS 2.4298 kA 2.4295 kA 

 
Again almost similar results are obtained. 
 
The voltage harmonic results for the inverter side are 
tabulated in Table 4. 
 

Table 4: Inverter voltage distortion results 
Harmonic 

index results PSCAD Hand calculation 

vHD11 0.616412% 0.6164% 
vHD13 0.452116% 0.4521% 
vHD23 0.352654% 0.3527% 
vHD25 0.271904% 0.2719% 
vTHD 0.907167% 0.8847% 
vRMS 226.356 kV 226.38 kV 
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When a scan study is conducted on the inverter side 
and plotted by “LiveWire” a similar response to the 
rectifier side (94 Hz) is obtained and shown in Figure 
21.  
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Fig 21: Impedance scan performed (Inverter bus) 
 

5 CONCLUSIONS 
 
When conducting harmonic analysis on integrated 
HVAC/HVDC power systems time domain rather 
than frequency domain software is found to be more 
suitable as it takes into account the dynamic 
behaviour of its components. It is also required to use 
established indices to assess the impact of harmonics 
on such a system. The toolbox in the PSCAD library 
was evaluated to ascertain if there are any tools 
available for directly generating these indices. The 
following measuring devices (multimeter, ammeter 
and voltmeter), FFT, Harmonic distortion, RMS 
calculator and Zscan tools were found.  
    
When evaluating these tools it was found necessary 
to develop combined tools to directly generate 
established indices making harmonic analysis more 
user-friendly and effective. It was found that the 
following tools needed to be developed. 
 
Firstly, a “Compact Distortion Index Tool” was 
developed. Its advantage is that instead of individual 
methods being used which clutter the work space a 
more complete tool which can do all of the indices in 
on go was more beneficial. It makes analysis more 
compact and easier to be accommodated on a work 
space. This tool can provide complex wave 
decomposition and provide the magnitude as well as 
the phase angle of the different individual 
components. It can also calculate the individual as 
well as the total harmonic distortion indices and 
finally produce the RMS values for an input signal.  
  
This was followed by the “Compact Harmonic 
Component Power Calculation Tool”. This tool 
produces the total individual harmonic real powers as 
well as the individual reactive powers for the 
specified harmonics. Next, the “Apparent Power and 
True Power Factor Tool” was developed combining 
these indices making these measurements visible. 
 
 
  
 

A case study was conducted and the application of 
the tools has been demonstrated. The HVDC CIGRE 
Benchmark network was used for the case study and 
harmonic analysis results were obtained on the 
rectifier and inverter sides. The tools were also very 
effective for demonstrating the harmonic mitigation 
techniques applied to HVDC systems.  
 
The results were similar to hand calculation results, 
thus proving their effectiveness of the modelling and 
simulation studies.  
 
An important factor is the establishment of resonance 
in a HVDC system. For this purpose the Zscan tool 
was evaluated. It was found that it only provides a 
text output file and no graphical representation of a 
frequency sweep versus impedance. It was further 
found that an external graphic program (LiveWire) 
can be used to generate the desired plot.  
 
These developed tools are innovative and 
recommended for use when conducting harmonic 
analysis on integrated HVAC/HVDC power systems.   
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1.  INTRODUCTION 

The ideal state of operation of a power system 
implies that it is operating normally with all 
electrical quantities, specially voltage, frequency, 
active power and reactive power within specified 
values. However, power systems may deviate from 
their ideal operating condition due to disturbances 
such as faults, loss of generation, loss of bulk load, 
etc.  In that case, the disturbance event should be 
detected and dealt with such that ideal state of 
operation of the system is restored. Hence, the 
system should be continuously monitored for any 
devitation in the electrical quantities, operating 
states identified and necessary preventive actions 
initiated [1]. This requires a ‘well designed and 
coordinated protection and control strategy’ [4] for 
maintaining the normal operating state of the 
system and hence complete global vision of the 
power system. Since the development of Global 
Positioning System (GPS), Phasor Measurement 
Units (PMUs) have been utilized to obtain time 
synchronized measurements of voltage and current 
phasors from geographically distant locations to get 
a real-time snapshot of the wide area network [2]. 
Currently, with more dispersed generation coming 
into the utility grids, the concept of wide area 
monitoring protection and control (WAMPAC) 
with time synchronized phasor measurement is 
gaining importance gradually in power utilities.  

A PMU is basically a measurement unit that 
submits AC voltage and current phasors up to 
50/60 Hz [6]. These phasors are synchronized 
through a GPS. A Fast Fourier Transform is 
performed on two or more different signals from 
respective substations, which are then displayed on 

the same phasor diagram. It takes in both analogue 
and binary inputs but gives out binary outputs. 
PMUs have trigger functions for: (i) Abnormal 
frequency, (ii) Overcurrent and (iii) under voltage. 
They are designed to comply with the IEEE 
standard 1344-1995, which is the synchrophasor 
data format [6]. It is stated by Decker et al. [5] that 
PMUs complement the data acquisition functions 
of traditional protection components such as 
protective relays, fault recorders and the 
Supervisory Control and Data Acquisition 
(SCADA) systems.  

PMUs have several applications as listed below: 
[1,7-15]: 
(a) Real-time monitoring and control 
(b) Post-Disturbance analysis 
(c) Inter-area oscillation monitoring, analysis and 
control 
(d) State estimation and Improving Observability 
(e) Power plant monitoring and integration 
(f) Bad data detection 
(g) Real-time monitoring and control 
State estimation and real time monitoring and 
control are especially important as they enable the 
operator to view the power system in real-time and 
then determine the state of the system from the 
measurements obtained from the PMUs. This 
consequently helps to identify impending system 
abnormalities in due time and enable the operators 
to take preventative action against faults and 
voltage collapse conditions. 

For observing a system, these units could be placed 
on every bus at a substation, but then the 
implementation becomes uneconomic [3]. For cost-
effective implementation, the number of PMUs to 
be placed in a power system should be minimized 
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for optimizing the cost of their deployment. Thus 
PMU placement problem can be formulated as a 
constrained optimization problem where objective 
is to achieve complete system observability with 
minimum number of PMUs placed at some 
strategic locations. In this paper, the authors 
discuss the importance of PMUs in power system 
applications, survey different PMU placement 
techniques in use, develop software tools for PMU 
placement using two different methods and 
compare the performance of these two methods in 
placing PMUs in a test system and two IEEE test 
systems.  

However, the problem of PMU placement is broad. 
The PMUs can be placed for complete 
observability for the following scenarios: (a) 
placement without conventional measurements, (b) 
placement with power injections and flow 
measurements and (c) placement with loss of PMU. 
In this paper, the authors consider scenario (a) only 
while scenarios (b) and (c) would be undertaken as 
future work. The authors also assume that the test 
systems have no existing PMUs. 

2.    REVIEW OF PMU PLACEMENT 
TECHNIQUES 

 
Several optimal PMU placement techniques have 
been reported in existing research literature. Some 
of these are discussed in this section.  
 
2.1   Binary Search Algorithm      

Binary search algorithm in used in reference [12] 
for obtaining the locations for the minimum 
number of PMUs. The algorithm is exhaustive as it 
all the possible combinations through a binary 
search. While searching, the algorithm increments 
the number of PMUs by one if the system is found 
to be unobservable and decrements it by one if the 
contrary occurs. This ensures that only the 
minimum number of PMUs is found as a solution. 
Under ‘Observability under single branch outage’ 
condition, the already available PMU location 
candidates are examined for each single branch 
outage. A branch is disconnected one at a time and 
if the system remains observable the PMU 
combination is labelled as a candidate or solution 
[12]. In [19] an event detection method is used for 
branch outage or line outage. This is done using the 
PMU, transmission line and transformer data.  
      
2.2  Binary Integer Linear Programming (BILP) 

References [13], [16] and [17] report on the 
application of BILP for optimal PMU placement. 
In [16] the method is applied to the IEEE 14 
system for finding the PMU placement locations. 
Results indicate that by knowing the voltage and 
branch currents at the nodes with the PMUs and by 

using Ohm’s law and Kirchhoff’s law, the state of 
the entire bus system can be determined. 
Constrained problem formulation with this method 
for three cases, viz., non-conventional power flow, 
conventional power flow and with injection 
measurements is detailed in [13], [16] and [17].  
 
2.3 Genetic Algorithm (GA) and Immunity Genetic 
Algorithm (IGA) 

Reference [18] reports on the applications of GA 
and IGA for optimal PMU placement. IGA is a 
modification of the well-documented GA method. 
GA has two operators, mutation and crossover, 
which ensure the optimization of a particular 
individual. This analogy evolves from the fact that 
when a species breeds, a formulation of new 
genetics takes place from generation to generation. 
This results in the transformation of the species 
[18]. Unfortunately, these operators can cause 
degeneracy hence the modification to IGA is 
required. 

IGA problem is formulated by introducing two 
operators to the GA, viz., the vaccination and the 
immunity operators. This comes from the analogy 
of the natural immune system which defends the 
body against germs.  In the same way, a vaccinated 
body is better able to resist bacteria or it results in 
the modification of genes of an individual to obtain 
higher fitness [18]. Thus the IGA is able to restrict 
the operators of the GA from transforming the 
individuals beyond their original characteristics. 
The Vaccines are as follows: 

(i) Vaccine 1:   The buses with one line incident to 
them should not have any PMU. This is in 
accordance with the fact that a PMU at a bus 
reveals not only information about that particular 
bus but also of the branches incident to the PMU 
bus and any other buses the branch might be 
connected to. So in order to find the optimal 
number of PMUs, they must be placed at those 
buses that have more than one branch incident to 
them. This is illustrated in reference [18]. 

(ii) Vaccine 2:   A PMU can be installed on the 
other side of the bus with only one line incident to 
it provided the bus has zero-injection 
measurements.  

(iii) Vaccine 3:  A PMU should not be placed at a 
zero-injection bus although sometimes the topology 
of a system might dictate that placing a PMU at a 
zero-injection bus would result in an optimal 
solution.  
 
2.4   Topology Method  

Most conventional power networks today are 
provided with traditional measurement and 
protection systems. Thus, if new PMUs are 
installed in that system, their functions are merely 
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to enhance the state, visualization and control of 
the power system or to complement the SCADA 
system. The topology method may be more 
effective where there are existing measurements 
and where a few observable islands can be formed 
within the system [15,16]. This method 
strategically places PMUs by merging observable 
islands. In this method, only buses on the boundary 
of the island are eligible for a PMU installation. 
This process of optimization involves two steps: (i) 
performing a numerical observability analysis to 
determine the observable islands and (ii) 
determining the boundary buses where the PMU 
can be placed. Reference [16] suggests that 
desirable location might be the bus that is 
connected to a maximum number of other islands. 
 
2.5   Tree Search Technique 

The concept of incomplete observability is 
explored in reference [20]. Reference [20] 
describes this as ‘the depth of incomplete 
observability’.  Here the states of all the buses are 
not necessarily known as there are insufficient 
PMUs to make the system completely observable. 
The credibility of this concept lies in the findings 
that less PMUs are required but also that the 
unobservable buses can be estimated from the 
observable and the calculated buses. Therefore in 
reference [12], a PMU placement technique is 
developed for this purpose. To achieve placement, 
a spanning tree and search tree technique is used. It 
is applied in such a way that a certain depth of 
unobservability is achieved. In the Fig.1 below 
[20], buses B and F are observable while A, C, E 
and G are calculated buses. However bus D is 
unobservable. This illustrates a depth of one 
unobservability. 

 
Fig.1:   Depth of one observability [20] 
 
This search technique involves ‘walking’ along the 
branches of a spanning tree. The search for PMU 
locations is terminated only when all the possible 
tree links have been traversed and the route has led 
back to the root node.  
 
 
 

2.6   Comparison of Different PMU Placement 
Techniques 

Table-1 summarises the comparative advantages 
and disadvantages of different PMU placement 
techniques. It is evident from Table-1 that the PMU 
placement techniques are not without 
disadvantages. It is argued by a number of 
researchers [8,12,17] that integer programming is 
mathematically challenging owing its non-linear 
equations. This technique however takes less 
computation time to perform the optimization. It is 
argued in [18] that evolutionary techniques such as 
Simulated Annealing (SA) may require much 
greater time to reach a near global minimum and 
for large power systems. It is a real disadvantage 
for large power systems. However its advantage is 
that it eliminates the problem of local minima. 
Binary search technique is computationally simple 
and guarantees a timely solution, though the 
method is exhaustive.  

 
Table-1 : Summary of Advantages and Disadvantages of PMU 

Placement Techniques [8,12,16,17,18] 

 
 
Choice of PMU placement technique is not only 
dictated by the characteristics of the technique but 
also by the type of application and the size of the 
power system. Another factor to be taken into 
consideration is the state of the system itself, e.g. 
whether the system contains existing PMUs. In this 
paper, the authors have chosen Genetic Algorithm 
(GA) which is categorized as an evolutionary 
technique and Binary Integer Linear Programming 
(BILP) which is a numerical technique. Both  
software are tested on a hypothetical 4-bus test 
system, IEEE 14-bus system and IEEE 30-bus 
system. Software development in GA and BILP are 
detailed in the following sections. For both 
approaches, only the case of placement without 
flow and zero injection measurements is 
considered. 
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3.  DEVELOPMENT OF GA SOFTWARE 
      
     The GA code for PMU placement [21] is 
developed as follows: 
 
t=0 
 Input a connectivity matrix A 
 Initialize a population P (t) 
  While not finished do 
            t=t+1  
 Evaluate P (t) for observability through 
the fitness function to be minimized 
 Perform selection according the fitness 
scores 
 Perform crossover to produce a new 
population 
 Perform mutation  
  end 
 
Each italicized terms are explained in the following 
paragraphs. 
 
3.1   Formation of Connectivity Matrix 

Connectivity matrix is a node-node matrix whose 
contents are 0s and 1s. An entry of 1 indicates a 
connection between nodes or buses while 0 means 
no connection. This matrix is deduced from the 
topology of the system on which the PMUs are to 
be placed. The candidate solutions are each tested 
using this matrix. The 4-bus test system is shown in 
Fig. 2 below.  
 

 
Fig.2: 4-bus test system 
 
For this system the connectivity matrix takes a 4 x 
4 form as shown below: 
 

 
 
3.2  Initial Population Generation  

An initial population of individuals is created. The 
individuals are represented as a binary string of 
length n, where n is the number of buses in a power 
system. These individuals are each a candidate 
solution. For example, a candidate string for the 4-
bus system is: 

 
In the string, the bit positions indicate the bus 
numbers and a binary 1 represents a PMU 
placement at that bus number. Thus in the above 
string, PMUs are placed in buses 1, 2 and 4.  

In the software, an initial population of a 100 is 
generated by creating a (N_pop×N_bus) matrix 
consisting of random binary strings, where, N_pop 
is the number of populations and N_bus is the 
numbers of buses in the system. 
 
3.3  Observability Analysis and Fitness Function 

The objective of PMU placement problem is to 
minimize the number of PMUs to be placed in the 
system under the constraint of full system 
observability. Thus in GA, a specific objective 
function or fitness function is be specified. The 
fitness scores from the function indicate the fitness 
of each candidate solution. In this study, an 
objective function C and fitness function f , as 
given by Equation (1) and (2) respectively are 
adapted from reference [18]  
 
C=w1*N_pmu+w2*N_ou     (1) 
f=inverse(C)                        (2) 

The best results are recorded for w1=1 and w2=3. 
The candidate solutions with the lowest fitness 
scores are undesirable as it means that either 
N_pmu or N_ou is high [7]. This also means that 
the selection for the next population should be 
based on these scores as the objective is to generate 
a better, fitter population for the next generation, 
which will eventually end up in a convergent 
solution, which is the fittest. In this study, this is 
achieved by updating the best fitness in each 
generation. The corresponding string is also 
updated. 

To define the above function its inputs N_pmu and 
N_ou must be determined. This is done using the 
population and the connectivity matrix. A 
flowchart of determining these inputs and thus 
testing for observability is included in the 
Appendix as Fig. A-1. 

It is from the connectivity matrix A that the number 
of buses that are observed by a certain bus b is 
determined. For example, the connectivity matrix 
for the 4-bus system indicates that placing a PMU 
at bus 1 enables the system to observe buses 1, 2 
and 3. Again a PMU at bus 2 enables the system to 
see buses 1, 2, 3 and 4. From bus 3, it is possible to 
observe buses At 1, 2 and 3 while from bus 4, 
buses 2 and 4 can be observed. This means that 
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each candidate solution string should be assigned 
the number of buses it allows the system to see 
according to its position. As an example, the 
authors consider a random solution string X as 
shown below: 

 
This string places a PMU at bus 4 and allows the 
system to see two buses.  In this case N_ou is 2 and 
N_pmu is 1. From the topology of Fig. 2, it is clear 
that this string does not allow the system to observe 
the state of buses 1 and 3. The fitness value here 
with N_pmu = 1 would be 0.143. Thus it is 
deduced that the strings with a large number of 
N_ou result in a very small fitness value. But in 
practice, highest fitness values are desired and the 
strings corresponding to these are more likely to be 
chosen as parents in the selection process.     
 
3.4  Selection 

In selection process, out of a population, the 
individuals with the better fitness scores are chosen 
as parents for the next generation.  

The roulette wheel method is used to perform 
selection in this software. The roulette wheel 
represents all the strings of the current population 
on a wheel according to their fitness values. The 
best fitness value occupies the largest portion in the 
wheel and the probability of selection is 
proportional to the fitness value [21]. In this study, 
this is illustrated using the following matrix 
consisting of the candidate solution set with the 
corresponding fitness values: 

 
 
The corresponding roulette wheel is shown in Fig. 
3 below. 

 
 
Fig.3 : Roulette wheel representation 
 
The string thus selected is a parent and is then 
made to crossover with another selected string to 
produce children. Since the selection is random, 

some strings are selected more than once as 
parents. 
 
3.5  Crossover 

Each parent performs a crossover with the next 
parent to form two children. In this study, single-
point crossover is used. To illustrate this crossover 
two 7-bit long parent strings, String 1 and String 2 
are considered as shown below: 

 
 
The crossover point is chosen randomly.  If 
crossover point is 2, the resulting children are: 

 
 
The parents merely swop their tails, which are 
demarcated by the crossover point. In this way, a 
new set of possible solutions is obtained. However 
in keeping with the natural process of evolution the 
strings must be mutated. 
 

The mutation probability [22] used is the reciprocal 
of N_bus. A random number is generated. If it is 
bigger than the mutation probability, then the genes 
which were 1s become 0s and vice versa. At this 
stage, one generation is complete and the next goes 
in with the mutated children as the new candidate 
strings. In every generation, the best fitness value is 
stored and updated with its corresponding string. 
This leads to an optimal solution.     

3.6  Mutation 

 
4.  DEVELOPMENT OF BILP SOFTWARE 

     
BILP software is implemented in MATLAB. The 
PMU placement objective function is stated in 
Equation (3) as [16, 17, 22, 23, 24] : 

Minimize  ,   while f.x  ≥ 1   (3) 

This objective function must minimize the sum of x 
as long as f.x is greater than 1. In this problem 
constraints must ensure that f.x ≥ 1. This technique 
is implemented for 4-bus test system as follows: 
Given a node-to-node connection matrix A of the 
form, 
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the constraints are formed as follows: 
f(X) = A.X 
 =f1=x1+x2+x3  ≥1 
  f2=x1+x2+x3+x4  ≥1 (4)
  f3=x1+x2+x3+x4 ≥1 
               f4=x2+x4                          ≥1 
 
Equation(4) implies that for observing node 1 or 
bus 1, PMU must be is placed at either bus 1, 2 or 
3. The 1 on the right hand side of the inequality 
ensures that there is at least 1 PMU placed at this 
node or bus. For MATLAB implementation, the 
constraints are modified as inequalities of the form 
A.x ≤ b. This is done by mu ltiplying Equations(4) 
by -1 to give Equation (5) as follows: 
 
-f(X) =  -1 x A.X 
 = -f1=-x1-x2-x3    ≤ -1 
  -f2=-x1-x2-x3-x4 ≤ -1     (5)
  -f3=-x1-x2-x3-x4   ≤ -1 
                            -f4=-x2-x4              ≤ -1 
 
The BILP algorithm implemented in MATLAB 
only minimizes x and not the sum of x. Therefore, 
the code is extended to do both. Reference [20] 
indicates that PMUs need to be installed at 1/5 to 
1/3 of the number of buses for the system to be 
observable. These values are used as the stopping 
criteria for the test systems. The overall flowchart 
for BILP software is shown in Fig. A-2 of 
Appendix A.  
 

5.  RESULTS AND DISCUSSION 
 
5.1  Results of GA Technique 

Table-2, 3 and 4 shows the results for 4-bus test 
system, IEEE 14-bus system and IEEE 30-bus 
system respectively for GA technique. 
 

Table-2: GA Results for 4-Bus System 

 
 

Table-3 : GA Results for IEEE 14-Bus System 

 
 

Table-4 : GA Results for IEEE 30-Bus System 

 
 
 
5.2  Results of BILP Technique 

Table-5, 6 and 7 shows the results for 4-Bus test 
system, IEEE 14-bus system and IEEE 30-bus 
system respectively for BILP technique. 
 

Table-5: BILP Results for 4-Bus System 

 
 

Table-6: BILP Results for IEEE 14-Bus System 

 
 

Table-7: BILP Results for IEEE 30-Bus System 

 
 
5.3.  Comparison of Results 
 
5.3.1  4-bus System  

Table-2 and Table-5 show that both techniques 
optimally place a PMU at bus 2 of the 4-bus system 
for complete system observability. However BILP 
converges in 0.568s whereas GA converges in 
0.011s. Thus BILP take almost twice time to 
converge with respect to GA. This is because GA 
searches a number of possible solutions 
simultaneously, whereas BILP searches for one 
solution at a time. Moreover, BILP converges 
within the stopping criterion which dictates that the 
number of PMUs should be about 1/5 to 1/3 of the 
number of buses depending on the size of the 
system. As 4-bus system is a small system, BILP 
converges at stopping criteria of 1/5 of the number 
of buses. This means that the BILP algorithm keeps 
on searching as long as the number of PMUs is 
greater than 0.8 rounded to 1 as the number of 
PMUs can only be whole numbers. 
 
5.3.2  IEEE 14-bus system 

For this system, BILP optimally places 6 PMUs 
while GA places 4 PMUs. In both cases, the 
placement renders the system observable, however 
BILP does not give the optimal solution as it places 
2 more PMUs. Moreover, the disadvantage of BILP 
is it can be trapped in the local minima and not 
converge to the optimal solution [8,17]. This is 
reflected in the results of Table-3 and Table-6. 
When an attempt is made to stop at a criterion of 
1/3 of 14, the program stalls. At ½ the number of 
PMUs, the program reaches a local minimum of 6 
PMUs and that is the minimal solution it can 
achieve. Here also, the time to reach the optimal 
solution for BILP is 1.11s against 0.5s for GA with 
a population of a 100 and 2000 generations. The 
difference is also noted in placement positions.  
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5.3.3.  IEEE 30-bus system 

In this case BILP places PMUs at 16 buses whereas 
GA places PMUs at 12 buses. Convergence time  
for BILP is 0.672s while that for GA is 15.637s 
which is far greater. Still, BILP does not provide 
the optimal solution as it places 4 more PMUs in 
the system. BILP algorithm stalls at a stopping 
criterion 1/5 of the number of buses. Result is 
obtained for a stopping criterion of 5/6 of the 
number of buses.  
 

6.  CONCLUSION 
 
It can be concluded from results that GA performs 
better than the BILP as GA optimally places lesser 
number of PMUs for complete system 
observability. Thus the solution provided by GA is 
more economic. It is however noted that there is 
still room to improve the overall convergence times 
of the software. It is observed that GA converges in 
different times for different number of populations 
and generations. This is because the population of 
guesses might not contain the optimal solution 
owing to the random generation of the population. 
This becomes a big challenge in larger systems as 
there are more combinations to search through. 
However the advantage of GA is that if the optimal 
solution exists in the search space then 
convergence is guaranteed and the programme will 
not be trapped in the local minima. This problem 
can be overcome by carefully tuning the number of 
generations and populations [8,21].  

It has also been seen here that high mutation rate 
has resulted in non-convergent generations and that 
the solution pattern becomes lost across the 
generations.  

Moreover, increased solution time is most likely 
due to the code not being vectorised. Therefore the 
authors recommend the following for further 
improving the performance of the GA code only, 
owing to its better performance than BILP.  
To improve the response time of the code: 
(a) Turn the GA code into a function  
(b) Vectorise the code  
To improve the performance of the code: 
(c) In GA tune the initial variables such as N_pop 
and N_iter to give maximum performance 
(d) Create a search space that allows 2n_bus possible 
number of solutions  
(e) Identify candidate solutions by eliminating the 
buses where PMU placement is not necessary. 
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APPENDIX A

(i) Observability Flow Chart for GA Software 
 

 
 
Fig. A-1 : Observability flow chart  
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(ii) Flowchart for BILP Software 
 
 

 
 
 
Fig. A-2 : Observability flow chart  
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1. INTRODUCTION 

Voltage dip characterization can be described as “the 
description of voltage dip events through a limited 
number of parameters” [1]. 

The requirements of characterization vary depending 
on application, and include [1]: 

• Utility statistical dip performance reporting 
for its transmission and distribution systems, 

• The description of dip performance at a 
particular site for use by utility customers. 

• Contracting with end-customers, 
• Definition of equipment dip immunity 

requirements, 
• Definition of equipment dip immunity test 

requirements. 
 
These characterisation applications are primarily 
driven by the response of end-user equipment to 
voltage dips and the ability of the utility to monitor 
and report voltage dip performance and analyse 
causes. 
 
Additionally, characterisation can be conducted as an 
input to automated classification techniques, with the 
purpose of saving time spent by specialists manually 
analyzing data recorded by power quality monitors, 
protection relays and digital fault recorders [2].   
 
In light of this requirement of characterisation, the 
aim then becomes “to find common features that are 
likely related to specific underlying causes in power 
systems” [3]. 

This paper investigates the characterization of 
voltage dips with aim of selecting suitable feature 
extraction tools for the analysis of events. 

The structure of the paper is as follows: Section 2 
reviews characterization of voltage dips, Section 3 
discusses signal processing tools that are commonly 
applied in characterizing voltage dips. Section 4 
discusses the selection of tools for feature extraction. 
Section 5 concludes. 

2. CHARACTERISATION OF VOLTAGE DIPS 
 
2.1 Residual Voltage and Longest Duration 
 

Voltage dips are commonly characterised by the 
lowest voltage and longest duration measured across 
all channels [4].   
 
IEC 61000-4-30 identifies this characterisation of 
voltage dips as a useful way of reducing data, 
interpreting and categorizing events [5]. Voltage dip 
duration is defined by IEC 61000-4-30 as the time 
from when the R.M.S. voltage on one phase drops 
below the dip threshold to the time when all three 
phases are above the dip threshold. This is illustrated 
in Figure 1. 

 
Figure 1: Dip Duration Characterisation [1] 

 
Many utilities record only R.M.S voltage for 
statistical purposes and it is not possible to determine 
voltage characteristics without phasor information 
[6].    Bollen et al. [6] recognises that this limits the 
information on the voltage dip as seen at the end-user 
terminal. In practice a power quality monitor 
recording only RMS voltages may be the only 
information available to analyse voltage dips. This 
makes feature extraction from RMS data a key 
concern. 

2.2 Symmetrical Component  Method  

The symmetrical component method [7, 8] classifies 
voltage dips in terms of changes in both the 
magnitude and phase angle. A dip is classified by a 
characteristic voltage and a PN factor and the method 
attempts to classify it into one of two main categories 
C (2-phase dips) and D (single phase dips). It is 
further identified by a subscript that indicates the 
symmetrical phase i.e.  the least dipped phase for 
type C and most dipped for type D. 

2.3 ABC Classification  

The ABC classification [9] distinguishes between 7 
different types of unbalanced three-phase voltage 
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dips (A-G).  Table 1 illustrates   the dipped phases 
for each dip type according to the ABC classification 
and provides a comparison with the symmetrical 
component method. 

Table 1: Examples of Dip Vectors for ABC 
Classification 

The ABC classification is a special case of the 
symmetrical component method and has a number 
benefits including [9]: 

• It is a more intuitive classification that does not 
require the study of symmetrical component 
theory,  

• It provides an easy to understand graphical 
interpretation of the propagation of unbalanced 
voltage dips through transformers. This is 
illustrated in Figure 2 for the translation through 
Dy transformers. 

 

 

Figure 2: Dip Propagation [9] 

2.4 Dip Segmentation Method 

Styvaktakis [10] introduces segmentation of power 
quality events as part of an automated classification 
method   based on the underlying causes of voltage 
dips. 
 
Djokić and Bollen [11] present the dip segmentation 
method as an approach for the analysis, description 
and characterisation of voltage dips in power systems 
and at end-user equipment terminals.  

 
It is introduced to allow an improved assessment of 
factors and parameters possibly influencing the 

sensitivity of equipment at different voltage levels. 
The method is introduced with the intention of 
helping users and designers of electrical equipment to 
“quantify, test and compare performance of their 
equipment in a simple, consistent, transparent and 
reproducible manner….” [11]. 
 
The method aims to extend the description of dips 
beyond a single magnitude and duration as [11]: 
• Differences between the 3 phase voltages are not 

considered, 
• Voltage dips are not always rectangular , 
• Phase-shift and point-on-wave are not 

considered. 
 
The method is based on the separation of recorded 
dip events into “dip segments” where a segment is 
described as a period of time during which the 
voltage magnitude and other properties of the voltage 
waveform remain more or less constant.  The general 
description of a dip, regardless of type based on the 
dip segmentation method consists of [11]: 

 
• One pre-event segment – provides a description 

of the relevant voltage characteristics  
immediately before the dip occurs 

• Zero, one or more  during-event segments – 
provide a description of dip characteristics  
during which the voltage magnitude is constant 

• One or more transition segments – provides a 
description of dip characteristics during the 
transition between two steady states.  

• One post-event  or voltage recovery segment – 
provides a description of voltage characteristics 
after the cause of the dip is cleared or eliminated 

 
Figure 3 illustrates the segmentation of a multi-stage 
voltage dip. 
 

 
Figure 3: Segmentation of a multi-stage voltage dip [11] 

 
The description of voltage dips in the dip 
segmentation method consists of [12]: 
• Number of transition segments, duration of event 

segments 
• Characteristics of the pre-event segment 
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• Characteristics of the event segments 
• Characteristics of the transition segments 
• Characteristics of the voltage recovery segments 
 
A feature of the dip segmentation method is that it 
includes the pre- and post-dip segments which fall 
outside of the time period of the actual voltage dip. 
 
CIGRE/CIRED/UIE working group C4.110 
introduces a table of voltage dip characteristics based 
on the  dip segmentation method   to be  “used as a 
“check-list” for a fast and transparent assessment of 
equipment and process sensitivity to voltage dips 
during all stages of equipment and process design” 
[12].   

Table 2: Dip Segment Characteristics [12] 
 

Dip Segment Characteristics 
Pre-Event 
Segment 

Voltage magnitude 
Phase angle 
Harmonics 
Voltage unbalance 
Frequency 

During Event 
Segment 

Dip magnitude 
Dip Duration 
Dip Shape 
Dip Voltage Unbalance 
Dip phase angle unbalance 
Dip phase shift 
Distortion 
Transient 

Transition 
Segment 

Dip Initiation 
Point-on-wave of dip initiation 
Phase shift at the dip initiation 
Phase shift at the dip initiation 
Multistage dip initiation 
Dip ending 
Point-on-wave of dip ending 
Multistage dip ending 
Rate-of-change of voltage 
Damped oscillations 

Post-Event 
Segment 

Voltage recovery 
Post-fault dip (prolonged voltage recovery) 
Post-dip phase shift 
Multiple dip events (dip sequences) 
Multiple dip events 
Composite dip events 
Rate-of-change of voltage 
Voltage recovery time constant 
RMS voltage 

 
The C4.110 checklist provides a structured list of 
characteristics for detailed analysis of voltage dips as 
a starting point for further characterisation and 
analysis of voltage dip events. 
 

2.5 Summary and Conclusions of Characterisation 

Four methods of characterisation of voltage dips have 
been presented and their key features discussed: 
• The RMS voltages may be the only information 

available to analyse voltage dips. This makes 
feature extraction from RMS data a key concern. 

• The ABC classification provides an intuitive 
insight into three phase unbalanced dips and 
their propagation through the network. 

•  The dip segmentation provides   a methodology 
to conduct detailed analysis and characterisation 

of voltage dips and understand propagation 
through a network. 

• A basic list of requirements to meet analysis in 
line with the dip segmentation method is 
outlined. 

 
Any further analysis for feature extraction purposes 
will require that the tools used for feature extraction 
have the capacity to meet the analysis requirements 
of the individual dip segments, namely: 
• High speed capability  for transition segments 
• Extraction of phase angle for point-in-wave 

analysis, 
• Extraction of voltage magnitude and rate of 

change. 

3. SIGNAL PROCESSING TOOLS FOR 
CHARACTERISATION 

 
The methods for analysis and classification of power 
quality events consist of a number of steps each 
requiring specific tools [10]: 

• Segmentation, 
• Feature extraction, 
• Additional processing, 
• Classification. 

 
The process and individual steps for analysis and 
classification are illustrated in Figure 4. 

 

Figure 4: Analysis and Classification of Power 
Quality Events [10] 

This discussion will focus on the tools required for 
segmentation and feature extraction of event data for 
input to classification. 

Triggering (event detection) and segmentation 
commonly treated as two separate topics in the 
literature [13] but both these processes   require the 
detection of nonstationarity in a signal.  A signal is 
stationary when it is statistically time invariant [13] 
i.e. its statistical properties do not change as a 
function of time. A non-stationary signal is therefore 
a signal for which the statistical properties change 
with time. 

Event detection is commonly used in for online 
capturing of events and event segmentation takes 
place afterwards during event analysis [13] 
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3.1 Methods for Analysis 

The following tools are commonly discussed in 
literature for analysis of power quality events [10, 
13]. 

3.1.1 RMS Method 

The general equation used to calculate RMS is: 

∑
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 Event identification via RMS is done by comparing 
change in magnitude with a predetermined threshold. 
Application of RMS requires simple signal 
processing and is recognised as being very efficient. 
It is widely used in    power quality instruments that 
monitor RMS 

Bollen et al [6] recognise the importance of phasor 
information and introduce a method to deduce 
phasors from RMS voltages for analysis purposes. 

For analysis purposes a method of segmentation 
based of rate of change is introduced in [10] and 
finds application in a classification system based on 
RMS voltage only. 

3.1.2 Short -Time Fourier Transform (STFT) 
 
The short time Fourier transform of a signal v[k]  is: 
 

∑ −−⋅=
k

jwk
STFT emkwkvmV ][][),( ω , 

Where ω=2πn/N, N is the length of v[k], n=1……N, 
and w[k-m] is a selected window that slides over the 
analysed signal 

The STFT has limitations due to its fixed window 
length, which has to be chosen prior to the analysis. 
This drawback is reflected in the achievable 
frequency resolution when analysing non-stationary 
signals with both low and high-frequency 
components [14]. 

3.1.3 Park Vector - DQ Transform 

Park’s vector is based on the instantaneous vector 
sum of all of the three phase vectors (v1, v2, v3).  The 
Park transform finds general application in the field 
oriented control of induction motors. The vector 
components (vd, vq) are given by [14]: 
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3.1.4 Wavelet analysis  

The wavelet transform is based on the decomposition 
of a signal into daughter wavelets derived from the 
translation and dilation of a fixed mother wavelet.  
The general formula is given by: 

∫
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Wael et al. [15] point out that the application of 
wavelets to feature extraction is well researched and 
documented. The most popular applications of 
wavelets in literature as [16]: 

• Power system protection 
• Power quality 
• Power system transients 
• Partial discharge 
• Load forecasting 
• Power system measurement 

3.1.5 Multi-resolution S-Transform 

The S-Transform is described as being either a 
phase-corrected version of the wavelet transform or a 
variable window Short Time Fourier transform that 
simultaneously localizes both real and imaginary 
spectra of the signal [17]. It is defined by convolving 
the analyzed signal, v[k], with a window function. 
The S-transform of a discrete signal v[k]  can be 
calculated as: 
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where k,m and  n = 0,1……N-1  and V[m+n/N] is the 
fourier transform of the analyzed signal v[k]   
ω=2πn/N, N is the length of v[k] [17] . 

3.1.6 Extended Kalman filter 

Kalman filtering is a parameter based modelling of 
an assumed process.  If the process is non-linear then 
a linearization process is carried out and this leads to 
the extended Kalman filter. 
 
Extended Kalman filtering provides good 
performance in both the detection of events and the 
estimation of event magnitude and duration [17]. 
Power system applications of Kalman filtering 
include [13]: 
• Continuous real-time tracking of harmonics, 
• Estimation of voltage and current harmonics for 

protection systems, 
• Estimation of transient parameters. 
 
Styvaktakis [10] discusses the application of Kalman 
filters to: 
• Voltage magnitude estimation and the 

limitations  in the presence of harmonics and 
short duration events, 

• Segmentation of disturbance recordings and 
• Voltage dip detection. 

He concludes that the order of the model used by the 
Kalman filter significantly affects the magnitude 
estimate for the types of changes he identifies (fast, 
slow and fast repeating). 
 
Further parameter-based methods for feature 
extraction discussed in the literature include multiple 
signal classification method (MUSIC), estimation of 

TOPIC C. POWER SYSTEMS
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper C-7 Pg. 150



signal parameters via rotational invariances 
(ESPRIT), stochastic models e.g. auto regressive 
(AR), auto-regressive moving-average (ARMA) and 
state space [13]. 

3.1.7 Method of Ziarani and Konrad 

Ziarani and Konrad present a method of extracting 
nonstationary sinusoidal signals via a nonlinear 
adaptive filter and estimate the following parameters 
[18]: amplitude, phase and frequency. 
 
The Ziarani algorithm demonstrates the following 
characteristics [18]: 
• Simple structure, 
• Low computational requirements hence easily 

implemented in hardware and software, 
• High degree of noise immunity and robustness, 
• High speed, 
• Effectiveness in tracking large variations in 

parameters. 
Figure 5 illustrates a block diagram of the Ziarani 
Algorithm.  

 

 
Figure 5: Block diagram of the Ziarani 

Algorithm [18] 
 

Naidoo and Pillay [19] review the application of this 
algorithm for power systems applications and 
identify the following advantages: 
• Phase lock loop  is not required, 
• Simple structure and easy to implement, 
• No windowing of data required, 
• Less processing power is required as compared 

to FFT and wavelets. 
It has the following disadvantages: 
• Limited convergence speed  posing problems for 

processing of short duration events, 
• The co-efficients have to be optimized for a 

particular application, 
• Errors associated with the algorithm are not 

known and require investigation. 

3.1.8 Forward Clarke Transform and Space 
Vector Definition 

The Clarke transform is commonly used in real-time 
motor control applications. It transforms a 3-phase 
system to an equivalent two phase representation. 
Gargoom et al. [20] identify its advantages as being 
able to analyze all three phases of a power system 
simultaneously as well as its simplicity and speed. 

The Clarke transform is commonly used for the 
analysis of transient disturbances in three-phase 
systems. It relates the phase-to-neutral voltages and 
component voltages through a matrix expression [9]. 
Aller et al. [21] demonstrate the derivation of the 
space vector where the first two components 

( ))(),( txtx βα  form the space vector and the third 

one ( ))(0 tx  representing the zero sequence voltage: 

 

 
 

The space vector of the Forward Clarke Transform is 
then represented as: 

)()( tjxtxSv βα += . 

The magnitude and angle of the space vector is then: 

( )22 )()()( tvtvtSv βα += , 









=

α

β

v

v
Sangle v arctan_ .  

Gargoom et al. [20] utilise the mean and standard 
deviation of the space vector magnitude as features 
for event classification. 
 
3.2 Comparative Analysis of  Methods 

Perez et al. [17] discuss the comparative performance 
of the most commonly used techniques for detection 
and analysis of voltage events in power systems, 
namely: 
• RMS method, 
• Discrete Fourier Transform and  Short Time, 

Fourier Transform, 
• Kalman Filtering, 
• Wavelet Analysis. 

 
Their conclusions [17]) are that RMS and STFT 
show limited performance for short duration and low 
magnitude voltage events. 
Wavelet analysis is deemed to provide the best 
performance in terms of detection and estimation of 
time-related parameters but has the drawback of 
requiring an additional method to discriminate 
between voltage events and other high frequency 
disturbances. 
Gargoom et al. [14] conduct a comparative study on 
signal processing tools for feature extraction 
purposes and Table 3 summarize the performance of 
various signal processing techniques [14]. 
   Table 3: Comparative analysis of   Techniques [14] 

 STFT Wavelet S -
Transform 

Park’s 
Vector 

Speed  Moderate Moderate Low High 
Sensitivity Low Moderate High High 

Practical 
Implementation 

Difficult Difficult Difficult Easy 

3-ph signals 
simultaneous 

No No No Yes 
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4. SELECTION OF AN ANALYSIS METHOD 

The selection of a suitable feature extraction method 
should meet the analysis requirements   of the dip 
segmentation method.  These are: 
• High speed capability  for transition segments 
• Extraction of phase angle for point-in-wave 

analysis 
• Extraction of  voltage magnitude and rate of 

change 

The analysis of nonstationary signals are a 
requirement for detailed analysis of the transition 
segments and the associated segmentation of voltage 
dips. 

Another factor to be taken into consideration is the 
application of the tool i.e. whether it will be an 
online or offline analysis application and the ease of 
implementation. 

Based on the abovementioned criteria the tools 
identified for analysis and feature extraction are the 
Kalman filter and the method of Ziarani and Konrad.  

5. CONCLUSION 

This paper has provided a review of voltage dip 
characterisation with the aim of selecting suitable 
signal processing tools for feature extraction  

Requirements for selection of suitable signal 
processing tools for feature extraction are discussed 
and signal processing tools reviewed and 
comparative studies of performance are presented.  

The Kalman filter and Ziarani and Konrad algorithm 
are selected as suitable feature extraction tools based 
on the characterisation requirements. 
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1. INTRODUCTION 
With the increase in power demand, HVDC has 
become a preferred alternative for the conventional 
AC transmission system to transmit bulk power over 
long distances. This is due to its economical and 
technical advantages in long distance power transfer. 
HVDC links offer suitable solutions for 
interconnecting HVAC systems with different 
frequencies and it can deliver more power over 
longer distances with fewer losses. HVDC systems 
also offer high controllability on the power 
transmitted. 
Since HVDC is a relatively new technology when 
compared to HVAC for power transmission, not all 
existing software packages can model this type of 
system accurately and reliably. For this reason only 
a limited number of packages that allow HVDC 
modeling are used in this research. 
Two scenarios are investigated. The first one is an 
HVAC system and the second is a combination of 
the HVAC in parallel with the HVDC system (i.e, 
hybrid (HVAC-HVDC). 
To validate the results obtained by the software 
packages, the HVAC load flow results are compared 
to the results given in reference [1]. The results for 
the Hybrid network are compared between the 
software packages. 
The paper is organized as follows: Section 2 gives a 
brief introduction of the transmission models; 
section 3 describes the software packages used to 
conduct the simulations. Section 4 discusses the 
different case studies and their respective results and 
section 5 gives a conclusion to the paper. 
 
2. BASIC PRINCIPLES OF TRANSMISSION 

LINES 
The different scenarios of power transmission 
systems are discussed below. 

2.1 HVAC system 
Conventionally, electric power is transferred from 
generating stations to the consumer ends through 
HVAC transmission lines. Fig.1 depicts the HVAC 
transmission system, in its equivalent π circuit with 
lumped parameters, used for the study.  
 

 
Figure 1: HVAC transmission equivalent model 
From figure 1, the following equations are deduced:
  
 

 1
2S R R

ZYV V ZI⎛ ⎞= + +⎜ ⎟
⎝ ⎠

       (1)  

  
21 11

4 2S R RI Y Y Z V YZ I⎛ ⎞ ⎛ ⎞= + + +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (2)  

where, 
VS- sending -end voltage 
VR - receiving-end voltage 
IS - sending end current 
IR - receiving end current 
Z - equivalent impedance 
Y - equivalent admittance 
 
For the above circuit, the transfer matrix for the 
ABCD parameters becomes 

2

11
2
1 11
4 2

YZ ZA B
C D Y Y Z YZ

⎡ ⎤+⎢ ⎥⎡ ⎤
= ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎢ ⎥+ +⎢ ⎥⎣ ⎦

 (3) 

therefore, 

S R

S R

V VA B
I IC D
⎡ ⎤ ⎡ ⎤⎡ ⎤

=⎢ ⎥ ⎢ ⎥⎢ ⎥
⎣ ⎦ ⎣ ⎦⎣ ⎦

  (4) 

 
 2.2 HVDC system 
The power transfer on a DC system is a function of 
the voltage magnitude between the sending and 
receiving end. On a DC system, power flows from 
high to low voltage magnitudes. 
Fig. 2 shows a monopolar HVDC configuration with 
a rectifier station and its transformers, the 
transmission line and an inverter station and its 
transformers.  The transformers at the rectifier 
station connect to area 1 side and the transformers 
on the inverter station are connected to the area 2 
side. The DC transmission line is modeled as a π 
equivalent circuit. 

Comparison Matlab PST, PSAT and DigSilent for Power Flow Studies 
on Parallel HVAC-HVDC Transmission lines 
 
A V Ubisse, K A Folly, K. Awodele, L Azimoh, D T Oyedokun, S P Sheetekela 
 
University of Cape Town, Department of Electrical Engineering, Cape Town. 
 

Abstract.   This paper presents the comparative results of load flow studies on HVAC and hybrid HVAC-HVDC 
transmission lines. Three different software packages are used to conduct this investigation, namely DigSilent, 
Matlab PST and Matlab PSAT. A two-area four-machine system model is used to validate the results obtained 
from the three software packages.  
 
Key Words: Power transmission, PSAT, PST, DigSilent, HVAC-HVDC transmission. 

Proceedings of the 19th Southern African Universities Power Engineering Conference
SAUPEC 2010, University of the Witwatersrand, Johannesburg TOPIC C. POWER SYSTEMS

Pg. 153 Paper C-8



 
Figure 2: HVDC monopolar configuration 
The voltages at the converter stations are given by 
[1]:  

( )
3 2 cosDC R SV V α
π

=   (5)  

( )
3 2 cosDC I RV V β
π

=   (6) 

where 
VDC(R)- rectifier DC voltage 
 VDC(I) - inverter DC voltage 
α - rectifier firing or delay angle, 
β - inverter advance angle 
The firing angle is normally α < 18º [2]. 
 
The current flowing through the DC link is given as 
[1]: 

( ) ( )DC R DC I
d

cr L ci

V V
I

R R R
−

=
+ +

  (7) 

where 
Id - HVDC current 
Rcr - rectifier resistance 
RL - line resistance 
Rci - inverter resistance 
 
The power output at the rectifier is hence given by: 

dRDCRDC IVP )()( =    (8) 
   
The reactive power consumed by the converter 
stations is between 50% and 60% [1, 3] of the 
converted power, and is given by  

( )( ) ( ) tanDC R DC RQ P θ=   (9) 

where θ is the power factor angle 
 

3. SOFTWARE PACKAGES 
The software packages used are briefly described 
below: 
 

3.1 DigSilent 
DigSilent stands for Digital Simulation and 
Electrical Network calculation program. It is a 
computer aided engineering tool that is widely used 
for industrial, utility, commercial and academic 
applications.  
DIgSILENT has the ability to simulate load flow, 
fault analysis, harmonic analysis and stability 
analysis for AC-DC systems. 
The load flow is performed using Newton Raphson 
method for power flow solutions [4]. 
DigSilent does not however allow the user to model 
the components from basic component levels, but 

gives a choice of built-in configurations that are 
already modeled. 
 
3.2 Matlab PST 
Power System Toolbox (PST) is Matlab run 
software that was developed by Joe Chow. It allows 
users to model components and perform AC-DC 
system analysis within Matlab. It consists of Matlab 
m-files, data files and power system application 
files. It provides dynamic models of machines and 
controls for performing damping controller designs, 
transient and small-signal stability simulations [5]. 
 
3.3 Matlab PSAT 
PSAT is a Matlab toolbox for static and dynamic 
analysis and control of electric power systems. It 
was developed by Federico Milano and is an open 
source software. 
PSAT includes power flow, continuation power 
flow, optimal power flow, small-signal stability 
analysis and time domain simulation tools. It uses 
Newton Raphson algorithm to perform power flow 
analysis. All operations can be assessed by means of 
graphical user interfaces (GUIs) and a Simulink-
based library provides a user friendly tool for 
network design [6]. 
 

4. CASE STUDIES 
Two case studies are investigated in this paper. The 
first is an HVAC consisting of a two-area system 
with four machines and two AC lines that transmit 
power from area one to area two. The results 
obtained from the different software packages are 
tabled with the results in reference [1] for 
comparison. The second is a parallel operation of an 
HVAC and an HVDC line. On the second case, one 
of the AC lines is changed by an HVDC line. Figure 
3 depicts the simple two area system used in 
scenario 1. 

4.1 HVAC system (scenario 1) 
This system is taken from [1].  

 
Figure 3: HVAC two area multi machine system 
 
The generators have been modelled using the 6th 
order machines. Each machine is rated at 900MVA 
and set to supply 700 MW (see appendix for 
machine data). Machines G1 and G2, connected to 
buses 1 and 2, are in area 1 and machines G3 and 
G4, connected to buses 3 and 4, are in area 2. These 
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two areas are connected through a weak tie. For the 
HVAC transmission line, Machine 3 is set to be the 
slack bus for this system and all other machines are 
modelled as PV buses. The machines are rated at 20 
kV and transmission lines are rated to 230 kV.  
There are 2 loads in the system, Load 1 = 976 + j100 
MVA in area 1 and Load 2 = 1767 + j100 MVA in 
area 2. To boost up the voltage in the system, 
capacitor banks Cap 1 = 200 Mvar and Cap 2 = 350 
Mvar are connected to the same buses as the loads. 
Area 1 and area 2 are connected by a double set of 
transmission lines that are 220km long. The lines are 
modelled as equivalent π circuits.  The parameters 
for the transmission lines are given in the Appendix.   
Power is transferred from area 1 to area 2 to supply 
Load 2 that is much bigger than the total generator 
capacity of area 2. 
 
Table 1: HVAC two area multi machine system voltage 
profile 

Elemen
t 

Rated 
Voltage 

(kV) 

Voltage magnitude and angle (pu) 
DigSile

nt 
PST PSAT Ref[1] 

Bus 1 20 1.03∠2
0.25° 

1.03∠2
0.25° 

1.03∠2
0.27° 

1.03∠2
0.20° 

Bus 2 20 1.01∠1
0.49º 

1.01∠1
0.51º 

1.01∠1
0.5º 

1.01∠1
0.5º 

Bus 3 20 1.03∠-
6.8º 

1.03∠-
6.8º 

1.03∠-
6.8º 

1.03∠-
6.8º 

Bus 4 20 1.01∠-
16.99º 

1.01∠-
16.99º 

1.01∠-
16.99º 

1.01∠-
17º 

Bus 5 230 1.01∠1
3.79º 

1.01∠1
3.79º 

1.01∠1
3.8º 

* 

Bus 6 230 0.98∠3
.71º 

0.98∠3
.71º 

0.98∠3
.72º 

* 

Bus 7 230 0.96∠-
4.7º 

0.96∠-
4.69º 

0.96∠-
4.68º 

* 

Bus 8 230 0.95∠1
8.56º 

0.95∠1
8.57º 

0.95∠1
8.56º 

* 

Bus 9 230 0.97∠-
32.15º 

0.97∠-
32.17º 

0.97∠-
32.15º 

* 

Bus 10 230 0.98∠-
23.73º 

0.98∠-
23.73º 

0.98∠-
23.73º 

* 

Bus 11 230 1.01∠-
13.43° 

1.01∠-
13.44° 

1.01∠-
13.43° 

* 

*: Not displayed in reference [1] 
 
Table 2: HVAC two-area multi machine system active 
power profile 

Element Active Power (MW) 
DigSilent PST PSAT Ref[1] 

Gen 1 700 700 700 700 
Gen 2 700 700 700 700 
Gen 3 719.05 719.11 719.09 719 
Gen 4 700 700 700 700 

HVAC 1 190.69 190.67 190.67 * 
HVAC 2 190.69 190.67 190.67 * 
Load 1 967 967 967 967 
Load 2 1767 1767 1767 1767 
Cap 1 0 0 0 0 
Cap 2 0 0 0 0 

*: Not displayed in reference [1] 
 
 

 

Table 3: HVAC two-area multi machine reactive power 

profile 

Element Reactive Power (Mvar) 
DigSilent PST PSAT Ref[1] 

Gen 1 184.64 185.26 185.01 185.00 
Gen 2 233.77 234.84 234.59 235.00 
Gen 3 175.6 176.26 176 176 
Gen 4 201.18 202.35 202.05 202.00 

HVAC 1 -53.17 -53.79 -53.56 * 
HVAC 2 -53.17 -53.79 -53.56 * 
Load 1 100 100 100 100 

Load 2 100 100 100 100 
Cap 1 200 200 200 200 
Cap 2 350 350 350 350 

*: Not displayed in reference [1] 
 
All generators supply 700MW except generator 3 
which supplies close to 719MW. The total power 
generated is approximately (2819 + j798) MVA for 
all the software packages, from which about half of 
this power is generated in each area. Since the 
1767MW load in area 2 cannot be fully supplied by 
what is generated in area 2, about 380MW is 
imported from area 1. Approximately 185Mvar is 
supplied from generator 1, 234Mvar from generator 
2, 176Mvar from generator 3 and 202Mvar from 
generator 4. Each of the lines carries half of the 
power to area 2. The negative sign on the 
transmission lines reactive power indicates that the 
respective lines are absorbing reactive power. The 
power generated in the different packages by all 
machines is very close to the values presented in the 
literature. 

4.2 HVDC system (scenario 2) 
The HVDC system is a monopolar 500 kV, 230 
MVA, 0.46 kA link with 12 pulse converters on both 
rectifier and inverter sides. This HVDC system is 
modified from the CIGRE benchmark model [7, 8]. 
The HVDC line is modeled as a π equivalent circuit. 
Each converter has its own converting transformer. 
The HVDC transmission line is 220km long and its 
parameters are given in the Appendix. To control the 
power transmitted across the HVDC link the 
rectifier is modelled using current control. Apart 
from the HVDC system, the rest of the structure of 
the system and the parameter is similar to the HVAC 
system. 
 

 
Figure 4: Hybrid two area multi machine system 
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Figure 4 depicts the parallel combination of the 
HVAC and HVDC transmission lines. The current 
control on the rectifier station is set to 0.4kA so that 
the power flow between the lines is quasi equally 
split.  The power flow results for this system are 
presented below. 
 
Table 4: Hybrid two area multi machine system voltage 
profile 

Element Rated 
Voltage 

(kV) 

Voltage and angle (pu) 
DigSilent PST PSAT 

Bus 1 20 1.03 
∠21.36° 

1.03 
∠21.43° 

1.03 
∠21.32° 

Bus 2 20 1.01 
∠11.51º 

1.01 
∠11.57º 

1.01 
∠11.48º 

Bus 3 20 1.03 
∠-6.8º 

1.03 
∠-6.8º 

1.03 
∠-6.8º 

Bus 4 20 1.01 
∠-16.87º 

1.01 
∠-16.88º 

1.01 
∠-16.86º 

Bus 5 230 1.00 
∠14.86º 

1.00 
∠14.92º 

1.00 
∠14.83º 

Bus 6 230 0.97 
∠4.64º 

0.96 
∠4.68º 

0.97 
∠4.6º 

Bus 7 230 0.94 
∠-4.02º 

0.94 
∠-4º 

0.94 
∠-4.06º 

Bus 8 230 0.93 
∠-18.31º 

0.93 
∠-18.33º 

0.93 
∠-18.33º 

Bus 9 230 0.96 
∠-32.19º 

0.96 
∠-32.23º 

0.96 
∠-32.18º 

Bus 10 230 0.98 
∠-23.67º 

0.98 
∠-23.69º 

0.98 
∠-23.66º 

Bus 11 230 1.01 
∠-13.38º 

1.01 
∠-13.39º 

1.01 
∠-13.38º 

Rectifier 500 1.01 
∠0º 

1.01 
∠0º 

* 

Inverter 500 1.01 
∠0° 

1.01 
∠0° 

* 

*: No display of the results in PSAT 
 
The voltage magnitudes for machines 1 and 3 are 
1.03pu and 1.01pu for machines 2 and 4. The lowest 
voltage for this syetem is 0.93pu on the HVAC line 
at bus 8. The voltages on the DC side of the rectifier 
and inverter are 1.01pu respectively in DigSilent and 
Matlab PST. Matlab PSAT does not display the 
voltage profile for the HVDC converter stations.  
 
Table 5: Hybrid two area multi machine system active 
power profile 

Element Active Power (MW) 
DigSilent PST PSAT 

Gen 1 700 700 700 
Gen 2 700 700 700 
Gen 3 712.06 712.27 712.09 
Gen 4 700 700 700 

HVAC Line 187.43 187.15 187.04 
HVDC Line 201.1 201.25 201.96 

Rectifier 202.09 202.24 202.95 
Inverter 201.1 201.25 201.96 
Load 1 976 976 976 
Load 2 1767 1767 1767 
Cap 1 0 0 0 
Cap 2 0 0 0 

 

Table 6: Hybrid two-area multi machine reactive power 

profile 

 
The power generated by all machines with the 
exception of machine 3 in the hybrid system is 
700MW. Machine 3 produces roughly 712 MW, and 
the total generated power is approximately (2812 + 
j971) MVA. Machine 3 is supplying less power than 
in the HVAC system. This is due to the fact that the 
HVDC line only looses approximately 1.8MW 
losses while the HVAC line looses approximately 
9.2MW across all packages, hence more power is 
delivered to area 2 on the hybrid system. The HVDC 
line transfers approximately 201MW across all 
software packages. The reactive power obtained in 
Matlab PST is slightly higher when compared to 
DigSilent and Matlab PSAT. 
 

5. CONCLUSIONS 
For AC power flow, all software packages perform 
satisfactorily. The results for the voltage power 
profile for the HVAC system across all software 
packages agree with what is given in literature, 
hence validating their power flow results. 
Generators 1, 2 and 4 supply 700MW and the slack 
bus (generator 3) supplies close to 719MW. The 
voltage drop across the hybrid is a result of the 
interaction of a weak AC system with a DC system.  
The lack of reactive power, which is consumed by 
the converter stations, in the weak AC system leads 
to a fall in the AC voltage. The hybrid system is a 
combination of an HVAC and HVDC transmission 
systems. Generators 1, 2 and 4 each supply 700MW, 
and generator 3 supplies close to 712MW across all 
software packages as the HVDC has fewer losses 
than the HVAC transmission system. 
The active power generated by the hybrid system 
reduces by nearly 7MW overall across all packages. 
All software packages agree in the results obtained. 
Both for HVAC and a parallel combination, power 
flow studies can confidently be performed using any 
of the packages.  
Limitations: Matlab PST and PSAT do not allow 
HVDC systems to be modeled without an HVAC 
system in parallel connected to it.  Matlab PSAT 
does not display the results for the rectifier and 
inverter buses when the HVDC load flow is 
performed.  
Future work: All software packages will be used to 
perform small-signal and transient stability studies 

Element Reactive Power (Mvar) 
DigSilent PST PSAT 

Gen 1 216.79 219.56 217.03 
Gen 2 311.17 317.33 311.7 
Gen 3 192.94 195.02 193.53 
Gen 4 246.9 251.34 248.53 

HVAC Line -57.88 -58.53 -57.86 
HVDC Line 0 0 0 

Rectifier 62.76 43.68 47.629 
Inverter 77.24 77.02 56.028 
Load 1 100 100 100 
Load 2 100 100 100 
Cap 1 200 200 200 
Cap 2 350 350 350 
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on the HVAC and Hybrid two-area multi machine 
systems. 
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APPENDIX 

Synchronous generator data 
Xd = 1.8   X’d = 0.3   X’’d =0.25   Xq = 1.7   X’q = 
0.55   X’’q = 0.25   Xl = 0.2   Ra = 0.0025   T’do = 8s   
T’’do = 0.03s   T’qo = 0.4s   T’’qo = 0.05s   Asat = 
0.015   Bsat = 9.6   ψTI = 0.9   S1.0 = 0.039   S1.2 = 
0.223   KD = 0   H = 6.5(For machines 1 and 2)   H 
= 6.175(for machines 3 and 4) 
 
HVAC line parameters: 
R = 0.0529 Ω/km, X = 0.529 Ω/km and B = 3.371 
µS/km.  
Using an Sbase = 100MVA and a Vbase = 230kV, the 
equivalent parameters in per unit values are 
 R = 0.0001 pu, X = 0.001 pu and B = 0.00175 pu. 
 
HVDC line parameters: 
R = 0.0281 Ω/km, X = 0.02 Ω/km, B’ = 0.44 µS/km. 
Using a Sbase = 230MVA and a Vbase = 500kV, the 
equivalent parameters in per unit values are  
R = 0.000025 pu, X = 0.000022 pu and B = 
0.000021 pu. 
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1. INTRODUCTION 

Power systems are expected to deliver electrical 
energy continuously to the customer as and when 
necessary [1]. For this reason, power systems are 
designed as meshed systems with redundancy 
occurring at different points in the network. The 
power system components are usually overdesigned 
so that they are operated at levels below their design 
capacity in order to decrease the probability of 
failure. Intelligent protection systems minimise or 
eliminate power outages and interruptions in case of 
faults. All these precautionary measures are used to 
ensure that the network is able to deliver electrical 
energy continuously to the customer. With all these 
efforts, still outages and blackouts occur. In the year 
2003 there were six blackouts within five different 
countries that affected approximately 112 million 
people. All these occurred in a period of six weeks 
[2]. This was certainly an unacceptable level of 
reliability in power systems across the globe. 
Blackouts and power interruptions have a negative 
impact on the economy, environment and safety in 
general [3]. Some other factors that contribute to a 
need for reliable distribution systems include: 

(i) Sensitivity of loads to poor power quality 
(voltage and frequency deviations) and supply 
interruptions [4].  

(ii) Implementation of reliability standards by state 
regulatory authorities [5].The implementation 
of reliability standards stems from concern from 
agencies as they anticipate that deregulation 
will have negative impact on reliability [6]. 

Power systems reliability evaluation is concerned 
with power outages and interruptions [7]. This 
assesment can be subdivided into two key studies: 
system security and system adequacy [1]. Power 
system security describes the ability of the system to 
respond to system disturbance. The way in which the 
system would respond to a lightning strike for 
example, is a security problem. Power system 

adequacy on the other hand, evaluates if a network 
has sufficient facilities to supply the customers load 
demands and is associated with static conditions. 
Proper generation, transmission and distribution 
capacity all relate to power system adequacy [1]. 
Most statistical reliability analysis techniques 
available address power systems adequacy [1]. Power 
system security can however be assessed and 
reference [8] presents this assessment by using fuzzy 
logic.  

Techniques that can be used to evaluate the reliability 
of distribution systems are subdivided into analytical 
and simulation techniques. Simulation methods 
recreate the actual process and systems random 
behavior. This is done to estimate the reliability 
indices [1]. Analytical approaches represent the 
system by a mathematical model and compute 
reliability indices from the mathematical equations 
[6].  In this paper, both analytical and simulation 
techniques are used to determine the reliability of the 
Roy Billinton Test System (RBTS). Failure Mode 
and Effect Analysis (FMEA) is used as the analytical 
technique and Monte Carlo Simulation (MCS) is 
used as the simulation technique.  The objectives of 
this paper are to use Monte Carlo Simulations and 
Failure Mode and Effect Analysis (FMEA) to 
evaluate the reliability of bus 4 on the Roy Billinton 
test system (RBTS);  and also to evaluate  the 
reliability of a real network, a typical network in 
Cape Town, using Monte Carlo Simulations. 

 
2. DEVELOPMENT OF PREDICTIVE 
RELIABILITY ANALYSIS TECHNIQUES 

2.1 Failure modes and effect analysis (FMEA) 

FMEA analyses the potential failures of components 
in order to determine the effects that these have on 
the system [7]. This method essentially evaluates the 
different contingencies. FMEA method is 
demonstrated here by the network shown in figure 1 
below.  
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TECHNIQUES IN DISTRIBUTION NETWORKS 
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 This network consists of a feeder with distributors 
and load points connected to them. The feeder has 4 

 
Figure 1: Simple network with 4 load points [9] 

sections labelled 1-4 as shown in figure 1. The 
distributors are labelled 5 – 8. The network has fuse 
gears (F) at the tee-point in each lateral distributor. A 
circuit breaker (C) connects the feeder to bus 1. 
Switches are provided to isolate faulted part of 
network whenever faults occur. There are 4 load 
points labelled A, B, C and D. The operating 
procedure for the network is as follows: If any 
section of the main feeder fails, then the circuit 
breaker will be activated and all load points will be 
without supply. When this happens, the relevant 
switches will be opened to isolate the faulted part of 
the network. Then the circuit breaker will reclose and 
supply to healthy parts of the system will be restored. 
The faulted part of the system will only be restored 
once the component is repaired. If one of the 
distributors fails, the fuse gear will isolate the fault 
and hence only the local load point will be affected. 
To simplify the evaluation, it is assumed that the 
circuit breaker and the fuse gears do not fail.  

FMEA is used to evaluate the contingencies of each 
of the 8 components failing and to see how this 
affects the load points. The network in figure 1 is a 
series network and therefore series equations can be 
used to calculate the load point indices. These 
equations are as follows [9]:  

 
               (1) 

            (2) 

                               (3)         

Using the component failure rate, component outage 
time and switching time, the FMEA table can be 
computed. Below is a reduced version of the table for 
the network in figure 1. Only load point A is 
represented here. 
The following are to be noted: 

(i) The rows of Table 1 represent components 1 to 
8. The columns represent the indices for each 
load point.  

      Table 1: FMEA table for load point A 

Component no. Load pt A 

 λ 
(f/yr) 

r (hours) U (hours/yr) 

1 0.2 4 0.8 

2 0.1 0.5 0.05 

3 0.3 0.5 0.15 

4 0.2 0.5 0.1 

5 0.2 2 0.4 

6    

7    

8    

Overall  1 1.5 1.5 

 
(ii) If the component failure affects a particular load 

point, then the indices are inserted (U is 
calculated using equations) into the columns of 
that load point and the row of that component. 
If a component failure does not affect that load 
point, then the columns of that load point and 
the row of that component will be blank. For 
example, failure of components 6-8 do not 
affect load point A so the three columns for 
load point A are blank in rows 6-8. 

(iii) The outage time can either be the repair time or 
switching time. This is determined by the load 
point being evaluated and its location in the 
network. For example, when evaluating load 
point A, if component 2 fails, the outage time is 
equal to switching time. But if component 1 
fails, the outage time is equal to repair time. 

(iv) The last row of the table is the actual value of 
the different indices of the load points. These 
actual values of the different load point indices 
are calculated using the series equations. The 
FMEA table ensures that only the indices for 
the components that affect load point failures 
are included in the calculation. The failure rate 
of load point A for example is given by the 
summation column 1 of load point A (0.2 
+0.1+0.3+0.2+0.2=1) 

2.2 Monte Carlo Simulation (MCS) 

MCS essentially creates an artificial history of the 
system. Predictable and random behaviour of the 
systems components are modelled and these models 
are used to simulate the system’s behaviour (with 
respect to reliability). The load point indices are 
calculated using data collected in this artificial 
history [10].  
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The following algorithm is used for implementing 
MCS [9]: 

1. Generate a random number 
2. Convert this number into a value of up time 

using a conversion method on the appropriate 
TTF (Time to Failure) distribution of the 
component.  The method of conversion is 
detailed in [11]. 

3. Generate a new random number. 
4. Convert this number into a value of repair time 

using a conversion method on the appropriate 
TTR (Time to Repair) distribution. The method 
of conversion is detailed in [11]. 

5. Repeat steps 1 – 4 for the desired simulation 
period. In order to obtain distributions, this 
should be a period of time which is able to 
capture the outage events under consideration. 
According to [9], a period of one year is usually 
sufficient for radial systems. 

6. Repeat steps 1 – 5 for each component in the 
system. 

7. Repeat steps 1 – 6 for the desired number of 
simulated periods. These steps create scenarios 
from which the load point reliability indices can 
be deduced. The principles of the subsequent 
procedure are as follows: 

8. Consider the first simulated period lasting n 
years. 

9. Consider the first component (feeder section or 
lateral distributor). 

10. Deduce which load points are affected by the 
failure of this component.  

11. Count the number of times this component 
fails during this period. Let this be N. The 
failure rate is calculated as follows:   

                     (4) 

12.  Evaluate the total down time of the load point. 
This will equal the total downtime (i.e. repair 
time) of the component if it cannot be isolated 
and the load point restored to service by 
switching. If the component can be isolated, the 
down time of the load point is taken as the total 
time to restore the load point by switching. The 
latter value can be considered either as a 
deterministic value of time or itself sampled 
from an assumed distribution . 

                            

          Table 1: System Indices For Base Case of  RBTS 
 

In either case, define the value as , total 
time taken to restore the load point in n – year 
period. 

13. The average down time is given by:  
                 (5) 

13. The annual unavailability (U) is given by: 
                                                      (6) 

14. Steps 8 – 13 create the first row of the FMEA 
(table 1) for one simulated period. 

15. Repeat steps 9 – 14 for each system component 
to produce the complete the FMEA table. 

16. Calculate the load point indices from the FMEA 
table using the equation for series system. This 
set of indices represents one point on each of the 
probability distributions.  

17. Repeat steps 8 – 16 for each of the simulated 
periods. This produces a series of individual 
points from which the complete probability 
distributions can be determined. Generally, these 
distributions are plotted as frequency histograms 
or probability distributions. 

18. The average values, standard deviations and any 
other statistical parameter of these distributions 
can be evaluated. 

3. RESULTS 

Reliability of bus 4 of the RBTS and a real network 
in Cape Town are evaluated in this paper. Three case 
studies are performed for the RBTS. These cases are 
variations of how the network can be operated and 
maintained. The RBTS network and network 
parameters are reported in [12]. 

3.1 Base Case for RBTS 

In this case the network has alternate supply, fuse 
gears, switches and faulted transformers are repaired. 
Table 2 shows the system indices for the base case. 
The load point indices for the base case are can be 
found in table A1 in the appendix and are discussed 
below. The MCS expected values for the load point 
indices are simulated over a period of 10000 years.   

This is done in order to increase the data (total 
number of failures, time to failure, time to repair) 
computed in the simulation and hence increases 
accuracy of the results at the end of the simulation. 
This however increases the simulation time which is 
a disadvantage.  
It took 54 seconds to simulate for a long feeder. The 
computational time for the analytical method was 

Feeder 
number 

SAIFI 
(Interruptions/customer yr) 

SAIDI 
(hrs/customer yr) 

CAIDI (hrs/customer 
interruption) 

ENS (kWhr/yr) 

 MCS FMEA MCS FMEA MCS FMEA MCS FMEA 
1 0.3010  0.301 3.4772 3.4681 11.5526 11.521 1.2216e+004 1.22E+04 
2 0.1895 0.1896 0.3759 0.3759 1.9836 1.98286 1.3210e+003 1.32E+03 
3 0.2932 0.2933 3.4685 3.4683 11.8281 11.8266 1.2006e+004 1.20E+04 
4 0.3076 0.3075 3.4776 3.4746 11.3058 11.2987 1.3943e+004 1.39E+04 
5 0.1863 0.1863 0.3726 0.3727 1.9996 2 1.1177e+003 1.12E+03 
6 0.1950 0.195 0.3640 0.364 1.8668 1.86667 1.2659e+003 1.27E+03 
7 0.2966 0.2967 3.4687 3.4723 11.6932 11.7045 1.2456e+004 1.25E+04 
Overall 
system 

0.3 0.2938 3.4672 4.3619 11.5676 22.5541 5.43E+04 5.43E+04 
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negligible. The maximum error in the MCS results is 
0.00603%. This error was the error in outage time at 
load point 2. 

The highest failure rate is 0.311 f/yr. This failure rate 
occurred on several load points connected to feeder 4 
(via distributors). It is also noted that feeder 4 is a 
long feeder with the most number of components and 
load points. Feeders 1, 3 and 7 have comparable 
failure rates (all comparable to feeder 4) and are also 
long feeders containing many components. The 
lowest failure rate was 0.179 which occurred on 
feeder 5, load point 28. It is also noted that feeder 5 
is a small feeder with fewer components. Feeders 2 
and 6 have comparable failure rates (comparable to 
feeder 5) and are also short feeders with fewer 
components.  

The longest outage time was 12.0044 hours, which 
occurred in load point 14, feeder 3. This feeder is one 
of the long feeders but has slightly less number of 
components than feeder 4. Feeders 1, 4 and 7 have 
comparable outage times (comparable to feeder 3). 
These feeders have 11/0.415 kV transformers on 
their distributors. These transformers are repaired 
whenever they fail with an outage time of 200 hours.  

The lowest outage time was 1.8135 hours which 
occurred in load point 29, feeder 6. Feeders 2 and 5 
have comparable outage times (comparable to feeder 
6). These 3 feeders do not have 11/0.415 kV 
transformers on their distributors. Consequently, 
feeders 1, 3, 4 and 7 have load points with the highest 
unavailability. Feeders 2, 5 and 6 have load points 
with lower unavailability i.e. higher availability. 

Feeders 1, 3, 4 and 7 supply power to load points 
with residential and commercial customer types. 
These feeders have comparable SAIFI, SAIDI and 
CAIDI. This follows from the similarities in the load 
point indices and also from the similarity in number 
of customers. The ENS of these feeders is also 
comparable in that they are of the same order of 
magnitude ( kWhr/yr). This is partly due to the 
fact that these feeders have load points with 
comparable unavailability indices and also due to the 
fact that these load points have comparable average 
loads. Similarly, feeders 2, 5 and 6 have comparable 
SAIFI, SAIDI, CAIDI and ENS. These feeders 
supply power to load points with small users. Figure 
2 below shows the failure frequency histogram for 
load point 1. The expected failure rate of load point 1 
is 0.295 f/yr. This means that it is expected that 1 
failure will occur every 3.38 years. The failure 
frequency distribution is shown in figures 2.  The 
failure duration distribution is in figure 3. 

This duration distribution spans over a wide range of 
duration times. The expected outage duration is 
11.731. It can be seen from the distributions above 
that the outage duration can be as high as 22 hours . 
This is the extreme case and the probability of this 
happening is less than 0.01.   
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Figure 2: Failure frequency distribution 
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Figure 3: Load point 1 failure duration distribution 

3.2 Case 2 of RBTS 

Case 2A: In this case the network has alternate 
supply, fuse gears, switches; and faulted transformers 
are replaced. The difference between this case and 
the base case is that faulted transformers are replaced 
instead of repaired. The input data for the transformer 
repair time thus decreases from 200 hours (which 
was used for the base case) to 10 hours. All other 
data do not change and are the same as in the base 
case. Case 2A uses overhead lines as in the base case. 
Case 2B uses cables. When cables are used, the 
failure rate of all the lines in the network decreases 
from 0.065 failures/year.km (base case) to 0.04 
failures/year.km. The repair times of all the lines in 
the network increases from 5 hours to 30 hours. All 
the data used in this case and all other cases was 
taken from reference [12].  

Comparing these results to the base case results, it is 
observed that there is a negligible change in SAIFI.  
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The overall system SAIDI decreases from 3.4672 
hrs/customer yr to 0.6209 hrs/customer yr. This 
drastic change is due to the decrease in SAIDI on 
feeders 1, 3, 4 and 7. These feeders were affected 
because they have the 11/0.415 kV transformers on 
their distributors and the short replacement times on 
their transformers changed SAIDI.  Note also that 
CAIDI and ENS on these feeders also decrease and 
hence overall system CAIDI and ENS decrease. 
Feeders 2, 5 and 6 are not affected (as they have no 
distribution transformers connected to the 
distributors). 

Case 2B: Comparing the results of case 2B to Case 
2A, it is observed that SAIFI decreases for all 
feeders. This is because cables are less prone to fault 
than overhead lines (i.e. the failure rate of the cables 
is lower). However, SAIDI increases. This is due to 
the increased outage time of the cables (since cable 
repair rate is low). CAIDI and ENS increase. CAIDI 
increased because the failure rate decreased and 
Unavailability increased. ENS increased because the 
total unavailability of the all load points increased.  

3.3 Case 3 of RBTS 

Case 3A: In this case it is assumed that there is no 
alternate supply, no fuse gears, no switches and 
faulted transformers are repaired. In Case 3A, the 
network is designed using overhead lines. In Case 
3B, the network is designed using cables. It is 
observed that all system indices increase and are very 
high compared to the previous cases. 
Case 3B: SAIFI decreases as compared to case 3A 
but is still higher than all other cases. It decreases 
because the cables are less prone to fault than 
overhead lines (i.e. the failure rate of the cables is 
lower). It is however still higher than other cases 
because this case has the worst system conditions. 
SAIDI increases just like in case 2B. In this case 
however, SAIDI is higher than all other cases 
because this case has the worst system conditions.  
CAIDI and ENS also increase and are higher than all 
other cases. Just like in case 2B, CAIDI increases 
because the unavailability increases and failure rate 
decreases when compared to case 3A. ENS increased 
because the total unavailability of the all load points 
increased.  

3.4 Typical Cape Town  network 

The data of a typical Cape Town network was used 
to calculate the component indices of all the 
components in the network. The calculated 
component indices served as the input data to the 
MCS. Table 3 shows the results of the simulation of  
the  network. 

Load points G, H, I and G have the highest load point 
indices. These load points are all connected to the 
same feeder. This feeder was the longest feeder in the 
reduced network. These load points are expected to 

experience approximately 1 failure every two years 
for duration longer than 4 hours.  

Table 3: Results for the Typical Cape Town network 

Load 

 

λ (f/yr) r (hrs) U (hrs/yr) 

E 0.2960 3.0000 0.8879 

F 0.2949 3.6236 1.0685 

G 0.4799 4.3673 2.0959 

H 0.4798 4.3691 2.0963 

I 0.4798 4.3531 2.0889 

J 0.4799 4.3673 2.0959 

K 0.3966 5.5687 2.2083 

L 0.3963 5.0892 2.0171 

M 0.3961 5.0551 2.0024 

N 0.1575 1.6494 0.2598 

O 0.1574 1.6454 0.2590 

 

4. CONCLUSIONS 

MCS had the major disadvantage of high 
computational time. MCS can however yield 
distributions which show how the indices vary.  Both 
MCS and FMEA are suitable for computing system 
and load point indices, however if distributions are 
not required, it is better to use FMEA. For example, 
if a cost/worth analysis was carried out for industrial 
customers with critical processes or commercial 
customers with non-linear cost functions then 
distributions would be required [14].  

4.1 Reliability of RBTS 

(i) In all study cases, feeders 1, 3, 4 and 7 were 
identified to have the highest load point and 
system indices. The reason for this was that 
these feeders have many components which can 
fail and affect load points connected to these 
feeders. These feeders therefore are the least 
reliable section of the RBTS based on the 
indices used. 

(ii) It is better to replace transformers instead of 
repair them from a duration of interruption 
point of view. Feeders 1, 3, 4 and 7 SAIDI, 
CAIDI and ENS reduced significantly when 
transformers were replaced instead of repaired. 

(iii) Cables reduce load point failure rate and feeder 
SAIFI. They however increase SAIDI, CAIDI 
and ENS. It is therefore better to use cables for 
customers that have less tolerance (based on 
their needs) for number of interruptions but can 
tolerate fewer interruptions for longer durations.  

(iv) The way the network is operated and the 
protection and isolating components affect the 
reliability of a network drastically. Case 3 had 
the worst indices because the protection and 
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isolating devices were removed and there was 
no alternative supply. 

(v) The failure frequency distribution for load point 
1 (base case) showed that there is a greater than 
0.95 probability of having 0 failures in a year 
and the probability of having 1 failure was less 
than 0.05.  

(vi) The failure duration distribution for the base 
case for load point 1 showed that the durations 
of failures varied over a wide range and the 
expected value had a low probability. This 
lowers the confidence in the expected value. 

4.2 Reliability of  the Typical Cape Town Network 

Based on the results in section 3.4, the following load 
points are the worst performing load points in the 
typical Cape Town network: G, H, I and J.  

 

5. RECOMMENDATIONS 

This paper demonstrated how predictive techniques 
can be used to evaluate the reliability of a network. 
The information that can be obtained from such 
studies can help planners, designers and managers in 
South Africa to make the following decisions: 
Selection of components and design type, 
Maintenance philosophy and Protection schemes.  

Although reliability is a very important topic and 
deserves attention and focus, it is not enough just to 
evaluate the reliability of a network. Planners, 
designers and managers of distribution systems have 
to make decisions based on both the reliability of the 
network and the associated customer and utility 
costs.  It is therefore recommended to investigate the 
customer and utility cost associated with the different 
levels of reliability in cases 1 to 3 of the RBTS.  

Any reliability improvement program planned for   
the typical Cape Town network in this study should 
give load points G, H, I and J priority.  
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Load 
point 

Failure rate (f/yr) Outage time (hrs) Unavailability (hrs/yr) 

MCS FMEA %DIFF. MCS FMEA %DIFF MCS FMEA %DIFF 

Feeder 1 
1 0.295 0.295 0 11.731 11.666 0.00561 3.455 3.436 0.00562 
2 0.304 0.304 0.00148 11.521 11.452 0.00603 3.501 3.484 0.00469 
3 0.295 0.295 0 11.6466 11.666 0.00162 3.43 3.436 0.00157 
4 0.308 0.308 0.00033 11.4069 11.384 0.00203 3.509 3.501 0.00234 
5 0.304 0.304 0.00049 11.4729 11.452 0.00183 3.492 3.484 0.00222 
6 0.307 0.308 0.00195 11.3867 11.384 0.00026 3.495 3.501 0.00154 
7 0.305 0.304 0.00115 11.4462 11.452 0.0005 3.487 3.484 0.00073 

Feeder 2 
8 0.182 0.182 0 1.861 1.8571 0.00208 0.339 0.338 0.00178 
9 0.192 0.192 0.00078 2.0163 2.0169 0.00032 0.386 0.387 0.00116 
10 0.195 0.195 1.4E-16 2.066 2.0667 0.00032 0.403 0.403 0.00025 

Feeder 3 
11 0.298 0.298 0.00084 11.7414 11.724 0.0015 3.493 3.491 0.00076 
12 0.295 0.295 0 11.7407 11.798 0.00485 3.457 3.475 0.00501 
13 0.295 0.295 0 11.8049 11.798 0.00059 3.477 3.475 0.00058 
14 0.285 0.285 0.00018 12.0044 12.031 0.00219 3.419 3.426 0.00191 
15 0.295 0.295 0 11.8273 11.798 0.00249 3.483 3.475 0.00253 
16 0.285 0.285 0.00088 12.0012 12.031 0.00245 3.42 3.426 0.00162 
17 0.294 0.295 0.00068 11.8007 11.798 0.00023 3.474 3.475 0.00029 

Feeder 4 
18 0.311 0.311 0.00016 11.2224 11.233 0.00097 3.486 3.491 0.00125 
19 0.301 0.301 0.00066 11.4169 11.435 0.0016 3.439 3.442 0.0009 
20 0.31 0.311 0.00113 11.2268 11.233 0.00058 3.485 3.491 0.00176 
21 0.311 0.311 0.00048 11.2619 11.233 0.00255 3.498 3.491 0.00202 
22 0.301 0.301 0.001 11.4261 11.435 0.0008 3.442 3.442 8.7E-05 
23 0.311 0.311 0.00048 11.2317 11.233 0.00014 3.489 3.491 0.00059 
24 0.311 0.311 0.0008 11.2473 11.233 0.00125 3.498 3.491 0.00193 
25 0.301 0.301 0.00066 11.4586 11.435 0.00204 3.446 3.442 0.00128 

Feeder 5 
26 0.189 0.189 0.00053 2.0326 2.0345 0.00093 0.383 0.384 0.00052 
27 0.192 0.192 0.00026 2.0857 2.0847 0.00046 0.4 0.4 0.00038 
28 0.179 0.179 0.00084 1.8745 1.8727 0.00095 0.335 0.335 0.00194 

Feeder 6 
29 0.192 0.192 0.00078 1.8135 1.8136 3.3E-05 0.348 0.348 0.00101 
30 0.202 0.202 0.0005 1.9704 1.9677 0.00135 0.397 0.397 0.00202 
31 0.192 0.192 0.00078 1.816 1.8136 0.00135 0.348 0.348 0.00187 

Feeder 7 
32 0.301 0.301 0.00066 11.6464 11.608 0.00331 3.504 3.494 0.00272 
33 0.301 0.301 1.8E-16 11.6255 11.608 0.00151 3.5 3.494 0.00157 
34 0.288 0.288 0.00069 11.9024 11.906 0.00032 3.43 3.429 0.00026 
35 0.301 0.301 0.00133 11.6012 11.608 0.00058 3.496 3.494 0.00063 
36 0.288 0.288 1.9E-16 11.9208 11.906 0.00122 3.433 3.429 0.00122 
37 0.301 0.301 0.00033 11.6205 11.608 0.00108 3.499 3.494 0.00146 
38 0.288 0.288 0.00069 11.9331 11.906 0.00226 3.434 3.429 0.00143 
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1. INTRODUCTION 
A circuit breaker is "a mechanical device capable of 
making, carrying and breaking currents under normal 
circuit conditions and also making, carrying for a 
specific time and breaking currents under specified 
abnormal circuit conditions such as those of short-
circuits" [1].  The definition describes a circuit 
breaker’s purpose in an electrical circuit.  For this 
specific reason, this device has been used in most 
electrical circuits for more than a century.  This paper 
focuses on a special type of circuit breaker, the 
generator circuit breaker (GCB).  This circuit breaker 
is classified as a medium voltage breaker with a high 
current application.  The circuit breaker is used in the 
circuit directly between the generator and the 
generator (step-up) transformer.  This paper evaluates 
circuit breaker literature, specific characteristics of 
GCBs, compiles a reliability analysis, and the 
resulting capital and operational costs were 
evaluated.  With this evaluation the aim was to 
determine the feasibility of the using of a GCB in 
various layouts.  This paper aims to clarify and 
quantify these effects and impacts in a practical 
simulation.   
 
The implication of installing a GCB is to improve the 
protection of the generator and associated equipment.  
This circuit breaker facilitates additional changes 
within the power station layout, changing the capital 
cost and the reliability of the layout.  In this paper, 
these questions and the interaction of various 
elements will be quantified and evaluated, resulting 
in a practical layout of a power station.  The effect of 
the using of a GCB will finally be determined by the 
comparison of the layouts with and without a GCB 
using the cost and availability of the system.   

2. LITERATURE STUDY 

2.1 Generator circuit breakers 

This circuit breaker is located between the generator 
and the step-up transformer in generating stations.  
These breakers are usually for generators between 50 
MVA and 1 800 MVA, and the primary goal is to 
protect the generator and transformer in a fast, 

economic and reliable way.  The operation of the 
circuit breaker is complicated as they should be able 
to carry load current of 6.3 kA to 40 kA.  These 
circuit breakers should also be able to break 
enormously large short-circuit currents, up to 275 
kA.  GCBs belong to the medium voltage range of 
circuit breakers, but due to the high transient 
recovery voltage the circuit breakers should 
incorporate high voltage breaker design principles.  
The X/R ratio of the fault current may be very high.   
 
Another requirement for GCBs is the direct 
performance implications to the generating plant, 
increasing the need for reliable and repeatable 
operation.  The availability of a power plant is thus 
an essential performance indicator, and with a GCB 
included within a generating system the differential 
protection zones ensures maximum selectivity [3].  
This ensures that generator fed short-circuit current is 
interrupted within 40 ms and limits damage to the 
step-up transformer [3].  These requirements are 
aggravated due to the possibilities of switching out-
of-phase currents or low power factor loads.  An 
advantage is the relative ease of synchronisation on 
the generator voltage level in relation to 
synchronisation on high voltage levels [4].   
 
Associated with the lower voltage levels, is the 
extreme high current levels continuously carried by 
the GCB.  This breaker must be able to break 
generator and system fed short circuits in the shortest 
possible time.  The pressure build-up through 
breaking fault currents of 200 kA can result in 
premature failure of the device [3].  Therefore, 
overpressure relief valves are essential to generator 
breakers to limit the mechanical damage associated 
with pressure build-up.  The opposite to high 
pressure is the lack thereof; this can occur with 
breaking of small currents and thus the normal puffer 
principles still needs to exist to resolve this problem 
[3].   
 
The most important components of a GCB are the 
arcing contacts.  The design and construction of this 
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device is critical to the life expectancy of the GCB.  
This contact material has to withstand the repeated 
plasma conditions over the lifetime of the breaker 
[3].  This material should also not vaporize with the 
arc exposure as this will contaminate and degrade the 
insulating gas.  To further complicate this seemingly 
simple device, the mechanical stability is also 
important.  These devises have to stay in position and 
ensure minimal power losses through the balance of 
repulsive and attractive forces, or anti-parallel and 
parallel current paths [3].   
 
To extend the life and the capabilities of a GCB 
thermal aspects of normal and fault conditions should 
be considered.  The heat generated by the continuous 
current through the device must be less than the 
capability of the insulating resins to withstand heat.  
These effects can be limited by optimising the design 
to limit heat generation, using an external housing to 
dissipate heat through cooling fins, and an 
encapsulated design to limit external field strength 
leading to heat generation [3].  This generated heat 
can limit the life of a circuit breaker dramatically due 
to the degrading of the insulation.  New insulation 
have been developed to withstand temperatures of 
105 oC for 30 years to prolong circuit breaker life [3].   
 
One of the greatest differences between generator 
breakers and medium voltage circuit breakers is the 
effects of the X/R ratio of the power system.  This 
causes a high magnitude of DC components within 
the fault current, creating some difficulty because the 
current does not pass through zero [5].  Most circuit 
breakers are rated to break their rated symmetrical 
current at a maximum X/R ratio of 17.  The X/R ratio 
partly determines the needed opening time, 
maximum RMS current and the time constant of the 
system, and is a critical requirement associated with 
GCBs as high X/R ratios are regularly associated 
with faults close to large generators.  High X/R ratios 
can cause high alternating current exponential 
components, and high DC components.  To ensure 
the generator breaker specified in the system is 
designed to withstand and is capable of interrupting 
system faults, the rating of the breaker must be 
adapted to the system conditions.   

2.2 Generator operation modes 

Beyond the normal operating conditions of 
conducting the normal generator current, GCBs are 
also required to synchronise the generator with the 
system and in other cases switch no-load currents.  
This is critical as the overvoltages resulting from 
closing an unloaded line, opening an isolating switch 
and breaking low inductive and capacitive currents 
can cause damage to equipment [2].  Overvoltages 
can be controlled through external or internal devices 
to limit the effects on insulation systems.   
 
When closing any circuit breaker within a system the 
load and parameters of the network changes resulting 
in the “shift” in the power system to accommodate 
these changes.  The equipment connected through the 
circuit breaker can contain a trapped charge and 

result in additional overvoltages within the system.  
The factors that have an effect on the overvoltage are 
the length of the line, high source reactance, number 
of parallel-connected lines, switching unloaded lines, 
and re-closing after fault clearing.  When a single 
line-to-ground fault occurs there is significant charge 
stored on the other phases.  This charge creates the 
conditions that the line functions as a capacitor, and 
with the reconnection of the disconnected system the 
resulting overvoltage could be severe [2].   
 
Overvoltages can occur through interrupting small 
currents, as the capability of the circuit breaker is 
much greater than what is needed in short-circuit 
fault conditions.  Interrupting of small capacitive 
currents can cause the breaker to interrupt the current 
while the distance needed to prevent a re-strike or re-
ignition has not been reached.  This will result in the 
transient recovery voltage over the breaker to 
breakdown the dielectric medium of the breaker [2].  
This is due to the energy stored within the 
capacitance and the source side of the breaker 
oscillates according to the system frequency.  After 
the current reached zero, assuming peak voltage 
within the system due to capacitive load, the load 
side will continue the oscillating frequency and reach 
the maximum amplitude at reverse polarity a half 
cycle later.  This will result in a 2 p.u. to 2.5 p.u. 
voltage over the open contacts of the breaker 
depending on grounding configuration of the 
capacitors.   
 

 
Figure 1: Voltage escalation due to re-strikes during 
capacitive load switching [2]. 
 
As can be seen in Figure 1, a re-strike will result in 
an in-rush current, due to the inductance within the 
system and aim to swing the capacitor voltage to the 
system voltage.  A second interruption on the 
following zero crossing of the applied voltage on the 
capacitor will be 3 p.u. and result in an applied 
voltage of 4 p.u. over the opening circuit breaker 
contacts assuming no damping within the system [2].  
This can result in damage to the circuit breaker, 
capacitor or unloaded line due to severe over-
voltages applied to the system.   
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The same scenario can be applied to switching low 
inductive currents with a greatly oversized circuit 
breaker.  This will also cause the current to be 
interrupted while the contact is not sufficiently 
separated to withstand the recovery voltage, but due 
to the expected damping within the system the over-
voltages will under normal conditions not exceed the 
2 p.u. level.  Although breakers that can interrupt the 
high frequency re-strike or re-ignition current, it can 
cause the build-up of magnetic energy within the 
system inductance load, while the contact movement 
advances, creating the opportunity for a re-strike to 
occur at higher voltage levels.  This scenario can 
occur after the high frequency re-strike is interrupted 
and the system voltage is recovering over the 
contacts, this can then result in another re-strike.  
These consecutive re-strikes can cause the build-up 
of energy stored within the inductance of the load 
and this results in the cumulative rise in overvoltage 
within the system.   

2.3 Simulations 

To understand the impact of a GCB on the protection 
within a generating station, the situation was 
simulated to identify the effect various faults and the 
protection system have on the system performance.  
The system consisted of a 200 MW generator with a 
GCB feeding a 250 MVA step-up transformer and a 
10 MVA unit transformer.  The station transformer 
was connected to a simulated load of the appropriate 
size.   
 
The basic elements of the power station simulation 
include: 
Generator: P = 200 MW; V = 11 kV; I = 13.13 kA, 
H = 3 s; Piron = 1/300 p.u. and Rneutral = 1200 p.u. 
Generator Transformer: S = 250 MVA, X = 14%;  
V = 11 kV/400 kV; Piron = 1/200 p.u.; Pload = 0.01 p.u. 

Simulated HV Load: R = 800 Ω; L = 0.8 H 
 

Simulated Faults: 
single phase-to-earth and three phase-to-earth faults 
Fault locations = Generator terminals, primary (LV) 
transformer terminals, load terminals 

Fault resistance = 1 mΩ phase-to-earth 
 
The system was modelled after a steady state was 
reached after 1 s, and after another 0.5 s a fault was 
applied to one of the locations.  Depending on the 
location, the relevant circuit breaker will operate with 
a 40 ms time delay, and the other breakers 160 ms 
later.  Within the simulated system three circuit 
breakers are present: the GCB, unit transformer LV 
circuit breaker and the HV circuit breaker of the step-
up transformer.  Various faults were applied to the 
simulated system with and without the GCB, thus 
determining the system response.   
 
In the scenario of the fault applied to the load side of 
the HV busbar, independent of type of fault, the 
response to the fault current is similar.  As the supply 
of the energy is isolated in similar fashion the in- or 
exclusion of a GCB has limited effect.  Large 
differences in results occur when a fault is applied to 

the generator side of the HV circuit breaker.  This is 
due to no circuit breaker not interrupting the supply 
from the generator.   
 
To demonstrate the impact of this scenario, see figure 
2, 3, 4 and 5.  The study was conducted with a three 
phase-to-ground fault.  In both scenarios the fault 
results in a dramatic decrease in system voltage and a 
rise in fault current.  The fault current has a high DC 
offset resulting in the exponential decay of the fault 
currents, as a result of the high X/R ratios in the 
system.   
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Figure 2: Voltage output of the simulated generator 
without a GCB 
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Figure 3: Simulated fault current without a GCB 
installed 
 
The generator and the step-up transformer could 
possibly be damaged as the extremely high currents 
must be withstood for prolonged periods.  The 
simulation results only display the decay over a 0.1 s 
period, but the decay will continue until the energy 
stored within the system is dissipated.   
 
In figure 4 and 5 on the other hand, a similar three-
phase fault, results in similar magnitude fault 
currents, but the difference resulting from the 
additional protection provided by the GCB can be 
seen in the duration of the fault current.   
 
This minimizes the impact of a failure within the 
transformer differential zone, the consequential 
damage to the generator and limits the down time due 
to such a fault.  The transient recovery voltage is 
shown in figure 4.  This is due to the change from 
loaded to unloaded conditions.  The increase in 
recovery voltage is the result of the high X/R ratio 
when the load is disconnected.  The transient 
recovery voltage (TRV) is less the 2 p.u., but as 
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explained in previous sections can be dramatically 
higher depending on the load conditions.  Normally 
the rated short time withstand voltage is 
approximately 5 p.u. for GCBs due to the occurrence 
of high X/R ratio faults close to the generator 
terminals.   
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Figure 4: Generator terminal voltage with GCB 
installed 
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Figure 5:  Simulation outputs of fault currents with a 
GCB 
 
This is not the case when the fault is on the generator 
terminals and where the interrupted current through 
the GCB only forces the system contribution to zero, 
but does not isolate the fault.  In this case, the effect 
of GCB is limited.  For this reason, the effects of 
various layouts with and without GCBs should be 
evaluated, incorporating in addition to the protection 
of the system the cost, ease of operation, availability 
and mean time to repair of a layout.   
 
In short, the GCB reduces the risk associated with 
faults occurring between the step-up transformer high 
voltage terminals and the generator output terminals.  
Furthermore, the protection system can be more 
selective and effective.  This also reduces the risk of 
consequential equipment failures due to prolonged 
exposure to fault conditions.   

3. GENERATION LAYOUT ANALYSIS 

Figure 6 shows a thermal power station layout 
without a GCB.  With this configuration, or a similar 
derivative, the areas where differential protection is 
needed are for five differential zones, i.e. each 
transformer and the generator has its own differential 
zone and the overall differential zone that includes 
the generator, the generator transformer and the unit 
transformer.  Within a unit-configured system, the 
station transformer usually supplies auxiliaries on 

start-up or shutdown of the generator unit.  These 
transformers can be utilised for various units in a 
power station, resulting in a cost saving.   
 

 
Figure 6: Layout of a thermal power station without a 
GCB 
 
The scheme in Figure 6 also requires rapid 
changeover equipment, to transfer the auxiliary load 
fed from the station transformer to the generator fed 
unit transformer, using as high-speed bus transfer 
(HBT) system [6].  This device evaluates the voltage 
on the unit board busbar and ensures the quick and 
timely switching between the supplies.  This device 
monitors the status of the various controlled circuit 
breakers and uses three distinctly different algorithms 
to achieve this changeover [6].  The first option after 
the change signal is received is a change of supply 
within the angle window.  This automatic changeover 
usually occurs within approximately 100 ms, to limit 
the voltage amplitude and phase angle difference, 
and the current on breaker closure.  The second 
option allows switching to occur at a complete phase 
rotation cycle, but within set phase angle and voltage 
limits.  If the load is not transferred, the remaining 
option is to transfer the supply when the residual bus 
voltage is below 30%.  This transfer equipment is 
required in all layouts without a GCB.   
 
If a GCB is included in the layout of a generating 
station the station transformer and associated HV and 
LV breakers can be eliminated.  If a non-unity 
configuration is used, a station transformer can be 
inserted as a standby supply for multiple generating 
units.  Costs are reduced as the number of 
transformers, high voltage breakers and control 
equipment is reduced.   

4. RELIABILITY ANALYSIS 

To compare the available time to generate power 
between various power station layouts, an analysis of 
the availability and reliability of the various 
components was done.  The IEEE recommended 
practice for the design of reliable industrial 
commercial power systems [7] was used to determine 
the availability and reliability of layout in generating 
stations.   
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The failure rate and mean time to repair per 
component was used to determine the system failure 
rate and mean time to restore plant.  For the major 
components functioning in series, the failure rates 
directly affect other components, but for components 
in parallel, this is not the case, as the system as a 
whole will only be affected if both the systems fails 
at the same time.   
 
For the comparison, the units (see table 3) will be 
evaluated as parallel units and operated as totally 
independent entities.  The reliability data in table 1 
was used and the entire system unit was evaluated as 
a whole unit in parallel with a similar unit.   
 
Table 1: Results of unit configuration of parallel unit 
with and without GCBs 

 

Dual Unit 
Layouts 
without 
GCBs 

Dual Unit 
Layouts 
with GCBs 

Failure rate 
of layout 0.00788603 0.00354509 

per 
year 

Downtime 
per failure 79.9 82.8 Hours 

Reliability 0.99214498 0.99646118 p.u. 

Availability 0.99992809 0.99996651 p.u. 

Downtime 
per year 0.63 0.29 

Hours 
per 
year 

 
Using parallel units to produce power decreased the 
failure rate dramatically.  Although this is true for 
both the evaluated scenarios, in this case the less 
equipment required for the layout with GCB means 
are a more reliable method of generating power.  The 
advantages of such fully redundant system, although 
substantial, are not feasible as the cost overshadows 
the benefits.  A more practical approach is to have 
two units share one station transformer to limit costs.  
This configuration was compared with a unit-
configured station with GCBs included, but with a 
single station transformer as a backup system.  
Although the layout with the GCB has more 
equipment that could possibly fail, the layout results 
in the station transformer serving as a parallel supply 
to the unit transformer.  This parallel system is of low 
probability to fail and is the main reason for the 
better performance of this system (see table 3). 
 
From the results the addition of a GCB does not in 
any way degrade the reliability or dramatically affect 
the repair time of generator station equipment.  The 
addition of a GCB and either the decreased 
importance or the total exclusion of the station 
transformer and associated equipment relates to a 
significant increase in reliability and availability of 
generation systems.  This was attributed to the 
decreased equipment need for the system to function 
in any one unit.  The possibility of creating 
redundancy within the system if the standard 
configuration is followed with the addition of the 
breakers further increases the system capability.  

Through the evaluation of the tested data from the 
suppliers [5] and the practical data obtained from the 
IEEE recommended practice [7] the results obtained 
from all evaluations with GCBs included were 
validated.  The effect of the parallel components was 
dramatic in the improvements in reliability and 
availability of the plants as a whole.  This concept 
can rarely be achieved or sustained in practise.  This 
is due to the initial cost for installation of additional 
capacity, and the rapidly growing demands for 
electricity engulfing most or all redundant capacity.  
The preventative expansion of power station capacity 
is also not as feasible as the theory might suggest.   

5. COST CALCULATIONS 

To complete the analysis of various power station 
layouts the effects of the cost on the choice of 
implementing GCBs were determined.  From the 
reliability data tables the failure rate and the mean 
time to repair were used.  The initial cost of each of 
the layouts and reliability cost for each layout was 
compared.  A plant delay time of 10 hours per start 
up was assumed, irrespective of the cause of the 
delay [7].  The IEEE recommends an average 
revenue of R120 000/h, variable cost of R105 000/h 
and expenses of failures amounting to R300 000 is 
applied to resolve this unreliability cost.  The sent-
out generating capacity was assumed to be 97% at 
R0.95/kWh.  Assuming a 30% marginal income on 
all sales of electricity delivered to the network, this 
amounts to R55 005/h lost due to plant delays.  Delay 
time for a power station also reduces some variable 
expenses due to the station downtime.  Thus, if 
assumed that 25% of cost of generation can be saved 
after the marginal income was deducted from the cost 
of a kWh, the saving due to not producing power 
amounts to R32 086/h.  Finally, an approximation is 
required to estimate the cost per failure of a 
generating plant, and is a fixed value of R110 000 
was chosen and a 10-hour start-up time is required 
per failure.  To ensure that the capital investment of a 
power station can be returned to the investors within 
20 years including the interest, a return on investment 
of 12% was used to meet this requirement.   
 
To evaluate the impact on capital cost only the 
differences were considered, i.e.  the inclusion of the 
GCB and the exclusion or sharing of the station 
transformer.  Thus, to evaluate the impact the 
increased availability resulting form the additional 
investment cost these elements should considered 
(see Table 2).  All cost was obtained as budget quotes 
from various suppliers and conversion rates of 
R7.50/$ and R10.50/€ were applied.   
 
From Table 2 it is clear for the scenario in Figure 6, 
where the station transformer and the associated 
breakers are exchanged for a generator breaker that 
the least capital cost option was to include the GCB.  
The capital cost as well as the costs due to failures 
must be evaluated.  According to IEEE [7] the 
standard analysis to determine the cost of power 
stations is performed as indicated in Table 3.  
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Through the time to repair, income lost and variable 
cost gained through the delay duration, the cost of 
downtime can be established.  With the addition of 
all the variable expenses incurred and the failure 
rates, the cost per annum can be obtained.  By adding 
the capital expenditure per layout, included a return 
on investment of 12%, a total cost per annum was 
calculated.  The results show that the lowest cost of 
the unit configuration included a GCB.  The 
evaluation proves that the additional capital spent 
GCBs is similar to the loss in production capacity of 
the unit without a GCB.   
 
Table 2: Summary of budget quotations for power 
station equipment 

 Type Cost 

GCB 12 kV, 100 kA R3 000 000 

HV Breaker 420 kV R1 375 000 

MV Breaker 72 kV R165 000 

Generator 
Transformer 

250 MVA, 
12/400 kV 

R34 500 000 

Unit Transformer 20 MVA, 
12/6.6 kV 

R4 900 000 

Station 
Transformer 

20 MVA, 
400/6.6 kV 

R12 500 000 

6. CONCLUSION 

In this study various aspects of circuit breaker 
technology was investigated, to assist in the 
evaluation of the generator circuit breaker (GCB) as 
an option in a power station layout.  The effect, 
extent and the cost implications of using a GCB were 
evaluated.  The evaluation focused on the 
combination of individual pieces of equipment and 
the effect of including and excluding a GCB on the 
reliability, availability and mean time to repair of the 
power station.  An example using a 200 MW 
generator was used to demonstrate the significant 
advantages of including a GCB in the power station 

topology, despite its cost.  Using a GCB means less 
equipment, shorter fault current duration, less 
damage during faults and improved functionality. 
 
The choice of interrupting medium is based in the 
size of the unit, using vacuum up to 100 MVA, SF6 
for units producing fault currents up to 200 kA and 
for the extreme cases air blast circuit breakers can be 
used.   
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Table 3:  Summary of costing data for all evaluated solutions 

Descriptions 

Dual Thermal 

layout without 

GCB 

Dual Thermal 

layout with 

GCB 

Dual Thermal 

layout without GCB 

with single station 

transformer 

Dual Thermal 

layout with GCB 

and single station 

transformer 

R = average time to repair failure 79.88 82.75 248.61 67.93 

S = plant start up time per failure 10 10 10 10 

R + S 89.88 92.75 258.61 77.93 

Gp - Xp= income lost per hour of plant 
downtime – variable expenses saved 

R22 919 R22 919 R22 919 R22 919 

(R+S)(Gp-Xp) R2 059 935 R2 125 711 R5 927 010 R1 786 056 

Xi = Variable expenses per failure R110 000 R110 000 R110 000 R110 000 

Sub Total R169 9345  R2 235 711 R6 037 010 R1 896 056 

Failure rate per year 0.007886032 0.003545092 0.094847063 0.004407044 

X = Annual Sub total cost R17 112 R7 926 R572 593 R8 356 

F = Capital investment excluding generator R109 960 000 R87 880 000 R95 920 000 R101 920 000 

CF = Fixed investment charges (12%) R13 195 200 R10 545 600 R11 510 400 R12 230 400 

G = X + CF Minimum requirement per year R13 212 312 R10 553 526 R12 082 993 R12 238 756 
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EVALUATION OF SHUNT REACTIVE COMPENSATION OF LINE 

VOLTAGE 

F M Welgemoed, H J Beukes 

University of Stellenbosch, Dept. of Electrical and Electronic Engineering, Stellenbosch, South Africa 

Abstract. This paper discusses the mitigation of voltage-dips on 400V three phase transmission lines using a shunt 

connected voltage source inverter (VSI).  Compensation is done by injecting reactive power at the end of a radial 

transmission line where the voltage is to be regulated.  Space vector pulse width modulation (SV-PWM) based 

control is implemented in the static reference frame.  A predictive current controller and dual proportional integral 

(PI) voltage controllers are used to successfully control the converter.  Parts of this paper include: theory on this 

compensation method, controller design, simulations results and practical implementation results. 

Key words. Reactive Compensation, Voltage Source Inverter, var Control, Regulation 

 

1. INTRODUCTION 

Voltage dips are classified into various categories 

based on the depth and duration of the dip [1].  

According to the NRS-048 a dip is generally 

classified as a reduction in voltage to a level below 

0.9 pu lasting longer than 20 ms and shorter than 3 

seconds.  An under-voltage event is classified as a 

reduction in voltage to below 0.85 pu for more than 3 

seconds.  This reduction in the amplitude of the 

voltage may be for either one, multiple or all three 

phases. 

Voltage dips are generally caused by network faults.  

The large currents in fault conditions cause a voltage 

drop across the transmission line impedance.  Where 

the transmission line is very long or it has high 

impedance, the connection of much smaller loads can 

cause equally large voltage dips.  This reduction in 

voltage is then experienced by customers further 

down the line. 

Whatever the class or origin of the dip, a reduction in 

the supply voltage at a customer may cause damage 

to voltage sensitive equipment or cause interruptions 

in the working of such equipment. 

To prevent this, the voltage has to be regulated to 

within a few percent of the nominal voltage. 

In this paper only balanced voltage dips are 

considered, which means that the reduction in the 

voltage amplitude is the same for each of the three 

phases.  In practice, large loads that cause voltage 

dips are usually balanced three phase loads.  

The voltage VF at the end of the radial transmission 

line, under discussion here, can be effectively 

regulated by loading the line with the correct reactive 

load [2].  Shunt-connected controllable var 

generators can be used to supply this variable 

reactive load.  Using a controllable var generator 

ensures that steady-state and dynamic voltage 

regulation can be achieved.   

The var generator discussed in this paper is a three 

phase IGBT voltage source inverter (VSI).  It draws a 

small amount of active power to compensate for 

losses in the inverter while supplying or consuming 

reactive power [2]. 

It is well known that reactive compensation can be 

implemented by means of a VSI.  The generation and 

absorption of reactive power by means of a VSI is 

achieved by generating a voltage at the inverter 

output that is in phase with the supply voltage.  By 

varying the magnitude of the generated voltage 

reactive power is either absorbed or generated by the 

inverter [2].  When the inverter voltage magnitude is 

greater than that of the supply voltage a lagging 

(inductive) current is drawn from the supply while a 

leading (capacitive) current is drawn when the 

opposite is true.  The inverter is thus either seen as a 

reactor or capacitor by the ac network.  The value of 

this so called capacitance or inductance is 

proportional to the amplitude of the generated 

inverter voltage.  

If we assume that the amount of active power drawn 

by the inverter is negligible compared to its 

maximum rating the maximum amount of reactive 

power is available for compensation.  The maximum 

voltage dip that can be handled can then be 

calculated from this amount of available power and 

the transmission line impedance. 

In this paper a 250kVA, 3 phase VSI and 800V dc 

bus is implemented for this purpose. 

 

2. CONTROL ALGORITHM DESIGN 

Using the Clarke-transformation, equation (1), the 

three phase voltages and currents can be represented 

as vectors in the stationary (αβ) reference frame [3]. 
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Figure 1 shows the filter voltage space vector, VF, in 

the αβ plane.  The active and reactive reference 

currents can be set up accordingly based on their 

angular relationship with VF and their magnitudes.   
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Figure 1 – Space vector representation of the active and reactive 

currents with respect to the filter voltage. 

 

It is then obvious that active current vector should be 

in phase with the voltage vector and that reactive 

current vector should be 90° out of phase with 

respect to the voltage vector. 

 

2.1 Current Controller 

A predictive (dead-beat) current controller is 

designed for the VSI to operate in the stationary 

reference frame.  Analysis of the inverter output 

filter, figure 2, is the key to the predictive controller 

[4].  Unlike [4] a more detailed version of the output 

filter is used by not neglecting the series resistance of 

the filter inductor. 

 

Figure 2 – VSI output filter inductor and equivalent series 

resistance. 

 

Simple circuit analysis produces equation (2). 

�� − �� = �� ���� + "�#�                                                                   (2) 

Further manipulation leads to the control algorithm 

for the dead-beat current controller as shown in 

equation (3).  There are, however several issues, 

beyond the scope of this paper, that need to be 

addressed before this controller can simply be 

implemented.  These include the prediction of the 

filter voltage at instance k+1 and the handling of the 

reference current with respect to the calculation 

delay. 

The discrete predictive control algorithm is 

calculated to be:  

��$%&' + 1( = )�*+ ,#-.�$% &'( − /1 − -�*+)� 0	 #�$%&'(1 + /1 − -�*+)� 0 ��$%&'( +
                          + ��$%&' + 1( − /1 − -�*+)� 0 ��$%&'(                                     (3) 

 

Where: 

VC is the voltage generated by the inverter, 

VF is the filter output voltage, 

IF is the filter current, 

IREF is the filter reference current,  

LF is the filter inductance, 

RF is the filter inductor’s series resistance, 

Ts is the sample period (200µs). 

 

The reference current for the dead-beat controller is 

determined by two separate proportional and integral 

(PI) controllers.  The first is designed to regulate the 

dc–bus voltage at a steady 800V.  This controller 

thus generates an active current reference flowing 

into the inverter.  The design of this controller is 

beyond the scope of this paper and is thus not 

discussed here.   

The second PI controller is used to regulate the ac 

voltage at 400V and thus generates a reactive current 

reference.  The two reference currents are added in 

the alpha-beta plane to form a space vector 

representing both the active and reactive reference 

current.   The aim of the predictive controller is to 

generate a voltage at the inverter output that allows 

this reference current to be realized. 

 

2.2 Voltage Controller  

This second PI controller thus generates a reactive 

current reference which is either capacitive or 

inductive.  A capacitive current is drawn when the 

voltage is less than the reference while an inductive 

current is drawn when the voltage is higher than the 

reference.  With this PI controller the voltage error is 

calculated based on the amplitude of the space 

vector.  This is true for the assumption that the 

supply voltage is balanced and that the magnitude of 

the space vector is thus constant.  The reactive 

current is then based on the voltage magnitude error 

and is set to be 90 degrees out of phase with respect 

to the filter voltage. 

For a balanced three phase supply and transmission 

line impedance the reactive current (capacitive or 

inductive) required to maintain a certain voltage at 

the inverter will be balanced. 

By considering only reactive components the control 

diagram in figure 3 can be obtained.  XL=2πfL is the 

transmission line impedance and Hc, in figure 3, 

translates the filter voltage to the filter capacitor 

current. 
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Figure 3 – Reactive compensation control diagram.     

                                    

The constant kr is introduced to allow for a regulation 

slope.  This essentially adjusts the reference voltage 

when the converter is supplying larger reactive 

currents.  According to [2] this allows for a greater 

linear operating range of the VSI with a given 

maximum rating and a better defined operating point.  

By correctly choosing the value of kr a 3% deviation 

in the nominal reference voltage at 360 ARMS 

(reactive) is allowed as it is the aim here to regulate 

the voltage within 3% of the nominal value. 

The predictive current controller is assumed to have 

only a pure delay without any tracking error.  This is 

a valid assumption considering that calculation-delay 

compensation as well as dead-time compensation has 

been done to the controller.  The converter and the 

current controller are thus modelled as a pure delay 

with unity gain. 

With all parameters, except for the transmission line 

impedance, exactly known the PI controller gains in 

this loop can be calculated.  VREF is set to zero as the 

controller should be designed to optimally respond to 

variations in VS.  This is shown in figure 4, where 

disturbances, caused by network faults, are modelled 

as a variation ∆Vs in the magnitude of the voltage. 

 

Figure 4 – A single phase representation showing a three phase 

VSI used as a shunt compensator at the end of a radial 

transmission line. 

 

The loop is analyzed and the proportional and 

integral gains calculated using the weakest system 

impedance (minimum short circuit capacity).  This 

means that the controller should be stable for all line 

impedances lower than the designed value.  Here the 

load connected to the line at the point of 

compensation as well as the filter capacitance is 

ignored. 

Simplifying the control diagram in figure 3 as 

mentioned above, a transfer function describing the  

 

 

 

response of the system based on variation in filter 

voltage can be obtained.  Substituting the PI 

controller with a pure unity gain and considering the 

open-loop bode plot shows that the system is already 

stable.  Placing the zero has little effect on the 

magnitude plot but reduces the phase margin.  The 

phase margin is already sufficiently large and the 

effect of the zero does not pose a problem.  The gain 

of the PI controller needs to be set to achieve a 0 dB 

crossing that is as high as possible while still 

maintaining a sufficient gain margin.  A gain margin 

of roughly 20 dB is chosen for this design.  Figure 5 

shows the bode plot for this controller.  The effect of 

a variation in the transmission line impedance is 

shown in figure 6 when the transmission line 

impedance is reduced to 200 µH. 

 

Figure 5 – Bode plot of system with high transmission line 

impedance.  GM: 19.7dB PM: 94.6° f0dB: 31.3Hz. 

 

Figure 6 – Bode plot of system with low transmission line 

impedance.  GM: 33.7 dB PM: 108° f0dB: 6.01Hz. 
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3. SIMULATION AND EXPERIMENTAL 

RESULTS 

Simulation of the VSI and transmission line has been 

done in Simplorer.  Large loads were connected at a 

point on the transmission line between the grid and 

the point of regulation (PCC) as shown in figure 7.  

This is to simulate practical step changes in the 

voltage.  Although a step change in voltage is not 

very common in practice, it does provide a means to 

measure the performance, in terms of response time, 

of the compensator.   

 

Figure 7 – The system as set up for simulation and practical 

testing. 

 

Table 1: Simulation and Practical Test Parameters 

Symbol Value Description 

V(AC)REF 400 V AC Line Reference Voltage  

V(DC)REF 800 V DC Reference Voltage 

LF 400 µH Filter Inductance 

CF 100 µF Filter Capasitance 

L1 200 µH Line Inductance (part 1) 

L2 800 µH Line Inductance (part 2) 

R1 0.16 Ω Line Resistance (part 1) 

R2 0.004 Ω Line Resistance (part 2) 

Fs 5 kHz Swithing/Sample Frequency 

 

Figure 8 shows the RMS filter voltage when a load is 

connected without reactive compensation.  The 

voltage drops from almost 230 VRMS to 195 VRMS 

thus a 0.15 pu voltage drop.     
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Figure 8 – Filter RMS voltage during a dip without reactive 

compensation. 

 

Figure 9 shows the same plot as figure 8 but with 

reactive compensation being done.  As can be seen 

the voltage now does not drop below 216 VRMS and 

the voltage error is reduced to zero after just 45 ms. 

Figure 10 shows the voltage and current waveforms 

of one phase during this same time. 
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Figure 9 – Filter RMS voltage during a simulated dip with reactive 

compensation.  VREF: Fixed reference voltage. 
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Figure 10 – Filter voltage and current during a simulated voltage 

dip.  

 

Practical tests were performed to verify the working 

of the above described control.  The transmission line 

was simulated by using reactors and resistors of the 

same values as used in the Simplorer simulation.  

The load connected to generate the voltage dip is 

switched in by firing thyristors for 250 ms.  The 

voltage dip generated is exactly the same as the 

simulated dip in figure 8.  

Figure 11 shows the RMS filter voltage before, 

during and after the dip.  The RMS voltage has been 

calculated by moving a 20 ms window over 10 ms 

intervals as specified by the NRS-048 standard.  It is 

possible to determine the exact time it takes the 

system to reduce the voltage error to zero, but what is 

more evident is that the depth of the voltage dip is 

reduced substantially. 

Figure 12 shows the 3 phase voltages and one phase 

current during this time.  It can be confirmed that the 

practical test results coincide with the simulated 

results depicted in figure 9. 

 

Figure 11 – Filter RMS voltage during a practical test dip with 

reactive compensation. 
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Figure 12 – Filter voltage and current during a practical test dip 

with reactive compensation.  Ch1, Ch2, and Ch3: Phase voltages. 

Ch4: Current (÷10). 

 

4. CONCLUSION 

In this paper the concept of reactive compensation is 

explained.  A brief overview is given on the current 

control while the design of a PI controller for the 

regulation of the filter voltage is discussed in more 

detail.  The control was simulated and practically 

tested to verify its working and performance.  

Practical tests confirm simulation results.   

Despite critique that var generators have large 

transport delays [5], a shunt connected VSI can 

compensate for steady over and under voltage to well 

within the 3% specification.  Dynamic performance 

is however also important and as shown by the 

results, the magnitudes of the dips are reduced 

substantially.  Dips can thus be sufficiently 

compensated for with the response being dependant 

on accurate knowledge of the system parameters. 
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AC HARMONIC FILTER DESIGN METHODOLOGY 
FOR HVDC SYSTEMS  
 
WC Stemmet, J Smith & G Atkinson-Hope  
 
Cape Peninsula University of Technology, Electrical Engineering Department, P.O. Box 652, Cape Town, 8000  
 
Abstract.  The HVDC CIGRE benchmark network and published literature thereon discloses the use of harmonic 
filters and parameter values are given for the components. The methodologies on how to design the filters used is 
not disclosed. The focus of this paper is to identify the types of AC harmonic filters applied and to develop design 
methodologies for the CIGRE filter used. At both the converter stations, a combination of a 2nd order high-pass 
damped filter and a CIGRE C-type filter is identified. Methodologies were developed for these filters. The 
developed methodologies were compared and evaluated to ascertain discrepancies in filter components and results 
that arose due to the CIGRE using a non generalised C-type filter. The methodologies were adapted to 
accommodate these changes, and the results then became the same. The filter performances were evaluated in 
terms of the individual and total harmonic distortion indices and frequency sweeps. The filter design methodology 
was shown to be effective and can serve as a benchmark.  
 
Key Words: 2nd Order high- pass damped harmonic filters, C-Type filters, CIGRE HVDC Benchmark  

 
1 INTRODUCTION 

 
The CIGRE Benchmark was the first attempt to 
create a reference network for HVDC simulation 
studies.  The benefit of a reference network is that it 
allows for the comparison of different simulation 
methods, mostly control systems [3] and [4]. 
 
In 2006, a detailed modelling of the CIGRE 
benchmark using PSCAD software was published 
[9]. Little emphasis was placed on the design 
methodology of the harmonic filters at both ends of 
the converter stations. The CIGRE network does not 
include harmonic filters on its DC transmission 
network, only on the rectifier and inverter AC sides.    
 
The types of filters used and their parameters are 
given for the CIGRE network. The shortcoming in 
literature is that the design methodology for the filter 
types is not described. There is thus a need to 
develop a design methodology for these filter types 
and test this methodology by applying it to the 
CIGRE system. Also to demonstrate that the 
developed methodology leads to the parameter values 
that agree with 2nd order high-pass damped filter and 
a C-type filter used in the benchmark.  
 
 

 2 RESEARCH STATEMENT 
 
The emphasis of this paper is to develop a design 
methodology for the 2nd order high-pass damped and 
C-type filters for both the converter stations of the 
CIGRE HVDC benchmark, apply the methodology 
and compare the filter parameters to that of the 
published filter data.  The effectiveness of the filters 
will also be demonstrated through analysis of the 
results when the design is applied and simulation 
studies are conducted. 
  
 
 
 
 
 
 

3 CIGRE HVDC BENCHMARK 
 

The benchmark is a 12-pulse monopolar system with 
the following operating parameters: 500 kV,        
1000 MW and 2 kA. The rectifier is connected to a 
345 kV, 50 Hz, AC system and the inverter is 
connected to a 230 kV AC system [3].  
 
HVDC systems transfer bulk power using large 
nonlinear equipment (converter valves) causing 
harmonic penetration into its associated AC 
networks. Harmonic mitigation equipment has to be 
installed. With 12-pulse converters two techniques 
are used for mitigation, transformer configurations 
and harmonic filters. These techniques prevent 
harmonics from entering the rest of the power system 
[1] and [8]. Line commutated HVDC systems draw 
large amount of reactive power and therefore must 
have capacitive reactive compensation to supply the 
converters. To save costs this capacitor bank forms 
part of the harmonic filter design, thus reactive power 
compensation is provided by a combination of 
capacitor banks and harmonic filters [4].     
 
The focus for the research is to design high-pass 
damped harmonic filters for HVDC systems. In 
Figure 1, the typical configuration of these harmonic 
filters is illustrated: 
 

 
 
Fig.1: High-pass damped filters: (a) First order; (b) second order; 
(c) third order; (d) C-type 
 
The CIGRE benchmark uses the 2nd order high-pass 
damped filter (Figure 1b) and the C-type filter 
(Figure 1d) at both the rectifier and inverter ends. 
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Fig. 2:  CIGRE HVDC Benchmark 
 
 

4 MITIGATION SOLUTIONS 
 
4.1 Transformer vector groups 
The 12-pulse monopolar configuration for the 
benchmark is obtained by connecting two 6-pulse 
rectifiers in series. Six-pulse converters generate 
characteristic harmonic currents of the order: 
 

1±= nph             (1) 
 
Where n is any positive integer and p is the pulse 
number. The first mitigation technique is the use of 
transformer configurations to prevent the 5th and 7th 
harmonics penetrating into the AC system (primary 
side).  
 

 
 

Fig.3: Commutating transformer vector groups 
 
The total AC current flowing into the AC network 
has the following Fourier components shown in (2):  
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The AC current waveform contains characteristic 12- 
pulse harmonic currents (11th, 13th and higher) and 
the lower order 6-pulse harmonics (5th and 7th) are 
eliminated in the arrangement shown in Figure 3: 
 
4.2 Reactive power compensation 
The reactive power compensation for the converter is 
supplied by the capacitor bank and the two filters.  
 
The rating of a harmonic filter is defined by the 
amount of reactive power the filter supplies at 
fundamental frequency. The direction of reactive 
power flow in a HVDC system can be seen in Figure 
4. 

 
Fig. 4 HVDC Transmission Network Power Flow Diagram 

 
The power factor for a converter station is calculated 
by (3): 
 

( ) ( )( ) 8660
2

.coscoscos ≈
α + +α μ     (3) =φ

( )

 
For the benchmark the firing angle (α) is 15° and the 
overlap angle (μ) is 25°, thus the approximate power 
factor is 0.866 lagging. The amount of reactive 
power required for the converter station is often 
expressed as a percentage of the DC power to be 
transmitted and is given by (4) [8]: 
 

605770
1

1 ..
P
Q

tan ≈==φ        (4) 
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For CIGRE, a 1000MW is to be transferred from the 
rectifier side to the inverter side. Thus 600Mvar has 
to be supplied from the capacitor bank and the two 
harmonic filters connected to a converter station.  
  
 

5 METHODOLOGY 
 
The ideal objective for filter design is to nullify all 
waveform distortion; however, the ideal criterion is 
impractical for technical and economical reasons. A 
more practical approach is to reduce the distortion 
problem to an acceptable level. 
 
In a real world, characteristic harmonics occur in 
systems but when they are asymmetrical and 
unbalanced the converters also generate third 
harmonic currents. They pass through transformer 
configurations as they act like positive sequence and 
are not blocked.  In order to eliminate characteristic 
and low order harmonic currents, HVDC systems 
typically use C-type and 2nd order damped filters to 
eliminate all these harmonics.  
 
These types of filters (Figures 1 and 2) contain 
capacitors and the determination of amount of 
reactive power that they must supply needs initially 
to be fixed. From the CIGRE benchmark and (4) the 
converters requires approximately 600 Mvar. 
Allowing for tolerances the value of 625 Mvar is 
selected. The ratio for the contribution and from a 
cost point of view, the filters and the reactive 
compensation is as follows:   
 
• 40 %  from  second order high pass filter 
• 40 % from C-type high pass filter 
• 20 % from compensation capacitor bank 
 
Thus the two harmonic filters connected to the 
rectifier station contribute 500 Mvar (80 %), and 
assuming that the capacitance is equally divided 
between them, each filter should contribute 250 Mvar 
(40 %). The reactive power compensation bank 
contributes the remaining 20 % (125 Mvar). Similar 
approach is followed on the inverter side. 
 
Three methodologies are needed to be developed for 
the design of the filters for CIGRE benchmark:   
 
• 2nd order high-pass damped filter 
• General C-type damped filter 
• CIGRE C-type damped filter 
 
5.1 Second order high- pass damped filter 
• Step1: Filter design criteria for lowest 
characteristic harmonic order. The filter at the 
rectifier station is designed with the following 
parameters: voltage rating (V1) of 345 kV, reactive 
power (Q1) of 250 Mvar, angular velocity (ω) of 
314.159 rad/s, resonant harmonic order (hr) for the  
11th H/O and a  quality factor (q): 2.5, typically (0.5 
< q < 5).  
 

In Figure 5, are the configuration and the impedance 
characteristic for the filter: 

 
 
Fig. 5: 2nd order high-pass damped filter: (a) configuration; (b) 
impedance characteristic  
 
• Step 2: Obtain filter component values. The 
filter components are determined with the use of the 
following (5) to (10), [6], The capacitive reactance is: 
 

1

2
1

Q
V

X C =            (5) 

 
 The value for the capacitor (C1) is: 
 

CX
C

⋅
=
ω

1
1            (6) 

 
The inductive reactance is: 
 

2
r

C
L h

XX =            (7) 

 
The value for inductor is: 
 

ω
LXL =1             (8) 

 
The characteristic reactance is: 
 

1

1

C
L

XXX CLN =×=

qXR N

       (9) 

 
The value for the resistor is:  
 

              (10) = ×1
 
Step3: Compare harmonic filter parameters based on 
Step 1 to CIGRE published filter values. 
 
Harmonic filters are usually tuned slightly lower than 
the harmonic component to be filtered to provide a 
margin of safety in case there is some change in 
system parameters that would alter the resonant 
frequency. If they were tuned exactly to the resonant 
frequency of the system, changes in either 
capacitance or inductance with temperature or failure 
might shift the resonance from the harmonic 
component being filtered [8]. 
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Step 4: Redesign the filter to accommodate potential 
changes in system parameters. 
 
Step 5: Evaluate the performance of the filter. 
 
A similar methodology is followed to design the 2nd 
order high- pass damped filter at the inverter station, 
but at a different voltage level.  
 
 
5.2 General C-type damped filter 
Figure 6, shows the configuration and the impedance 
characteristic for a general filter of this type: 
 

 
 
Fig. 6: C-type damped filter: (a) configuration; (b) impedance 
characteristic  
 
It is necessary to first review the general design 
methodology. 
   
• Step 1: Filter design criteria for lowest 
characteristic harmonic order including the 
intermediate factor (m). The filter at the rectifier 
station is designed with the following parameters: 
voltage rating (V1) of 345 kV, reactive power (Q1) of  
250 Mvar, angular velocity (ω) of 314.159 rad/s, 
resonant harmonic order (hr) for the 3rd harmonic 
order, a quality factor (q) of 2.5, typically (0.5 < q < 
5) and an intermediate factor (m) of ∞. 
 
• Step 2: Obtain filter component values for the 
filter. The filter. The filter components are 
determined with the use of the (11) to (15), [5]: The 
capacitive reactance is: 
 

1

2
1

Q
V

X C =                     (11) 

 
The value for the capacitor (C2) is: 
 

CX
C

⋅
=
ω

1
2                (12) 

 
The value for the capacitor (C3) is: 
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The value for the inductor (L2) is: 
 

1
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The value for the resistor (R2) is: 
 

1

2
1

2 Qh
VqR

r ⋅
⋅

=

( )

               (15) 

 
• Step 3: Obtain the equivalent series tuned filter 
with the intermediate factor (m), (m ≥ 1). According 
to (17), these final parameters are based on the 
assumption that the factor (m), is infinite. 
 

122 −−= mmmmg

( )

            (16) 
 
If  m → ∞ , then (15) resolves to: 
 

50122 .mmm(limmglim
mm

=−−=
∞→∞→

       (17) 

 
This means there are no resistance (R2), in parallel, 
thus the C-type filter become a single tuned filter as 
shown in Figure 7.  
 

 
 
Fig. 7: Equivalent single tuned filter  
 
From the single-tuned filter (Figure 7) the following 
components can be calculated: The parameters (C3) 
and (LS) for the filter can be obtained using (18) to 
(21).   
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The inductor (LS) is calculated by: 
 

1
2

2
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From (20) and (21) the filter components of the 
general C-type filter can be obtained; 
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The value for the inductor (L2) is: 
 

2LLS =                 (21) 
 
A similar process was followed to design the general 
C-type damped filter at the inverter station, but at a 
different voltage level.  
 
 
5.3 CIGRE  C-type damped filter 
The CIGRE benchmark does not use the general C-
type damped harmonic filter. It uses the type shown 
Figure 8b.  
 

 
Fig. 8: C-type damped filters: (a) Section 4; (b) Default CIGRE 
benchmark   
 
The CIGRE has an additional resistance (R3) in the 
series tuned arm of the filter and its value needs to be 
determined. This is obtained using: 
 
The characteristic reactance is: 
 

3

2

C
LX N =                (22) 

 
Resistor (R3) is: 
 

S

N

q
X

R =3                (23) 

 
  

6 HARMONIC FILTER EVALUATION 
 
The methodologies are now applied.  
 
The 2nd order high-pass damped harmonic filter 
components are compared to that of the filter 
components provided with the CIGRE benchmark 
(Section 5.1, Step 3) is shown in Table 1.  
 
The respective design methodologies for the filters 
are applied, and to check the effectiveness the 
following equation is used: 
 

%
CIGRE

DesignCIGREChange% 100×
−

=        (24) 

 
 

TABLE 1: Comparison of the 2nd order high-pass harmonic filter 
components 

 
Rectifier 

2nd Order HP Filter 
Component Designed CIGRE |% Change| 

C1 (μF) 6.686 6.685 0.015 
L1 (H) 0.0125 0.0136 8.088 
R1 (Ω) 108.205 83.32 29.867 

Inverter 
2nd Order HP Filter 

Component Designed CIGRE |% Change| 
C1 (μF) 15.04 15.04 0 
L1 (H) 0.0056 0.0061 8.196 
R1 (Ω) 48.091 37.03 29.870 

 
TABLE 2: Comparison of C-type damped harmonic filters 

components 
 

Rectifier 
C-type damped filter 

Component Designed CIGRE |% Change| 
C2 (μF) 6.686 6.685 0.015 
C3 (μF) 53.49 74.28 27.989 
L2 (H) 0.1894 0.1364 38.856 
R2 (Ω) 396.75 261.87 51.506 
R3 (Ω) --- 29.76 --- 

Inverter 
C-type damped filter 

Component Designed CIGRE |% Change| 
C2 (μF) 15.04 15.04 0 
C3 (μF) 120.3 167.2 28.050 
L2 (H) 0.0842 0.0608 38.487 
R2 (Ω) 176.33 116.38 51.512 
R3 (Ω) --- 13.23 --- 

 
From Tables 1 and 2, it can be seen that the designed 
parameters differ from the CIGRE values, thus 
adapted filters need designing. To adapt the 2nd order 
high-pass damped harmonic filter it is required to 
change the design criteria. This is achieved by 
reducing the resonant harmonic order (hr) from 11 to 
10.55 and the quality factor (q) from 2.5 to 1.85.  
 
TABLE 3: Comparison of the 2nd order high-pass harmonic filter 

components 
 

Rectifier 
2nd Order HP Filter 

Component Re_designed CIGRE |% Change| 
C1 (μF) 6.685 6.685 0 
L1 (H) 0.0136 0.0136 0 

R1 (Ω) 83.487 83.32 0.2 

Inverter 
2nd Order HP Filter 

Component Re_designed CIGRE |%Change| 
C1 (μF) 15.04 15.04 0 
L1 (H) 0.0061 0.0061 0 

R1 (Ω) 37.11 37.03 0.2 
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With the C-type damped filter, Figure 8 (b), an 
additional resistor (R3) has to be added to the filter. In 
order to obtain similar results to that of the CIGRE 
benchmark model, the resonant harmonic order (hr) 
was increased from 3 to 3.5 and the quality factor (q) 
was decreased from 2.5 to 2.  For R3, a quality factor 
of 1.5 was used. The results are displayed in Table 4. 

IrecAC
2000.0

0.0

 
TABLE 4: Comparison of C-type damped harmonic filter 

components at both the rectifier and inverter station 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

 
Rectifier 

C-type damped filter 
Component Designed CIGRE |% Change| 

C2 (μF) 6.685 6.685 0 

C3 (μF) 75.22 74.28 1.27 
L2 (H) 0.1347 0.1364 1.25 
R2 (Ω) 272.06 261.87 3.89 
R3 (Ω) 28.21 29.76 5.21 

Inverter 
C-type damped filter 

Component Designed CIGRE |% Change| 
C2 (μF) 15.04 15.04 0 

C3 (μF) 169.23 167.2 1.21 
L2 (H) 0.0601 0.0608 1.31 
R2 (Ω) 120.91 116.38 3.89 
R3 (Ω) 12.54 13.23 5.21 

 
For the quality factor (qS) of 1.5 the error for R3 is 
approximately 5%. If the q-factor is adjusted, more 
accurately, then error will disappear.  
 
 

7 HARMONIC FILTER PERFORMANCE 
 
Now that the filter parameters have been established, 
the performance of the filters together with the 
reactive compensation and the AC network needs to 
be checked for effectiveness.  
 
The characteristic harmonic currents generated by the 
each of the 6-pulse converters at the rectifier side 
(commuting transformer secondary) are shown in 
Figure 9 and 10.  
 

IrecAC
2000.0

0.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

A [1]  1549.95  
Fig. 9: Harmonic currents at the commutating transformer 
secondary (Delta/Wye)  
 

A [1]  1549.72  
Fig. 10: Harmonic currents at the commutating transformer 
secondary (Wye/Wye)  
 
 
To demonstrate that the AC current waveform 
contains characteristic 12-pulse harmonic currents 
(11th, 13th and higher) and the lower order 6-pulse 
harmonics (5th and 7th) are eliminated at REC_AC is 
shown in Figure 11: 
 

IrecAC
2000.0

0.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

 A [1]  1930.8

Fig. 11: Harmonic currents at REC_AC  
 
 
The same characteristic 12- pulse harmonic currents 
(11th, 13th and higher) were present at INV_AC at the 
inverter side. 
 
To evaluate the combined performance of the 2nd 
order high-pass damped filter and the C-type filter at 
the rectifier and inverter sides of the HVDC system, 
the following voltage and current indices were used 
(25) and (26):  
 
Individual Harmonic Distortion (HD) is:  
 

%
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M

HD h
M 100
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×=             (25) 

 
The Total Harmonic Distortion (THD) is: 
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The harmonic voltage index results at REC_AC and 
INV_AC are shown in Tables 5 and 6. 
 
TABLE 5:  Harmonic voltage index results at REC_AC 
 

REC_AC 
Harmonic Voltage Index Results 
Index Design Adapted CIGRE 

HD5 (%) 0.018 0.018 0.017 
HD7 (%) 0.002 0.006 0.001 
HD11 (%) 0.622 0.777 0.778 
HD13 (%) 0.551 0.620 0.617 
HD17 (%) 0.003 0.001 0.002 
HD19 (%) 0.001 0.002 0.001 
HD23 (%) 0.432 0.347 0.348 
HD25 (%) 0.367 0.303 0.297 
THD (%) 1.008 1.101 1.103 

 
TABLE 6:  Harmonic voltage index results at INV_AC 
 

INV_AC 
Harmonic Voltage Index Results 
Index Design Adapted CIGRE 

HD5 (%) 0.012 0.031 0.074 
HD7 (%) 0.005 0.025 0.005 
HD11 (%) 0.484 0.606 0.619 
HD13 (%) 0.380 0.462 0.447 
HD17 (%) 0.004 0.006 0.004 
HD19 (%) 0.002 0.006 0.002 
HD23 (%) 0.440 0.339 0.355 
HD25 (%) 0.349 0.277 0.270 
THD (%) 0.836 0.915 0.894 

 
 
The harmonic current index results at REC_AC and 
INV_AC are shown in Tables 7 and 8. 
 
TABLE 7:  Harmonic current index results at REC_AC 
 

REC_AC 
Harmonic Current Index Results 
Index Design Adapted CIGRE 

HD5 (%) 0.022 0.040 0.026 
HD7 (%) 0.003 0.023 0.004 
HD11 (%) 4.444 4.376 4.392 
HD13 (%) 2.906 2.843 2.850 
HD17 (%) 0.007 0.008 0.008 
HD19 (%) 0.004 0.011 0.002 
HD23 (%) 0.966 0.957 0.975 
HD25 (%) 0.863 0.868 0.853 
THD (%) 5.467 5.378 5.397 

 
TABLE 8:  Harmonic current index results at INV_AC 
 

INV_AC 
Harmonic Current Index Results 
Index Design Adapted CIGRE 

HD5 (%) 0.005 0.018 0.042 
HD7 (%) 0.021 0.021 0.036 
HD11 (%) 3.393 3.365 3.447 
HD13 (%) 2.023 2.039 2.047 
HD17 (%) 0.006 0.005 0.010 
HD19 (%) 0.005 0.006 0.009 
HD23 (%) 0.951 0.930 0.958 
HD25 (%) 0.793 0.795 0.756 
THD (%) 4.145 4.131 4.203 

 

Small differences were found in the results obtained 
for the individual voltage and current harmonic 
distortion results, and similar results were obtained 
for the total voltage and current harmonic current 
distortion index results obtained at both REC_AC 
and INV_AC. The low percentage values 
demonstrate that the combined performance of the 
filters is effective proving that the developed design 
methodology for the filters is correct.  
 
To show the frequency response of the integrated 
HVAC/HVDC system that includes the AC source 
impedance, harmonic filters and reactive 
compensation, a frequency sweep study was 
conducted at both REC_AC and INV_AC buses in 
the network. 
 
The role of the AC source impedance on both the 
rectifier and inverter sides influences the 
performance of the harmonic filters used. Due to the 
nature of these impedances (R-R-L and R-L-L, 
configuration types, Figure 2, respectively) the 
resonant frequency point and the damping are 
effected.    The R-L-L type reveals a higher damping 
at the lower harmonic orders, thus sweeps are 
conducted to evaluate responses.  
 
In Figure 12 and 13, the frequency responses at 
REC_AC are displayed.  
 

 
 
Fig. 12: Impedance magnitude obtained at REC_AC  
 

 
 
Fig. 13: Impedance angle obtained at REC_AC  
 
From literature [3], a second harmonic resonance at 
the AC side should be present, due to the weak 
inverter side. From Figure 12, a harmonic resonance 
close to the 2nd harmonic order (94 Hz) can be seen 
for the designed harmonic filters as well as the 
adapted harmonic filters compared to the CIGRE 
harmonic filters, proving the work conducted. 
 
The process was repeated and in Figure 14 and 15, 
the frequency responses at INV_AC are displayed.  
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With HVDC systems typically there are two 
harmonic mitigation solutions, transformer vector 
groups and harmonic filters. These are reviewed and 
evaluated using the designed filters and the results 
demonstrated their effectiveness. The three 
methodologies were compared to ascertain 
discrepancies using a developed percentage change 
formula. Discrepancies were found and this was 
because general theory of filters is based on the 
elimination of the lowest characteristic harmonic 
order present. This is not true for the CIGRE 
benchmark, where filters are tuned to frequency other 
than a characteristic harmonic.       

 
 
Fig. 14: Impedance magnitude obtained at INV_AC  
 

 

 
Filter performance was evaluated in terms of voltage and 
current individual and total harmonic distortion index 
results and frequency sweeps. The filters effectively 
reduced distortion, by shifting resonant frequency points 
and by providing suitable damping. 
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1.  INTRODUCTION 

Penetration of wind turbines in distribution grids is 
increasing worldwide. The drive for cleaner energy 
sources, the economic opportunities presented for 
investors in the deregulated electric industry 
environment and the potential benefits for utilities 
(peak shaving, congestion alleviation, reduction of 
losses, better asset utilization, etc.) are contributing 
to this trend [11]. Over 13900 MW of capacity is 
now installed worldwide with an annual increase 
averaging 35.7% from 1998 to 2002 [6]. The most 
widely used wind turbine in wind farm is based on 
Doubly Fed Induction Generator (DFIG) due to 
noticeable advantages: the various speed 
generation, the decoupled control of active and 
reactive power and the improvement of the power 
quality [2, 10]. However, the integration of wind 
turbines to utility grids has given rise to different 
kinds of voltage and frequency instability problems 
other than the ones already reported for 
conventional vertically integrated grid operation. 
Hence there is ample need to adequately assess the 
impact of wind integration on network voltage and 
frequency stability. 
 

2.   INTEGRATION OF DFIG BASED WIND 
TURBINE 

 
Fig. 1 shows how a DFIG-based wind turbine is 
integrated to the grid [4]. The DFIG consists of a 
pulse-width modulated converter connected to the 
rotor side of the generator. The converter is 
connected to the three winding transformer before 
connecting to the grid [4]. The mechanical power 
generated by the wind turbine is converted into 
electrical power by an induction generator and is 
fed into the grid through the stator and the rotor 
windings [3]. The rotor winding is connected to the 

main grid by self commutated AC/DC converters 
allowing controlling the slip ring voltage of the 
induction machine in magnitude and phase angle 
[3]. 
 
 

 
Fig.1: Doubly Fed Induction Generator [4] 
 
In contrast to a conventional, singly fed induction 
generator, the electrical power of a DFIG is 
independent from the speed. This is because the 
rotor of the generator is connected to the grid by a 
back to back electronic inverter. This gives an 
advantage that only a part of the power production 
is fed through the inverter. That means the nominal 
power of the inverter system can be less than the 
nominal power of the wind turbine. In general the 
nominal power of the inverter is the half of the 
power of the wind turbine, enabling a rotor speed 
variation in the range of half the nominal speed. 
Hence, the DFIG can supply power at constant 
voltage and constant frequency while the rotor 
speed varies. Therefore, it is possible to realize a 
variable speed wind generator by adjusting the 
mechanical speed to the wind speed and hence 
operating the turbine at the aerodynamically 
optimal point for a certain wind speed range [3]. 
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3.  DFIG MODEL 
 

 
Fig.2: Equivalent circuit of the doubly fed induction generator 
[3] 
 
The equivalent circuit diagram for DFIG as shown 
in Fig. 2 is used to derive the basic modeling 
equations (1)-(3) as below: 
 
Voltage equations [3]: 
 

s ref
s s s s

n n

du r i j
dt

ψ ω ψ
ω ω

−
− − −= + +                             (1)   

 

r ref g
r r r r

n n

du r i j
dt

ψ ω ω ψ
ω ω

−
− − −

−
= + +           (2)   

 where, 
u-s  = stator voltage 
u-r  = rotor voltage 
ωn = nominal frequency  
ωg = angular speed of the rotor 
ωref  = dq - reference frame speed 
 
Equation of motion [3]: 
 

m elJ t +tgd
dt
ω

=                                                   (3)  

                                                                                                                                                                                                                                                                                   
Electrical torque is calculated from the stator 
current and the stator flux [3] using Equation(4) 
below: 

*
el -st Im(      )s iψ −=                                        (4)      

 
4.   PULSE WIDTH MODULATION (PWM) 

CONVERTER MODEL 
 
The rotor and grid side converters are self-
commutated PWM converters and are usually set 
up by six pulse bridges as shown in Fig. 3 [8].  

 
Fig.3: PWM converter [8] 

 

Assuming an ideal DC-voltage and an ideal PWM 
modulation (infinite modulation frequency), the 
rms value of fundamental frequency line to line AC 
voltage (UAC) and the DC voltage (UDC) can be 
related by Equation(5) as follows [8]: 
 

AC DC
3U U

2 2
pm=     (5)     

                                                                                                
The pulse width modulation factor Pm is the control 
variable of the PWM converter. Equation (5) is 
valid for 0 <= Pm < 1. For values larger than 1 the 
converter starts saturating and the level of lower 
order harmonics starts increasing [10]. 
 

5.  VOLTAGE STABILITY 
 

A network experiences a state of voltage instability 
when there is a progressive or uncontrollable drop 
in voltage magnitude after a disturbance, increase 
in load demand or change in operating condition. 
The main factor, which causes these unacceptable 
voltage profiles, is the inability of the distribution 
system to meet the demand for reactive power. 
Under normal operating conditions, the bus voltage 
magnitude increases as reactive power injected at 
the same bus is increased [12]. 

However, when voltage magnitudes of any one of 
the network buses decreases with an increase in 
reactive power for the same bus, the system is said 
to be unstable. Although the voltage instability is a 
localised problem, its impact on the system can be 
wide spread as it depends on the relationship 
between transmitted power, injected reactive power 
and receiving end voltage [12].  

Disturbances occur in different ways such as short 
circuit on a transmission line, loss of a transmission 
line between two substations or loss of a generator 
or a big load. Short circuits vary in type and 
severity and are usually cleared by the system 
protection either by disconnection and fast 
reclosure, or by disconnection of the faulty 
equipment. All these situations result in a fault 
period with low or no voltage followed by a post-
fault period where the voltage is restored to the 
specified value [7, 12]. 

Loss of transmissions lines due to overload or 
component failure disrupts the balance of active 
and reactive power flow to the adjacent areas. 
Though the capacity of the operating generators is 
adequately large, voltage drops may occur 
suddenly. The reactive power following new paths 
in a highly loaded transmission grid may force the 
voltage operating point of the network in the area 
beyond the border of stability. This is manifested 
again as a period of low voltage likely to be 
followed by complete loss of power [5,7]. 
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The major factors that have a possible impact on 
voltage stability as a result of wind integration are 
as follows [9]: 
 
• The point of integration of wind turbine on 

the grid has considerable impact on voltage 
stability. As a result of this integration, power 
flows may be considerably altered by high 
winds and therefore the dynamic response of 
the system does no longer primarily depend 
on the conventional generator but also get 
influenced by the presence of wind 
generators. 

 
• Electric generators might be technologically 

widely different from the conventional 
synchronous generators. 

 
6.  TEST SYSTEM 

 
In this paper, the authors investigate the impact of 
integrating DFIG-based wind turbines on the 
voltage and frequency behaviour of the grid 
following a disturbance event. The base test 
system, shown in Fig. 4, consists of a 100MW and 
40MVAR conventional synchronous generator 
representing the bulk power source. Power 
generated at 13.8 kV from the synchronous 
generator is stepped up to a suitable distribution 
voltage of 230 kV through a 230kV/13.8kV 
transformer. A double line 230kV feeder supplies 
the four loads, each rated at 40MW and 20MVAR. 
The external grid at 230kV is considered as the 
infinite bus for the study.  

 

S
1/

B
B

1 S
1/

B
B

2

S
1/

B
B

3

Line 1

Line 2

L2

L1
L3

L4

SG

S1/BB4

External Grid

Line 3

4 DFIGs

 
Fig.4: Test system [9] 
 

7.  RESULTS AND DISCUSSIONS 
 
Two sets of studies have been conducted, Case-1 
for investigating the effect of wind energy 
penetration level and Case-2 for investigating the 
effect of point of integration of the wind turbines 
on the grid following a disturbance. For Case-1, the 

voltage and frequency responses of the bus at 
which the wind turbines are integrated are plotted. 
For Case-2, the wind turbines are integrated at two 
different points on thre grid and their voltage and 
frequency responses are compared following the 
same disturbance event.  
 
7.1  Case - 1: Effect of Wind Energy Penetration 
Level 

 
Different numbers of DFIG-based wind turbines, 
each rated at 10MVA are connected at bus 3 (BB3) 
of the test system in Fig.4 in order to simulate 
different levels of wind penetration. The DFIGs are 
connected to the grid through a short transmission 
line. The penetration level is increased by 
increasing the number of DFIGs from 2 to 8 in the 
system, in steps of two DFIGs at a time. Fig. 5 
shows a detailed model of a DFIG as realised in 
DIgSILENT Power Factory. 

 
 

Fig.5: DFIG model for simulation [1] 
 
No internal PQ and current controllers are included 
in the DFIG model. The disturbance event is 
simulated as a three-phase fault on Line 2 of the 
base system applied at t=1s starting from the time 
of simulation and again clearing the same fault at 
t=1.2s. The simulations are run for a total time of 
10s. The voltages responses at bus 3 for different 
penetration level of DFIGs are plotted in Fig. 7.  
 
7.1.1  Voltage Responses 

Fig. 6 indicates that the post-fault voltage at bus 3 
(BB3) increases with increasing number of DFIGs 
confirming that DFIGs improve the voltage profile. 
The pre-fault voltage of the base system when no 
DFIG is connected is at 0.9 pu which improves to 
0.99 pu when 6 DFIGs are connected. However, 
the post-fault voltage starts oscillating and the 
oscillation increases with increasing DFIG 
penetration level. This is due to the PWM 
converters, reactors and capacitor banks which are 
likely to introduce oscillations in the voltage. When 
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8 DFIGs are connected the system performs well 
before the fault with a pre-fault voltage at 1 pu. 
However, after the fault the voltage drops to a 
value of 0.82 pu which is much below the specified 
voltage of 1 pu. Hence, the system does not meet 
its performance criteria with respect of bus voltage 
level.  

 
Fig.6: Voltages at bus 3 when DFIGs are connected 

 
 
7.1.2  Frequency Responses 

Post-fault frequency responses at bus 3 for the base 
system and four different peneration levels (2,4,6 
and 8 DFIGs) are plotted in Fig.7 to Fig.11. 

 
Fig.7: Base system frequency at bus 3 
 

 
Fig.8: frequency at bus 3 with 2 DFIGs 

 

 
Fig.9: frequency at bus 3 with 4 DFIGs 
 

 
Fig.10: frequency at bus 3 with 6 DFIGs 

 

 
Fig.11: frequency at bus 3 with 8 DFIGs 
 
Fig.7 to Fig.11 indicates that after the post-fault 
frequency oscillations increase with increasing 
number of DFIGs. When 2 DFIGs are connected, 
the first swing reached a frequency below 50.15Hz, 
while it reached 50.2Hz when there are 4 DFIGs 
connected. When 6 DFIGs are connected, the 
frequency oscillates more than when 2 or 4 DFIGs 
are connected, with the first swing above 50.2Hz. 
However, when 8 DFIGs are connected, the 
frequency swings up to 50.25 Hz, slowly increasing 
in magnitude before it suddenly drops to the pre-
fault value and starts increasing again at a constant 
slope, hence forcing the system into instability. 
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7.2   Case - 2: Effect of Point of Integration of 
DFIG-based Wind Turbines 

 
Case-2 investigates the impact of the wind turbine 
integration point relative to the position of the 
conventional synchronous generator. Bus 2 (BB2) 
and Bus 3 (BB3) of the base system are selected as 
two different points of integration of DFIG-based 
wind turbines. The number of DFIGs is increased 
from two units to four units in both cases. For 
simulating the disturbance, a three phase fault is 
applied on the middle of Line 2 at t=1s from 
starting of simulation and cleared at t=1.2s. Voltage 
and frequency responses at Bus 1 where the 
synchronous generator is connected are plotted for 
all the simulations. 
 
7.2.1  Voltage Responses 
 

 
Fig.12:  Voltages at bus 1 when 2 DFIGs are connected at BB2 
and BB3 

 
Fig.13:  Voltages at bus 1 when 4 DFIGs are connected at two 
different buses 

 

Voltage responses at bus 1 as shown in Fig. 12 and 
Fig. 13 indicate voltage stability performance of 
the system is better when the wind farm is 
connected far from the synchronous generator. In 
both cases when the wind farm is connected at bus 
3 which is the furthest from the synchronous 
generator, the bus voltage returns to the pre-fault 
value of 1 pu within 2-3s after the fault is cleared. 
However, when the wind farm is connected at bus 
2 which is closer to the synchronous generator than 

bus 3, the bus voltage oscillates before recovering 
to a pre-fault value of 1pu and only settles after 6-
7s.  It can also be observed from the two figures 
that the oscillations after the fault is cleared 
increases with increasing DFIG penetrations level 
in the system. The system is said to be stable in 
both cases, but more voltage oscillation is there 
when the wind farm is connected close to the 
synchronous generator and at higher penetration 
level. 
 
7.2.2   Frequency Responses 

 
Fig.14:  Bus 1 frequencies when 2 DFIGs are connected at BB2 
and BB3 
 

 
Fig.15: Bus 1 frequencies when 4 DFIGs are connected at two 
different buses  
 
Fig. 14 and Fig. 15 show the frequency responses 
of Bus 1 for wind turbine integration at Bus 2 and 
Bus 3. It can be seen from these two figures that 
again the frequency performance of the system is 
better when the wind farm is connected far from 
the synchronous generator.  When two DFIGs are 
connected at bus 2 the magnitudes of oscillations 
are higher than when the wind farm is connected at 
bus 3, with the same number of oscillations. 
However, when four DFIGs are connected at bus 2 
both the magnitude and number of oscillations 
increases comparing to when the wind farm is 
connected at bus 3.  
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8.  CONCLUSION 
 
In this paper, the authors investigate the impact of 
level of peneration (i.e. wind farm capacity) and 
point of integration of wind turbines on voltage and 
frequency stability of utility grid. The authors have 
modeled the base grid network and the DFIG-based 
wind turbine in DIgSILENT Power Factory and the 
case studies simulated for analysing the voltage and 
frequency responses of the system without and with 
the wind turbines following a fault event.  

The results of the case studies show that the 
stability performance of the grid network depends 
on the penetration level of the wind energy, i.e. on 
the total capacity of wind turbines or wind farms 
connected. At a high penetration level the system 
tends to lose stability easier than at low penetration 
level. However, high penetration level also has a 
beneficial impact on the voltage profile. The bus 
voltage profile improves with increasing number of 
wind turbines.  
The integration point of DFIGs relative to the 
position of a conventional synchronous generator 
also has an impact on stability performances of 
power networks. The stability performance of the 
system is better when the wind turbines are 
connected far from the synchronous generator as 
compared to the wind turbines connected close to 
the synchronous generator. 
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DESIGN AND DEVELOPMENT OF A SMALL WIND TURBINE
GENERATOR FOR URBAN-ENVIRONMENTS

by Nivashnee Pillay and Matthew Song

School of Electrical & Information Engineering, University of the Witwatersrand, Private Bag 3, 2050, Johannes-
burg, South Africa

Abstract. This report presents a design strategy that is applied to a grid connected wind turbine generator system
to facilitate harnessing maximum power. The recommended systemis built as a proof of concept and limited to
the electrical and mechanical engineering disciplines. Thedesign and development process involved three major
components: sourcing, building and testing. Rotor blades were sourced and utilized to build a test rig, to evaluate
its performance. The amount of power generated by the rotor blades upon testing was found to be 500 W at a
wind speed of 9 m.s-1, but is capable of 3.5 kW at a wind speed of 18 m.s-1. An existing induction machine rated
at approximately 3.7 kW was utilized for testing and with suitable modifications; a generator was made for the
application. The design involves implementing an automatic Maximum Power Point Tracker (MPPT) concept into
the generator by means of curve matching. A simulation program to obtain a decent overlap between the torque-
speed profile’s of the induction generator and the rotor blades was required. Curve matching was achieved by adding
a rotor resistance of 0.5Ω per phase. A flaw in the simulation program however causes the torque-speed profile
of induction generator to not follow the normal profile. The system is capable of 3 kW peak power generation but
can only do 500 W on average.

Key Words. Induction generator, Maximum Power Point Tracker (MPPT), Curve matching, Wind turbine

1. INTRODUCTION
The global energy demand is expected to increase to
44 % by 2030 with approximately 70 % of this de-
mand coming from developing nations like China and
India [1]. New power plants are investments that can
last 25 to 50 years, requiring major processing and
fine-tuning on the plant to make raw materials into
useful forms of energy. Renewable energy sources, in
particular wind, can be used in small sources locally.
Small sources of wind power help supplement grid
electricity and reduce the dependency on the local
electrical utility. Wind energy systems are one of
the most cost-effective home-based renewable energy
systems [1].

The document proposes a simple design strategy that
is applied to a grid connected wind driven system to
facilitate harnessing maximum power and is described
in three subsystems. The document begins with a
description of the social and environmental impacts
of the wind power system suitable for an urban
environment. Thereafter, a description of each sub-
system’s contribution to the development of the entire
wind turbine generator system is accounted for. This
is followed by critical analysis. Finally recommenda-
tions are made for future work and conclusions are
drawn.

2. SOCIAL AND ENVIRONMENTAL IMPACT

2.1 Siting and Visual Impact

The ‘visual pollution’ of wind turbines is a subjective
one. In a large-scale power generation network, the
presence of steel and technology against a mountain-
ous background is not appealing. Objection from the
local public need not be considered in this situation
as the site is often windy and mountainous and
sparsely populated [2]. However, in urban areas, small
turbines may take their place alongside television
antennae which are tolerated as mild visual pollution.

Social acceptance of these wind turbines would be
influenced by its aesthetics and the potential for free
energy.

2.2 Emissions and Pollution

The purpose of wind turbines is not to supply the base
load but rather as a fuel saver. One of the benefits of
the wind turbine is that it releases no pollutants into
the atmosphere. According to the water usage and
carbon dioxide emissions of Eskom for the year end-
ing March 2009, installing a wind turbine would save
1,03 kg/kWh in terms of carbon dioxide emissions
and 1,35 L/kWh for water usage [3].

3. OVERVIEW OF SUBSYSTEM 1

Figure 1: Block diagram indicating subsystem 1 of wind turbine
generator system

The block diagram in Figure1 represents subsystem
1 of the wind turbine generator system.

3.1 Induction Generator

A comprehensive understanding of the induction ma-
chine is required to design an induction generator.
Essential to the operation of induction machine: three-
phase stator currents are responsible for creating a
stator rotating magnetic field in the air gap. According
to Faraday’s Law, a voltage is induced in the rotor that
is proportional to the rate of flux linkage between the
stator and rotor. The current establishes a magnetic
field in the air gap which interacts with the stator
rotating magnetic field. The interaction between the
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stator and the rotor magnetic rotating fields give rise
to torque in the rotor which allows the rotor to move.
An interesting characteristic is that if the motor is
run at a higher speed than its synchronous speed, the
motor becomes a generator.

A number of generator technologies exist in wind
power applications to produce electricity. The gen-
erator best suited for the proposed urban application
is the induction generator. The preliminary design
incorporated the use of a three-phase squirrel-cage
induction machine to avoid maintenance issues when
dealing with brushes and slip rings as in the wound
rotor induction machine. Three-phase power offers
some advantages over single-phase power. For in-
stance, three-phase power allows more power to be
generated from a smaller generator making it quite
efficient for domestic use.

3.2 Reasons for Choice of Technology Chosen

The three-phase induction generator was found to be
the most appropriate generator for urban use. The
reasons in favour of the generator are as follows:

1) It is robust and needs little maintenance. In
particular the squirrel cage induction motor has
no brushes and has less wear and tear due to
friction.

2) A three-phase induction motor produces more
power per unit material than the single-phase
induction motor variety.

3) In terms of manufacturability, an induction ma-
chine is simple to construct and with mass
production is inexpensive [4].

4) The material cost for a permanent magnet ma-
chine with rare earth magnets is significantly
more expensive than the material required for
an induction machine.

5) The output AC voltage of an induction motor
is regulated. The generator can be connected
directly to the grid without power electronics.

6) An induction machine would not be a safety
hazard under fault conditions. Induction ma-
chines will cease to operate in a few mil-
liseconds if the windings failed. In contrast, a
permanent magnet machine would continue to
draw power until the machine has stopped [5].

The induction motor commissioned for modification
has the specification shown in Table1 below. The
motor is a slip-ring motor with access to the rotor
windings.

3.3 Induction Machine Equivalent Circuit Parame-
ters

The equivalent circuit parameters required for com-
puting the performance of the three-phase induction
machine can be determined from the no load test and
the locked rotor test. These tests were performed on
the wound rotor induction machine provided.

Table 1: Motor Specifications

Specification Value
1. 3Φ Connection Y
2. Pole Number 4
4. Frequency 50 Hz
5. Horse Power 5
6. Rated RPM 1400
7. Rated voltage 380 V
8. Rated Current 14.8 A
9. Class E

3.4 Development of Torque-Speed Profile

A simulation program using the software package
Matlab, was developed to run through the specified
set of circuit parameter values. The torque versus
speed (T-Rotor RPM) characteristic curve was ob-
tained for the motor at stock configuration (rotor
resistance unaltered).

4. OVERVIEW OF SUBSYSTEM 2

Figure 2: Block diagram indicating subsystem 2 of wind turbine
generator system

4.1 Test Rig Design and Construction

Approximately 30 percent of the project was dedi-
cated to designing and building the test rig repre-
sented in Figure3. A drawing package, Solid Edge
V19, was used to design the rig. Design considera-
tions included:

1) Location: a suitable location, approximately 24
m high was found to mount the test rig with
no trees or other obstructions near the site.
The area also gave a good indication of the
prevailing wind speed and direction.

2) Height of tower: the test rig was mounted
on a tower which was extremely sturdy, well
anchored and tall enough (approximately 5 m)
to get above any obstructions.

3) Dimensions: the physical dimensions of all
components making up the test rig can be
obtained from [6]. Careful decisions on sizes
and lengths of components were made to ac-
commodate for the rotor blades and pulley.

4) Mass of test rig - the total mass of test rig was
[6] obtained and a simple balancing exercise
was applied to it to find the rig’s balance point
so that the pivoting base could be mounted on.
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Figure 3: Physical arrangement of test rig

The framework, not including the rotor blades, was
constructed from machined metallic material (steel,
iron and aluminium). This material provided a sturdy
structure to support the rotor blades. The square,
hollow tubing composed of mild steel forms the base
of the framework. The bearings were mounted on
machined I-Beams, which served to hold the bearings
in place thereby allowing the shaft to be aligned and
fixed appropriately. The shaft is composed of bright
mild steel. A machined piece of hollow steel cylinder
tubing was mounted on the base of the structure and
it formed a pivot thereby allowing the structure to
rotate in and out of the direction of the wind. A
disk of vesconite was mounted on the shaft between
the I-Beam and the rotor blades to prevent friction.
The machining process consisted of welding, drilling,
sawing, cutting and soldering.

4.2 3WTR Rotor Blades

The rotor blades were donated by a manufacturer of
wind turbine blades [7]. The type of rotor blades
shown in Figure3 form part of the horizontal axis
wind turbine (HAWT) [8]. HAWT’s are upwind,
ensuring that the wind hits the blade before it hits
the tower. The rotor blades primarily determine the
amount of power obtained from the turbine [8]. There
are some variables that determine how much energy
the blade can capture. The main blade variables
include:

1) Material - blades are usually made of a hard,
stiff composite material [7].

2) Weight - lighter or less material is used in an
effort to reduce the weight of the blades. Each
blade weighs 1.2 kg each.

3) Number - most wind turbines today have three
blades. This number proves to be most efficient
and economical.

4) Length - the blades are 1.75 m in length.
5) Pitch - this variable is the angle at which the

blades are oriented into the wind and dramati-
cally effects torque and rotor speed ratio. Upon
testing, it was found that by increasing the
pitch, the blades slowed down, and had a higher
starting torque.

4.3 Wind Turbine Pulley- Gear System

A pulley-gear system was used in series with the rotor
blades. It serves as a mechanical advantage for the
wind turbine; responsible for controlling the speed of
the rotor blades as seen by the induction machine. A
set up of two pulleys were utilized - a fixed pulley
attached to the boundary to change the direction of
the applied force and a movable pulley (see Figure3)
to multiply the applied force. The pulley-gear system
is not very efficient because of the slip and friction
generated in the string attached to the pulleys

4.4 Yawing

Passive yawing uses the force of the wind to push the
turbine into place [8]. A wind vane was made and
mounted onto the frame close to the pulley (Figure
3) end and used to orient the test rig into the wind.

4.5 Furling

When the wind became gusty, the blades had to be
turned out of the direction of the wind to slow it
down, a process called furling. This was achieved
by attaching a rope to the wind vane and physically
pulling on the rope to get it in or out of the direction
of the wind.

4.6 Measurement System

Once the test rig was built and erected, a series
of measurements for torque (T), rotor speed (Rotor
RPM) and wind speed (Wind RPM) were taken (refer
to Figure2). These actual measurements were taken
under non-steady state conditions, implying that wind
speed is not constant. Special environments like a
wind tunnel would have been an ideal option for
testing, however due time and financial constraints,
this could not be done. The data received upon
measurement was manipulated to obtain a torque
versus speed characteristic curve for rotor blades.
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Figure 4: Block diagram indicating subsystem 3 of wind turbine
generator system

5. RESULTS AND EVALUATION OF
RESULTS

The torque-speed profiles obtained from subsystem’s
1 and 2 respectively were compared and a process
of altering rotor resistance had to be followed to
get a decent overlap (matching) of the two profiles.
Subsystem 3 in Figure4 illustrates this. Results and
evaluation of the results obtained for subsystem’s 1
and 2 are documented.

5.1 Induction Machine Parameters

The equivalent circuit parameters obtained from the
performance tests discussed in section 3.4 are pre-
sented in Table2. Values were obtained for the stock
(rotor resistance not altered) motor as well as the
motor after rotor resistance was altered.

5.2 Rotor Blade Characteristic

Utilising the actual measurement data obtained from
using the test rig, a mechanical power versus speed
characteristic curve was developed for the rotor blade
(see Figure5). A maximum of approximately 500
W at a rotor speed of 500 RPM could be harnessed
from the rotor blades under the non-steady state
conditions (wind speed of approximately 9 m.s−1).
The rotor blades are however capable of harnessing
3.5 kW at a rotor speed of 1200 RPM and a wind
speed of 18 m.s−1 [7]. Owing to the inaccuracies
of measurements taken under the non-steady state
conditions, the manufacturer’s data was utilised for
matching purposes.

Analysing the manufacturer’s rotor blade mechanical
power versus speed characteristic curve (see Figure
6), it can be noted that the optimal curve has a
steady exponential growth. For ease of analysis a
straight line approximation to the optimal curve was
obtained. Since the straight line approximation to the
steeper part of the curve, corresponding to the speed
between 600 and 800 RPM gives better matching
characteristics, it was decided to utilize this speed
range.

Table 2: Equivalent Circuit Parameters

Parameter Stock Motor Motor (modified)
Value (Units) Value (Units)

Stator winding
resistance (RS)

1.098Ω 1.098Ω

Stator leakage re-
actance (XS)

4.46 Ω 5.55 Ω

Rotor leakage re-
actance (XR)

4.46 Ω 5.55 Ω

Rotor winding
resistance(RR)

2.87 Ω 3.53 Ω

Stator
magnetizing
reactance (Xm)

61.78Ω 58.87Ω

Starting Torque
(TS)

21.8 N.m 42.98 N.m

Starting Current
(IStart)

23 A 18.29 A
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Figure 5: Actual Wind Data

Figure 6: Manufacturer’s Power Versus Speed Graph At Different
Wind Velocities

The corresponding torque versus speed characteristic
curve was also obtained for the rotor blade by making
use of the mechanical power developed at the men-
tioned speeds. The following equation was used:

T = P
ωsyn

= 60P
2πnsyn

(1)

where:

Proceedings of the 19th Southern African Universities Power Engineering Conference
SAUPEC 2010, University of the Witwatersrand, Johannesburg TOPIC D. RENEWABLE AND ALTERNATIVE ENERGY

Pg. 195 Paper D-2



T = mechanical torque [N.m]
P = mechanical power [W]
ωsyn = synchronous speed [rad.s-1]
nsyn = synchronous speed [rpm]

This is shown on the simulation program developed
for creating the straight line approximation. A nega-
tive gradient is used for the straight line approxima-
tion for matching purposes.

Ideally the generating portion of the torque versus
speed characteristic curve of the motor must overlap
the torque versus speed characteristic curve of the ro-
tor blade. This overlap ensures that maximum power
is drawn from the rotor blades. On comparison of the
two curves upon simulation, no overlap occurred as
illustrated in Figure7.
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Figure 7: Comparison Of Stock Motor And Optimal Generation
Line

When the Motor line is under the Rotor Blade line,
it implies that the torque of the motor exceeds the
torque of the rotor blades. The torque of the rotor
blades must exceed the breaking torque of the mo-
tor to ensure that the rotor blades accelerate to an
elevated power operation point. The empty area be-
tween the two curves is indicative of no power being
harnessed. By altering the rotor resistance through
an external resistor bank setup, the torque-speed
characteristic curve can be altered. Rotor resistance
has direct influence on the gradient of torque-speed
profile at low slip.

Upon initial simulation, an external rotor resistance
value of 4.5Ω per phase added to the stock rotor
resistance value allowed an overlap between the two
curves to occur. Three variable resistors set at 4.5
Ω were connected to the rotor terminals through slip
rings and brushes in a star connected configuration.
When the performance test (locked rotor test) was
repeated, results obtained from prediction and actual
measurement did not correspond.

5.3 Investigation of errors

By adding resistance, the starting current decreases
and the starting torque increases as is apparent in
Table 2. Resistance decreases the torque available

at full running speed. A test was performed to see
the effect of rotor resistance to starting torque and
hence to see if this normal profile was followed.
Actual torque measurements: direct on line (DOL)
starting was used to start the motor every time a
measurement for starting torque and speed was taken
at each resistance starting from 0Ω to 4.5 Ω. A
tachogenerator was used in conjunction with a dif-
ferentiator to obtain speed and torque measurements
upon testing. The differentiator was calibrated to yield
1 V at 21.8 N.m (stock motor configuration). A graph
of the starting torque with varying rotor resistance
is illustrated in Figure8. This characteristic curve
indicates that too high a resistance affects the starting
torque in a negative way. This implies that there is
an optimum resistance for maximum starting torque
and anything greater than this optimum value causes
torque to decrease.
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Figure 8: Starting Torque with Varying Rotor Resistance

Table2 shows a measured rotor resistance of 3.53Ω.
Theoretically, when 0.5Ω is added rotor resistance
at stock configuration (2.87Ω), 3.37 Ω is expected
(predicted value). Thus a percentage error of 4.7 %
is found. Upon simulation, a rotor resistance value of
3.53Ω allowed an overlap between the two curves to
occur (see Figure9). A gear ratio of 1.9:1 proved
(upon simulation) to be suitable to maintain this
overlap. The graph of actual torque measurements
with speed also follows the simulated curve almost
exactly (see Figure10).

It was noticed that the torque-speed profile did not
change according to the normal torque-speed profile
when resistance was altered. Yet upon actual torque-
speed measurements done, the profile behaved as
normal.

Conclusions drawn from actual testing and simula-
tion:

1) There is a flaw in the simulation program to plot
torque-speed profile, because upon simulation
only rotor resistance was changed, other equiv-
alent circuit parameters were kept the same.
However, it was found upon actual testing that
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all the equivalent circuit parameters change
and this was not taken into account in the
simulation. This affects the overall torque-speed
profile.

2) The more resistance added, the greater the
losses incurred, hence efficiency decreases.

3) The initial assumption to neglect core resistance
in the induction machine equivalent circuit
model could also be a possible reason for the
inefficient simulation model.
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Figure 9: Torque versus Rotor speed for 0.5Ω added resistance
to rotor
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Figure 10: Comparison between actual and simulated data for 0.5
Ω added resistance to rotor

6. EVALUATION OF SOLUTION

An induction machine is inherently a fixed-speed ma-
chine. A fundamental part of the machine operating as
a generator is that the speed of the shaft must exceed
the synchronous speed of the machine. In the design,
this was achieved by using a fixed gear ratio of 1.9:1
whereby the shaft speed of the generator is increased
relative to the shaft of the rotor blades. The drawback
with using a fixed gear ratio is that the opportunity to
harvest energy is limited to a small window. In this
design the window is between 600 and 800 rpm.

Since the generator is connected directly to the grid,
care must be taken that the generator is only energized

once the the shaft speed exceeds the synchronous
speed. The machine would be operating as a motor
if the shaft speed were to fall below synchronous
and power would be consumed as apposed to being
generated.

7. FUTURE WORK AND
RECOMMENDATIONS

To increase the window of opportunity for harvest-
ing, an intelligent variable-speed gearbox may be
installed to replace the fixed gears. The gearbox can
measure the speed of the rotor blade and change
gears accordingly to maintain a speed higher than the
synchronous speed. Since the generator is intended
for urban use, the cost and capability of the gearbox
must be considered and matched to the target market.

Implementing a two-speed drive can improve energy
capture. The most economical and efficient way of
designing such a drive would be to use a single
rotor cage with two stator windings of differing pole
numbers. Two synchronous speeds would then be
available and each stator may be energized individu-
ally according to the rotor speed whilst still using the
fixed gear ratio.

8. CONCLUSION

Three subsystems were used to describe a design
strategy that is applied to an on-grid wind driven
system to facilitate drawing maximum power from
the rotor blades. This strategy involved obtaining
an overlap between the torque-speed profile for the
induction generator and the torque-speed profile for
the rotor blades. A decent overlap occurred when
an external rotor resistance of 0.5Ω was added.
A percentage error of 4.7 % was found between
predicted and measured values of rotor resistance.
However, a flaw in the simulation program causes
the torque-speed profile of induction generator to not
follow the normal profile. Further investigation is
required for this. The wind turbine generator system
is capable of 3 kW peak power generation but can
only do 500 W on average.
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 1.  INTRODUCTION 
 
The world wide drive to combat climate change, 
global warming and environmental pollution has 
led to the deployment of renewable energy 
resources for clean power generation. Recently, 
solar photovoltaic, wind turbines and hydrogen fuel 
cells have become popular as alternative sources of 
energy [1].  Solar photovoltaic (PV) have several 
advantages such as sunlight as highly sustainable 
source of fuel, no fuel costs, pollution-free energy, 
less maintenance requirements and quiet operation 
[1]. Due to rapid growth in renewable energy 
resources across the world, the development of 
stand-alone PV system becomes inevitable [2]. 
Implementing stand-alone PV plants as distributed 
generation (DG) systems have several advantages 
such as supplying power to remote load centres 
which do not have access to national utility grid 
networks. Their modular size and proximity to 
loads also helps to reduce the cost of transmission 
and distribution lines and line losses. However, as 
the power output from PV modules fluctuate 
mainly due to variation in solar irradiance and 
slightly due to variation in ambient temperature, it 
must be backed up by its own battery storage. 
Battery storage helps to obtain a steady power 
output from the system [3].  

Existing research literature reports on several PV 
models with various levels of accuracy for different 
purpose [4][5][6][7][8][12][13]. Single diode 
model is a very popular way of modeling the cell as 
it offers a good compromise between accuracy and 
simplicity.  An extra diode is added in the double 
exponential model [6] and it is used to represent the 
effect of recombination of carriers.  A three-diode 
model is proposed in reference [7] to include the 

influence of effects that are not considered by the 
previous models. An MPPT technique is 
implemented to maximize solar energy capture by 
the PV module. Various MPPT algorithms are 
analysed in references [8] and [9]. It has been 
reported in existing literature that the battery 
component is necessary in stand-alone PV system 
due to the fluctuating nature of the power delivered 
by the PV arrays.  At night, or during a period of 
low sunlight (such as cloud cover or rain), load is 
supplied from the battery.  Several battery models 
have been proposed by authors [10][11]. Some 
models are phenomenological and therefore do not 
depend on the internal structure of the system [10].  
Battery model reported in [10] represents the 
sensitivity of storage capacity to the rate of 
discharge. No extensive measurements of voltage 
or current are required. A control strategy is 
implemented in some work in order to manage the 
load flow of the system.  The controller scheme 
reported in [10] includes a protection scheme for 
excessive charge on the battery. The inverter is 
modeled as a simple DC-AC power converter and 
load is modeled as a purely resistive load. The 
system is simulated both in Matlab Simulink as 
well as in the form of Matlab m-files. The stand-
alone system is designed as a steady power source 
which operates at maximum efficiency for various 
environmental factors and load requirements.   

In this work, the authors report on the modeling 
and simulation of a stand-alone inverter-interfaced 
PV system, consisting of a polycrystalline PV 
module, maximum power point tracking (MPPT) 
module and a dedicated battery bank. The model is 
used for determining the voltage, current and 
maximum power at the maximum power point for 
different solar irradiance and ambient temperature 
values and then study the phase-to-phase voltage 
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waveform at load terminals for various operating 
scenarios. The proposed system operates as 
follows: During daytime and periods of bright 
sunshine, PV module supplies the load and charges 
the battery. At night and during low sunlight, load 
is supplied from the battery. The integrated 
operation of the PV module and the battery and the 
charging and discharging cycles of the battery is 
controlled by the proposed controller. For the PV 
module, maximum power point tracking is 
performed by the MPPT module.   

For overall system modeling and simulation, the 
authors have reviewed the existing PV models and 
battery models and chosen them in such a way as to 
make a compromise between accuracy and 
simplicity. Since stand-alone PV systems are 
usually designed to supply domestic type of loads 
operating at almost unity power factor, the authors 
have assumed resistive load model for this work. 

2.  MODELING OF STAND-ALONE PV 
SYSTEM 

 
2.1 Modeling the PV Module 
 
The authors have selected double exponential 
model for the PV module owing to its high level of 
accuracy. Figure 1 shows the equivalent circuit of 
the double exponential model of a PV cell. The 
model takes into account the irradiance (E), 
ambient temperature (T), photocurrent (Iph), both 
diode saturation currents (Is1 and Is2), series 
resistance (Rs) and the parallel resistance (Rp), all 
of which have a large impact on the I-V curve as 
well as the accuracy of the model.   
 

 
Fig.1:  Double Exponential Model of PV Cell 

The model is described by the following equation 
(1): 
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where, 
 

ekTvt /=                                                             (2) 
 
Equation (1) describes the effects of the five 
electrical parameters Iph, Is1, Is2, Rs, Rp and the 
terminal voltage V have on the terminal current I.  
The diode constant A is set to 2 in order to 
approximate the Shockley–Read-Hall 

recombination in the space-charge layer.  The five 
electrical parameter values are directly related to 
irradiance E (W/m2) and temperature T (oK) using 
the empirical relationships found in reference [6] 
for a polycrystalline cell. Reference [6] also derives 
and provides the values for the various K constants 
from cell characterisation of polycrystalline cells. 
In this paper, the authors assume the PV module to 
be of polycrystalline type and hence adopt the same 
K values (as given in Table 1) and the Equations 
(3)-(7) as reported in [6]. Equations (3)-(7) for 
calculating Iph, Is1, Is2, Rs, and Rp are given below: 
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Table 1 : K Coefficient Values used in Modeling 

Parameter Coefficient 
Value 

Coefficient 
Value 

( )TKEKI ph 10 1+=  K0 = -
5.729e-7 

K1 = -
0.1098 

T
K

s eTKI
3

3
21 =  

K2 = 
44.5355 

K3 = -
1.2640e4 

T
k

s eTKI
5

2
3

42 =  
K4 = 
11.8003 

K5 = -
7.3174e3 

TKKA 76 +=  K6 = 2 K7 = 0 

TK
E

K
KR s 10

9
8 ++=  K8 = 1.47 

K10 = -
4.47e3 

K9 = 
1.6126e3 

TK
p eKR 12

11=  K11 = 
2.3034e6 

K12 = -
2.8122e-2 

 
A PV module is basically a series-parallel 
combination of PV cells. Owing to very low power 
output of a single PV cell, several PV cells are 
connected in a series (Ns) and parallel (Np) 
configuration to realize a PV module with a much 
higher power capacity.  These multiplicative 
constants affect the voltage, current and power as 
displayed by the equations (8) – (10) where ‘c’ and 
‘m’ denote a cell and module, respectively: 
 

scOCnOC NVV *,, =
   (8) 

pcSCmSC NII *,, =
   (9) 

pscm NNPP **=
   (10) 

The module used in this paper use the following 
configuration parameters: 
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Ns = 2000    (11) 
Np = 400    (12) 
 
2.2 Modeling the MPPT Module 

The authors have modeled the Maximum Power 
Point Tracking (MPPT) module and integrated it to 
achieve the overall system model.  Due to the 
nonlinear relationship between the current and the 
voltage of the PV cell, it is noted that there is a 
unique maximum power point (MPP) at a particular 
environmental condition (i.e. for a particular solar 
irradiance and particular ambient temperature).  
The MPPT module reads in the values of voltage 
and current produced by the PV module and then 
outputs the MPP values for the specific irradiance 
and temperature condition. The model is 
implemented by a search function for determining 
the maximum voltage, current and power for a 
given irradiance E and temperature T.  The flow 
chart below outlines the steps that the MPPT 
component follows. 

Read in Pm, Vm 
and Im

Find maximum 
power in Pm

Index the 
maximum power 

in Pm

Find Vm and Im at 
this index

Output P, V and I 
at this MPP

 
Fig.2:  Flow Chart of the MPPT Module 

The technique starts by reading in the voltage, 
current and power arrays produced by the PV 
module.  The power array is then searched for the 
maximum power and this position in the array is 
then indexed.  The voltages and currents are then 
searched for their respective values at this 
maximum power index.  Once all of the indexed 
values have been determined they are output as the 
MPP values of the PV module.    
 
2.3   Modeling the Battery 

The authors first investigated the Kinetic Battery 
Model (KiBaM) for use in this system.  However, 
though accurate, the model proved to be overly 
complex for this system. Hence to reduce 
computational burden of overall system model, the 
authors have modeled the battery as two 
independent R-C circuits, one for charging and the 
other for discharging.   

Since the battery’s primary use is to provide the 
load with power in periods of no irradiance, such as 
that of night time, the battery only needs to be able 
to provide the load for a few hours. Hence, the 
battery is assumed to be a 48Ah battery which can 
provide 6A for 8 hours.  The secondary task of the 
battery is to absorb excess power from the PV 
module when the load is smaller than the output 
power of the PV module.  These two states are 
known as discharging and charging, respectively. A 
circuit is designed for each state. The discharging 
model is composed of a DC voltage source which 
outputs 330V DC and a resistor representing the 
internal resistance R0. R0 in this case is assumed to 
be 0.0026 ohm. The power equation during 
discharge is given by the following equation (13) 
below.  
 

battbattbatt VIP =     (13) 
 
where, Pbatt is the power output and Ibatt the current 
output from the battery. Vbatt is the DC voltage 
available at the battery terminals connected to the 
load. Vbatt is calculated from the following equation 
(14) below  
 

0RIEV battbatt −=    (14) 
where, E is the open circuit e.m.f. of the battery 
and R0 is the internal resistance.  
The charging state circuit of the battery is very 
similar to the discharging state circuit albeit two 
differences: 
(i) The DC-voltage source is set by the controller 
which determines the excess voltage to the battery. 
(ii) An R-C circuit simulates the non linear 
charging property of the battery in place of R0. The 
time constant for the charging effect of the battery 
is chosen to be 0.05 seconds.  The battery 
modelling resistor is set at 10 ohm and the 
capacitor at 5mF. 
 
2.4  Modelling the Controller 
 

Sense the load 
power and the PV 
module power

 load power > 
PV power

Calculate excess 
power from PV 

module

Calculate power 
needed by load

Send excess 
power to battery 

(charging)

Connect battery to 
load (discharging)

Yes No

 
Fig.3:  Flow Chart for the Controller 
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The controller is designed to manage the power 
flow from the PV module and the battery to the 
inverter and the load.  When the load draws less 
power than that produced by the PV module, the 
excess power is utilised for charging the battery. 
The controller also connects the battery to the load 

when the power generated by the PV module is less 
than the load power demand.  The flow chart of 
Figure 3 shows the functioning of the controller. 
 
2.5 Modelling Inverter and Load 
 

 
Fig.4:  Simulation of the Inverter and the Load  

 

 
Fig.5:  PV System Structure in Simulink 

 
The overall PV system with battery includes an 
inverter circuit to converts the DC output to three-
phase, 50Hz AC power. The inverter output is 
connected to the purely resistive three-phase load.  
A PWM IGBT inverter is used together with a 
voltage regulator.  The direct AC outputs of the 
inverter are fed into an L-C filter, with the inductor 
set at 2mH and a three phase parallel capacitor 
branch set at 3kvar.  In order to keep the voltage at 

load terminals at 1 p.u., a PI regulator is included.  
The inverter chopping frequency is set to 2000Hz.  
For load following study, the load active power in 
Watts in manually set by the user.  
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2.6  Modelling the Overall PV System 
 
The overall PV system is simulated in Matlab. 
Individual models for PV module, MPPT module, 
battery bank, controller, inverter and load. Fig.5 
shows how the various component models are 
interconnected in order to form the complete 
system. 

By connecting the model blocks together it is easy 
to see that the total system has only two input 
variables, temperature and irradiance, which are 
situated in the environment model block.  These 
variables determine the output current, voltage and 
power of the PV module.  The outputs of the PV 
module are then fed into the maximum power point 
tracking model block where the MPP values of the 
PV module are calculated.  From here the MPP 
values are fed into the controller model block.  The 
battery voltage and current output are also fed into 
the controller block. The controller block has 
another input in the form of the load and it the 
controller then determines how much of the voltage 
from the PV module must go to either the battery 
or the load.  It also determines when the battery 
should supply the load. The output of the controller 
is connected to the DC/AC inverter.  Here the 
power is converted from DC to AC and then 
delivered to the load where load studies can be 
performed. 
 

3.    CASE STUDIES 
 
The model is tested for its performance for 
different values of solar irradiance and temperature. 
Firstly, maximum power point voltage, current and 
maximum power is calculated for varying solar 
irradiances and temperature and variation of the 
maximum power point is noted. Secondly, phase-
to-phase r.m.s. voltage waveform at load terminals, 
i.e. at the inverter output is investigated for 
different operating scenarios. For Case-2, solar 
irradiance is taken to be 1000W/m2 and 
temperature to be 2980K at standard test conditions 
(STC). As calculated from the model, maximum 
power provided by the PV at this irradiance and 
temperature is 4.125kW and maximum power 
provided by battery is 1.98kW. 
 
3.1  Generating I-V and P-V curve for varying 
solar irradiance and constant temperature 
 
Table 2 demonstrates the values of VOC, ISC, VMPP, 
IMPP and PMPP for a temperature of 2980K and 
irradiance of E = 200, 400, 600, 800 and 1000 
W/m2 obtained from the model simulation. 
 

Table 2 : Values obtained for varying irradiance  
and constant temperature 

 
 
3.2 Generating I-V and P-V curve characteristics 
for varying temperature and constant irradiance 
 
The values obtained from the simulated model for a 
constant irradiance of 1000W/m2 and temperatures 
T = 278, 288, 298, 308, 318 0K are represented in 
Table 3.  The values include VOC, ISC, VMPP, IMPP 
and PMPP. 
 

Table 3 : Values obtained for varying temperature  
and constant irradiance 

Temperature 
(oK) 

Open 
Circuit 
Voltage 
(V) 

Maximum Power Point 
 

Short 
Circuit 
Current 
(A) 

Voltage 
(V) 

Current 
(A) 

Power 
(W) 

278 976 767.1 5.965 4576 6.751 
288 927 710.9 6.135 4361 6.998 
298 878 662.5 6.266 4125 7.243 
308 829 614.3 6.295 3867 7.485 
318 780 566.3 6.340 3591 7.724 
 
3.3   Study of Voltage Waveform at Load Terminals 
for Various Operating Scenarios 
 
3.3.1  Scenario 1 

In this scenario load power drawn is just less than 
the power provided by the PV module.  Only the 
PV module is connected to the load and it operates 
at maximum power under the standard irradiance 
and temperature conditions. In this scenario, load 
power drawn is 4.1kW, voltage to inverter input is 
662.5V DC and power provided by system: 
4.125kW. The phase-to-phase load voltage 
waveform for Scenario 1 is shown in Figure 6. 
 

 
Fig.6:  Phase-to-phase load voltage waveform for Scenario 1 
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3.3.2   Scenario 2 

In this scenario, load power required is just less 
than the maximum battery output power. To 
simulate night time operation, only the battery is 
connected to the load with irradiance set at 0 W/m2.  
Figure 7 shows the phase-to-phase load voltage.  
Here, load power drawn is 1.95kW, voltage to 
inverter input is 330V DC and power provided by 
system is 1.98kW. The phase-to-phase load voltage 
waveform for Scenario 2 is shown in Figure 7. 
 

 
Fig.7:  Phase-to-phase load voltage waveform for Scenario 2 

3.3.3  Scenario 3 

In scenario 3, the PV module supplies half its 
maximum power with the load requirement just 
under this value.  The remaining power produced is 
fed to the battery for charging.  Only the PV 
module is connected. Here, load power drawn is  
2.05kW, voltage to inverter input is 290.7V DC 
and power provided by system: 2.07kW. The 
phase-to-phase load voltage waveform for Scenario 
3 is shown in Figure 8. 
 

 
Fig.8:  Phase-to-phase load voltage waveform for Scenario 3 

3.3.4  Scenario 4 

In this scenario both the battery and the PV module 
are delivering their maximum power outputs of 
4.125kW and 1.98kW respectively to the load.  The 
load is rated at just under this value.  Both the PV 
module and the battery are connected to the load.  
Here load power drawn is 6.1 kW, voltage to 
inverter input: 992.5V DC and power provided by 
system is 6.105kW 

 
Fig.9:  Phase-to-phase load voltage waveform for Scenario 4 

The phase-to-phase load voltage waveform for 
Scenario 4 is shown in Figure 9. 

The results of the four scenarios have been 
summarized and presented in Table 4 below.  Both 
the DC and AC voltages are provided as well as the 
modulation indexes and the load power drawn. 
 

Table 4 : Summary of Results of the Scenarios 

Scenario DC 
Voltage  
Input to 
Inverter 
(V) 

Phase-
phase 
Volt at 
Load 
(V) 

Modulation Index Load 
Power 
(W) 

Mean Std. 
Dev. 

 

1 662.5 600 0.925 0.05 4100 

2 330.0 300 1.000 0.00 1950 

3 290.7 260 1.000 0.00 2050 

4 992.5 580 0.630 0.05 6100 

 
4.  CONCLUSION 

 
The results indicate that the overall model of the 
stand-alone PV system performs well to reflect the 
system behaviour for different operating scenarios. 
This model does not require storage of the PV 
module characteristics as data points but calculates 
the maximum power generated by the PV module 
and battery power required from solar irradiance, 
temperature and load values. The double 
exponential model proves to be the most accurate 
and efficient PV cell model over the various 
reviewed cell models.  The developed PV model 
reflects properly the I-V and P-V characteristics of 
a photovoltaic module.  It is able to take into 
account variances in the environmental variable 
such as temperature and irradiance.  This is found 
to be useful as datasheets only predict expected 
performance under standard test conditions (STC).  
The MPPT model that is developed performs a 
search for the MPP and output the values of power, 
voltage and current at this point.  It is found to be a 
much simpler and faster alternative to the initial 
perturb-and-observe technique. The battery model 
simulates the effects of charging and discharging 
sufficiently. However, detailed modelling of the 
battery for stand-alone PV system will be 
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undertaken as future work. The battery model will 
be able to monitor the available and bound charge 
levels of the battery and thus the battery behaviour 
will be more accurately represented than that by R-
C battery model. The simplified battery model 
however is sufficient for simulating with moderate 
accuracy the voltages and powers produced by this 
stand-alone PV system.  More accurate load 
modelling with different load power factors will 
also be undertaken as future work. However, 
resistive load model here satisfactorily represents 
domestic loads as assumed in this paper.  
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1. INTRODUCTION 

Many designers of small wind turbines (typically sub 

50 kW) emphasize the simplistic design of the wind 

generators so as to allow for little or no maintenance. 

These generators are usually direct-drive permanent 

magnet (PM) synchronous machines which are di-

rected windward by a simple tale vain yaw system. 

Small wind turbines are used amongst others in water 

pumping, electrification of fencing and small weather 

station power. The dominant share of the market for 

small wind turbines, however, lies in off-grid resi-

dential properties [1]. These homes are usually po-

wered by hybrid systems incorporating wind, solar 

and in some cases diesel generators. 

In developing countries, especially, many non-grid 

connected rural areas are in need of reliable and low 

cost electrical power. To solve this problem numer-

ous wind power systems have been developed and 

implemented over the years to supply farms and rural 

settlements with high quality electrical power. For 

these applications, direct-connected battery charging 

systems are used the most. The wind generators are 

used to charge the battery banks, whilst the battery 

banks allow for an uninterrupted inverter-fed power 

supply without requiring continuous turbine opera-

tion. Typically, these stand-alone systems are used 

where a grid connection would be too expensive. 

Many of these systems have shown that the energy 

capture of the wind turbine fall short of expectations 

based on only the generator rating and rotor size [1], 

[4], [7].   

In this study three different battery charging wind 

turbine systems are investigated and compared in 

terms of efficiency and energy-production per cost. 

The paper explains the method whereby the total 

yearly energy capture for each of the systems is cal-

culated. The paper illustrates how the system compo-

nents affect the total energy supply to the electrical 

load. An explanation of the estimated costs and the 

energy production per cost of each of the three sys-

tems are given. 
 

2. WIND TURBINE POWER 

Electricity production obtained from a wind source at 

a given wind speed and with a particular wind tur-

bine, varies a lot depending on the site’s wind speed 

distribution. For example, a wind turbine would pro-

duce much more power at a site where the wind 

speed is 12 m/s for 50 % of the time and 0 m/s for the 

other 50% of the time than on a site where the wind 

speed is 6 m/s for 100 % of the time. This is due to 

the fact that the power available in the wind is pro-

portional to the cube of the wind speed [5]. Even 

though the annual average wind at two different sites 

may be equal, the site with the higher wind speeds 

will still have a higher average kinetic wind energy. 

For most areas the wind speed distribution can be ap-

proximated by a Weibull plot as shown in Fig. 1. The 

Weibull curve can be calculated by  
 

 

1
k

vk
ck v

p v e
c c

, (1) 

where p(v) is the probability density function of the 

wind speed v, k is the shape parameter and c is the 

scale parameter. By changing these two variables, the 

wind plot can be altered to represent almost any site. 

In Fig. 1, site 1 (Weibull distribution 1) has a better 

annual power production capability than site 2. De-

pending on the wind speed, v, at a particular site, the 

turbine power production can be calculated by consi-

dering the turbine blade power curves. In this study 

1.9 m turbine blades are used. This equates to a 

swept area of 11.3 m
2
. The blade’s power curves are 

represented in Fig 2. The power curves are obtained 

by calculating the mechanical power of the turbine 

rotor by [5]  

 
Fig. 1:  Weibull wind distribution at two different sites. 
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2 31

2
m pP C R v , (2) 

where ρ is the density of air, Cp is the power coeffi-

cient [Cp has a theoretical maximum value of 0.593 

known as the Betz limit] and R is the rotor blade ra-

dius. The power coefficient is the ratio of the availa-

ble power of the turbine rotor to the power available 

in the wind, and is affected largely by the blade pro-

file design. Cp is usually given as a function of the tip 

speed ratio [5] 

 
R

v
, (3) 

where ω is the angular speed of the turbine. A typical 

power coefficient versus tip-speed-ratio for a fixed 

pitch turbine is shown in Fig. 3. Hence, rewriting (3) 

and substituting into (2) results into 

 

 

3
31

2
m p

R
P AC . (4) 

Thus, for a given wind speed and blade radius the 

available rotor power can be plotted versus the tur-

bine speed. The peak power at each wind speed can 

be realized if the turbine’s optimal tip speed ratio, 

λopt, is maintained. This implies a maximum power 

coefficient, Cpm, as shown in Fig. 3. This results in 

[9] 

 

3

31

2
m pm

opt

R
P AC . (5) 

The optimum tip-speed-ratio can be guaranteed by 

using an electronic active rectifier to control the ge-

nerator at the optimum turbine-load speed [10]. 

  
Fig. 2:  1.9 m wind turbine blade power curves. 

 
Fig. 3: Power coefficient versus tip-speed-ratio. 

 

3. WIND GENERATOR SYSTEMS  

In this section the three wind generator systems are 

described. Each of the systems utilizes the same type 

of generator namely an air-cored permanent magnet 

(PM) direct drive generator. Research has shown that 

this type of generator is a good alternative to iron 

cored generators, particularly in small rural wind 

energy systems [2]. The air-cored PM generator has 

numerous advantages such as no core losses, zero 

cogging torque and no attraction forces between the 

rotor and stator. 

Each of the systems also employs the same turbine 

blades and, thus, has the same energy capture poten-

tial. Further aspects to be noted, similar to all three 

systems, is the presence of a battery charge control-

ler. The charge controller ensures save operating 

conditions for the batteries by dumping surplus pow-

er in resistors when the batteries are near a state of 

full charge [4]. This component is usually inactive 

most of the time and for the purpose of this study is 

omitted. 

3.1 Passive controlled system 

The first system to be addressed is known as a pas-

sively controlled system. A simplified illustration of 

the passive controlled system is depicted in Fig 4. It 

is the most widely used system because of its sim-

plicity. Such a system is used by [6] and [7] to pro-

vide power to a 230 V grid connection. A 32 – 46 V 

battery bank coupled to the grid or stand-alone load 

via an inverter and transformer is common practice.  

The system in Fig. 4 comprises of an air-cored PM 

generator with a generated back-EMF voltage Eg, a 

cable with an impedance Zc, an external inductance 

with a reactance Xe, and a diode rectifier that is di-

rectly connected to a battery bank. From the battery 

bank the inverter and transformer converts the power 

to a fixed frequency, fixed voltage, three-phase 

stand-alone power supply, to be connected to the 

loads. 

In this system maximum power point tracking cannot 

be realized due to the passive diode rectifier control. 

The external inductance is used to ensure sinusoidal 

phase currents to reduce generator noise and to ob-

tain better power matching with the turbine at all 

wind speeds [2]. The external inductance, however, 

causes the generator to be oversized in its design, 

which increases the cost of the generator in this sys-

tem [2]. 

Fig. 4: Passively controlled system. 
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Fig. 5: Active controlled system. 

  
Fig. 6: Fixed speed system. 

3.2 Active controlled system 

A simplified illustration of the active controlled wind 

generator system using an active synchronous rectifi-

er is depicted in Fig. 5. This system comprises of the 

same components as the passively controlled system, 

with the exception of the external inductance and the 

diode rectifier. The external inductance is no longer 

needed and the diode rectifier is replaced with a cur-

rent controlled active rectifier. 

In contrast with the passive system, the active con-

trolled system utilizes turbine speed control by ad-

justing the load on the wind turbine and generator 

[1]. The load on the generator is adjusted by control-

ling the current of the generator by means of the ac-

tive rectifier. By loading the generator in an optimum 

way, maximum power transfer from the turbine to the 

battery bank is obtained.   

This system is considerably more expensive due to 

the active rectifier. However, this system produces 

maximum power at each wind speed, a feat that 

makes it an attractive option. The generator also does 

not have to be oversized in its design as in the case of 

the passive system; the reason is that the generator is 

controlled at maximum power conversion efficiency 

by means of the active rectifier. 

3.3 Fixed speed system 

A simplified illustration of the fixed speed wind ge-

nerator system is depicted in Fig. 6. As is shown the 

generator in this case is connected directly to the 

fixed voltage and fixed frequency battery powered 

stand-alone grid inverter supply. The turbine and ge-

nerator, thus, operates at a fixed speed at all wind 

speeds. The synchronization controller (SC) in Fig. 6 

synchronizes the generator with the stand-alone grid 

inverter-fed supply and keeps the generator synchro-

nized with the supply. In the cases of gust winds or 

no wind conditions the SC will disconnect the gene-

rator from the mini-grid supply. 

Unlike the previous two wind generator systems, the 

generator in this case is a high voltage generator. It 

is, therefore, connected to the mini-grid inverter-fed 

supply by means of a much thinner high voltage ca-

ble; this results in considerably lower I
2
R cable 

losses. A further advantage of the high voltage 

transmission cable is that it allows for a much longer 

distance between the wind turbine and the mini-grid 

supply.  

The inverter in the fixed speed system is used to 

charge the batteries in the case of a surplus amount of 

power supplied form the turbine to the mini-grid. 

When the wind generator stops producing power, the 

battery bank will act to produce power to the stand-

alone grid via the inverter and transformer. The in-

verter-transformer combination will insure a steady 

grid voltage and frequency.  

It should be noted however, that this system’s inver-

ter needs to be rated according to two different condi-

tions. Firstly, it has to be rated according to the max-

imum electric load condition of the fully utilized 

grid. Secondly, it has to be able to handle the highest 

amount of generated power from the wind turbine 

when a strong wind is blowing and all the loads are 

switched off. This latter condition can be overcome if 

a simple controller switches on a load, e.g. a water 

heating geyser, to dump the additional power when a 

surplus is generated. 

The optimum speed of the fixed speed wind genera-

tor system is determined by obtaining the speed at 

which the turbine produces the highest annual ener-

gy. The method of calculating the annual energy pro-

duced by the turbine is described in the next section. 

The operating speed at which the highest energy is 

produced for site 1 in Fig. 1 and the turbine power 

curves of Fig. 2 is found to be at 310 r/min. 
 

4. SYSTEM PERFORMANCE AND COST 

4.1 Annual energy production  

The annual energy production can be calculated from 

the site’s annual wind speed distribution and the tur-

bine’s performance at these wind speeds. In Fig. 7, 

the turbine power of each of the three wind generator 

systems are plotted at each wind speed, for wind 

speeds of 3 – 14 m/s. The optimum power points of 

the actively controlled system are calculated by (5), 

while the fixed speed system’s power points are cal-

culated by (4). The power points of the passive con-

trolled system are calculated from the known system 

parameters of Fig. 4 and using (3) and (4) in an itera-

tive way. 

 
 

Fig. 7: Generated wind power curves for three systems. 
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Fig. 8: Annual system energy versus wind speed of site 1. 

 
Fig. 9: Annual system energy versus wind speed of site 2. 

 
Fig. 10: Total annual system energy captured at site 1. 

 
Fig. 11: Total annual system energy captured at site 2. 

To obtain the annual system energy produced versus 

wind speed, the three power plots in Fig. 7 are mul-

tiplied by the annual wind speed distributions of Fig. 

1. The results for site 1 and site 2 are shown in Figs. 

8 and 9 respectively. These two figures show how 

site 1 produces more energy than site 2 because of its 

higher wind speeds. It is clear that the fixed speed 

system performs considerably better at higher wind 

speeds. All three systems show to have similar ener-

gy plots for wind speeds of 9 m/s and above. 

The total annual energy per site is calculated by inte-

grating the curves of Fig. 8 and Fig. 9. The total an-

nual energy, in kWh, produced at site 1 is shown in 

Fig. 10. As expected, the actively controlled turbine 

performs the best of the three systems as it converts 

maximum power at each wind speed. The passively 

controlled system performs second best at 93 % of 

the actively controlled system. Lastly, the fixed speed 

system produces 85 % of the maximum possible 

energy. Fig. 11 shows the total annual energy pro-

duced of each of the three systems at site 2. In this 

case the fixed speed system produces only 77 % of 

the maximum possible energy. 

A good way to quantify the delivered energy per an-

num is known as the capacity factor. It is defined as 

the ratio of actual average power to the rated power 

of the wind generator system, measured over a year 

period [3]. The capacity factor, thus, is given by 
 

 a
f

r

P
C

P
, (6) 

where Pa is the annual average power [calculated 

from Fig. 10 and Fig. 11] and Pr is the rated genera-

tor power of 4.2 kW from Fig. 7. Table 1 lists the ca-

pacity factor of the three systems at the two wind 

sites. 
 

Table 1: Turbine capacity factor Cf. 

Site 
Turbine capacity factor 

Passive Active Fixed 

Site 1  19% 20.6% 17.4% 

Site 2 10.5% 12.1% 9.4% 

 

4.2 System efficiency 

The conversion efficiency of a system, from the ki-

netic energy in the wind to the useful electrical power 

delivered to the load, is the product of all the individ-

ual component efficiencies present in the system [5]. 

Various power losses occurring throughout the sys-

tem decreases its power conversion efficiency. Fig. 

12 shows a power flow diagram of a wind generator 

system together with its losses. Pw is the power avail-

able in the wind. Pm is the extracted power from the 

turbine that is supplied to the sub-system. Po is the 

useful power delivered to the stand-alone mini-grid. 

The efficiencies of the components of the sub-system 

used in the calculations are estimated averaged val-

ues of common of the shelf available components. 

Table 2 gives the estimated efficiencies of each of the 

components as well as the overall efficiency of the 

systems for the two wind sites considered. Note that 

the efficiencies should be taken ideally at the annual 

average power level, Pa, of (6). 

Table 2 shows some interesting differences between 

the passive, active and fixed speed wind generator 

systems. Firstly, the transmission cable needed for a 

high voltage system is much more effective than a 

low voltage high current cable. Secondly, since the 

components of the passive and active wind generator 

systems are connected in series, all the efficiencies 

are multiplied to give the overall system efficiency. 
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Fig. 12:  System component losses. 

 
 

Fig.  13: Power paths in the fixed speed system. 

The fixed speed system, on the other hand, has two 

parallel power flow paths as shown in Fig. 13. This 

implies that two scenarios must be considered. The 

first scenario (path 1 in Fig. 13) is where the turbine 

produces power to the batteries with all the loads 

switched off, followed then by a time-period where 

the batteries supply power to the load with no power 

from the wind turbine. This scenario is the worst in 

terms of efficiency as it takes seven conversions (in-

cluding the battery) before the power reaches the 

load.  

The second scenario (path 2 in Fig. 13) is where the 

turbine produces all its power to the stand-alone grid 

load. In this case the generated wind power is direct-

ly supplied to the load, consequently at a high effi-

ciency as only two conversions take place. To simpli-

fy the efficiency calculation of the fixed speed sys-

tem, the average efficiency of the two power flow 

paths is taken as the overall efficiency of this system, 

as given in Table 2. 

From the overall efficiency results in Table 2 it is 

clear that the efficiency of the fixed speed wind gene-

rator system is the same or higher than that of the 

passive controlled system. If the sub-system efficien-

cy is taken into account in the calculation of the ca-

pacity factor of (6), called the sub-system capacity 

factor, Cfs, then this factor can be used as a merit of 

comparing wind generator systems. The Cfs-

percentages of the three wind generator systems are 

compared in Table 3.  

 
Table 2: Efficiency of system components. 

Components 
Component efficiencies 

Passive Active Fixed 

Wind turbine energy 
capture (site 1, Fig. 10) 

93% 100% 85% 

Wind turbine energy 

capture (site 2, Fig. 11) 
87% 100% 77% 

RFPM Generator effi-

ciency  
92% 92% 92% 

Transmission cable  96% 96% 99% 

External Inductor 95% - - 

Diode rectifier 98% - - 

Active rectifier - 96% - 

Inverter and transformer 93% 93% 93% 

Total component effi-

ciency (site 1) 
71% 79% 70% 

System efficiency be-

tween turbine and grid 

(site 1) 

71% 79% 77% 

Average system efficien-
cy (site 1) 

- - 74% 

Total component effi-

ciency (site 2) 
67% 79% 61% 

System efficiency be-

tween turbine and grid 
(site 2) 

67% 79% 70% 

Average system efficien-

cy (site 2) 
- - 66% 

 
 

Table 3: Sub-system capacity factor Cfs 

Site 
Sub-system capacity factor 

Passive Active Fixed 

Site 1  14.5% 16.2% 15.2% 

Site 2 8.1% 9.5% 8.1% 

 

4.3 System component cost 

The cost of each system component should also be 

investigated to determine the energy production per 

cost of each wind generator system. Generic costs are 

formulated for the components based on industry av-

erages. Table 4 shows the per unit cost of each com-

ponent of the systems based on the PM generator cost 

of the passively controlled wind generator system.  
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From Table 4 one can see that the most economical 

system in terms of component cost is the fixed speed 

system. The passive controlled system is also cheaper 

than the active controlled system. This system is easy 

to install and to maintain, these being the primary 

reasons for its wide use. The active controlled system 

has a very expensive active rectifier. Current rule of 

thumb estimates a cost of R2500/kW for power elec-

tronic converters in renewable energy applications. 

The per unit annual energy production per cost of the 

systems can be determined by dividing the overall 

system efficiency of Table 2 with the per unit system 

cost of Table 4. These results are given in Table 5. It 

is clear that the fixed speed system outperforms 

completely the other systems in this regard.  
 
Table 4: Per unit system component costs. 

Components 

Sub-system component 

costs 

Passive Active Fixed 

PM Generator 1 0.9 0.9 

Transmission cable 0.22 0.22 0.1 

External Inductor 0.05 - - 

Diode rectifier 0.05 - - 

Active rectifier - 0.9 - 

Inverter and transformer 1 1 1 

Synchronizing controller - - 0.2 

Total cost 2.32 3.02 2.2 

 
Table 5: Per unit annual energy production per cost. 

Wind sites 

Per unit annual energy 

production per cost 

Passive Active Fixed 

Site 1 0.31 0.26 0.34* 

Site 2 0.29 0.26 0.3* 

*Depends on the matching of the load and delivered wind power. 

 

5. CONCLUSIONS 
 

From the results of the comparative study of the three 

considered 4 kW air-cored PM wind generator sys-

tems for battery charging stand-alone inverter sup-

plies, the following conclusions are drawn: 
 
- For good and moderate wind sites it is found that 

the fixed speed wind generator system capture 15 – 

23 % less annual wind turbine energy than the vari-

able speed maximum power point wind generator 

system. 
 
- If the subsystem efficiency, however, is taken into 

account in the calculations, then the annual energy 

produced to the load by the fixed speed wind genera-

tor system is only 6 – 16 % less than the variable 

speed maximum power point wind generator system. 

 

- It is shown that the capacity factors of the wind 

generator systems and wind sites can only be used as 

a merit of comparison if the subsystem efficiency is 

included in the calculation. 
 
- The cost of the fixed speed wind generator system 

is found to be substantially lower than the other two 

wind generator systems considered. Hence, with the 

annual energy delivered to the load less, but the cost 

of the system also less, the energy production per 

cost of the fixed speed wind generator system is 

shown to be much better than the other two systems. 
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1. INTRODUCTION 

 

Integration of non-conventional and renewable 

energy resources in DG applications is now 

significantly important to meet the rapidly increasing 

power demand and changing environmental policies 

[1]. Renewable energy sources utilized in DG 

systems provide better service reliability, better 

economics and less dependence on utility. However, 

there is trade-off between economic benefits and 

related stability, protection and safety issues [2]. DG 

systems located at or near to consumers’ sites may 

use a variety of emerging generation technologies, 

such as fuel cells (FCs), MTs, photovoltaics, WTs 

etc. with capacities ranging from 1KW to 10MW 

along with storage devices. FCs are popular because 

they have the advantages of being modular, efficient, 

quiet and environmentally friendly. Also, they can be 

used as portable on-site power generators. Presently, 

MTs are being utilized in DG applications due to 

their quick-start capability and easy controllability 

which are very much useful for efficient peak-

shaving [3]. 

From literature survey on PEMFC, it has been 

observed that Zhong, Z.D. et al. reported a hybrid 

multivariable model composed of least square-

support vector machine for PEMFC [4]. A 

description was given in [5] to model dynamic 

behavior of PEMFC as an initial step to prescribe 

internal design modifications and/or external 

controller designs to improve its transient behavior. 

Jemei, S. et al. described the modeling of PEMFC 

using artificial neural network (ANN) [6]. 

Mathematical model and characterization of the 

transient behavior of a PEMFC was described by 

Wolfgang, F. et al. [7]. Georgakis, D. et al. described 

modeling and control of a small scale grid-connected 

PEMFC system [8]. 

Research areas on the application of MT for DG 

include development of MT for power generation [9], 

test results [10], active filter [11], control mechanism 

for FC and MT [12], simulation model and operation 

in islanded and grid-connected modes [13] [14]. 

In this work, authors report the modeling of an 

integrated DG system of hybrid nature comprising 

PEMFC and MT and study of its dynamic behavior 

under variable load conditions. 

  

 

 

 

2. MODELING OF PEMFC-BASED PLANT 

 

The PEMFC system is a nonlinear, multivariable 

electrochemical system that is hard to model. A 

convenient PEMFC model can help greatly to 

control, simulate and diagnose its behavior [4]. While 

developing the model for the PEMFC, the following 

assumptions are made [15, 16]: 

The Nernst equation is applicable. 

 The gases are ideal. 

 The FC is fed with hydrogen and oxygen. 

 The FC temperature is stable. 

 The electrode channels are small enough so that 

the pressure drop across them is negligible. 

 The ratio of pressures between the inside and 

outside of the electrode channels is large enough 

to assume choked flow. 

 Ohmic loss and activation losses are taken into 

consideration. 

Ideal gas law is used to find out the partial pressures 

of the gases flowing through the electrodes. The 

same formula is applicable to all the gases. Hence the 

expression for hydrogen is expressed as [16]: 

2 2H an Hp V n RT     (1) 

It is possible to isolate the pressure and to take time 

derivative of the previous expression (1), obtaining 

[16]: 

2 2

d RT
p q

H Hdt Van
    (2) 

The relationship of molar gas flow through the valve 

is proportional to its partial pressure inside the 

channel and for hydrogen it can be expressed as [16]: 

2

2
2 2

q
KH an

K
Hp MH H

     (3) 

For hydrogen flow, there are three significant factors: 

hydrogen input flow, hydrogen output flow and 

hydrogen flow during reaction . The relationship 

among these factors with the  derivative of partial 

pressure of hydrogen can be represented as [16]: 

( )
2 2 2 2

d RT in out r
P q q q
H H H Hdt Van

     (4)  

Now, according to the basic electrochemical 

relationship, the molar flow of hydrogen that reacts 

can be calculated as [16]: 

0
2

22

N Ir
q K I

H rF
      (5) 
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Using the equations (3) and (5) and applying Laplace 

transform, hydrogen partial pressure can be written in 

s-domain as [16]: 

1/
2 ( 2 )

12 2
2

KH in
p q K I

H H rs
H


 


  (6) 

and 
2 2

Van
H K RTH

     (7) 

2H
 is expressed in seconds. It is the value of the 

system pole associated with the hydrogen flow [16]. 

The partial pressures of water and oxygen can also be 

calculated in the similar way. 

Polarization curves can be expressed by the equation: 

     
 

V E
cell act ohmic

      (8) 

The activation over voltage, 
act

 is a function of the 

oxygen concentration, CO2 and stack current I (A) 

whereas ohmic over voltage, 
ohmic

  is a function of 

the stack current I (A) and the stack internal 

resistance intR (Ohm).  

Assuming constant temperature and oxygen 

concentration, the fuel cell output voltage, V
cell

can 

be rewritten as: 

 -   ln  ( ) -  int  V E B CI R I
cell

   (9) 

The Nernst’s voltage can be expressed as [13]: 
0.5

2 2
 [ (ln )]

2
2

p pRT H O
E N E

o o F pH O
    (10) 

The potential difference between the anode and 

cathode is calculated using Nernst’s equation and 

Ohm’s law [16] along with activation over voltage, 
0.5

2 2
 [ (ln )] ln( )

2
2

p pRT H O
V N E rI B CI

o o F pH O
     (11) 

Now, using the expression (11) the model of the fuel 

cell can be illustrated as in Fig. 1 [16]. 

 

 
 

Fig. 1: PEMFC model 

 

2.1 Reformer Model 

 

A developed model is used for the reformer, which 

generates hydrogen for FC system. The reformer 

model is a second-order transfer function. The 

mathematical representation of the model is 

expressed as [17], 

[ ]
22 ( ) 11 2 1 2

CV
q q

H methane
s s   


  

  (12) 

In reformer model, a feedback from the stack current 

is considered to control the flow of hydrogen 

according to the output power from the fuel cell. A 

controller controls the flow rate of methane in the 

reformer. Oxygen flow is determined by the use of 

hydrogen-oxygen ratio (rH-O) [17]. 

 

2.2 Power Conditioning Unit 

 

The power-conditioning unit (PCU) is used to 

convert dc output voltage to ac.  The power-

conditioning unit includes a dc/dc converter to raise 

dc output voltage to dc bus voltage, followed by a 

dc/ac inverter to convert dc bus voltage to ac. 

 

 
 

Fig. 2: FC, inverter and load 

 

Only a simple model of a dc/ac inverter is considered 

in this work as illustrated in Fig. 2 for the following 

reasons: the dynamic time constant of inverter is of 

the order of microseconds or at the most 

milliseconds. The time constants for the reformer and 

stack are of the order of seconds. Hence, including 

the inverter time constant will have negligible effect 

on the time response accuracy. On the other hand, it 

complicates the systems [17]. The simple model of 

the inverter is provided in [17, 18], where the output 

voltage and the output power are controlled using the 

inverter modulation index and the phase angle of the 

ac voltage [17].  In this work, output ac voltage of the 

inverter is taken as 230 volt as it is suitable for 

residential use. 

The ac voltage output of the inverter can be 

expressed as [17]: 

V mV
ac cell

     (13) 

The active and reactive power between the source 

and the load can be expressed by the following 

expression respectively [17],  

sin
mV Vcell sP

ac X
    (14) 

2mV mV scell cell
=

ac

VsCo
Q

X


   (15) 

The inverter for the system has been modeled using 

equations (13), (14) and (15) which has three inputs - 

FC DC voltage (V
cell

), phase angle of the ac voltage 

( ) and modulation index ( m ) with active power, 

reactive power and ac voltage as outputs. 

 

2.3 Power and Voltage Control Strategy 

 

From the FC system the voltage is taken as input to 

the control functions which generate inverter phase 

angle of the ac voltage and the modulation index. 

The quantities are obtained using the following 

relationship. 

Assuming a lossless inverter, the expression for 

power can be written as [17]: 

P P V I
ac dc cell

     (16) 
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Now, the relationship between the stack current and 

molar flow of hydrogen can be written using 

electrochemical relationship as [17]: 

0

22

N I
q

H FU
     (17) 

Now, considering the equations (14) and (16), we 

get, 

sin
mV Vcell s V Icell

X
    (18) 

Therefore, the current can be written as:  

sin
mVsI

X
     (19) 

Now, putting the value of current in equation (17), 

we get, 
sin0

2 2

N mVsqH
FUX


     (20) 

which can be rewritten as:  
2

20

FUX
Sin q

HN mVs
      (21) 

Using the above relationship, the following 

expression for the phase angle of ac voltage can be 

written where this angle is very small [17], 
2

20

FUX
q

HN mVs
      (22) 

This expression (22) provides the relationship by 

which the phase angle can be controlled by 

controlling the hydrogen flow to the fuel cell. 

Two separate PI controllers are used to control the 

fuel flow to the fuel cell system to meet the power 

demand set by the user of the system and to maintain 

the inverter output ac voltage. 

With the expressions of ac power and phase angle, it 

is now possible to control the active power output by 

the use of hydrogen flow. The active power 

controller is a PI controller which takes Pref and Pac as 

inputs and controls the phase angle of the ac voltage 

as output. On the other hand, actual inverter ac 

voltage is given as one input to the voltage controller 

to generate the modulation index ( m ) while the other 

input is the reference voltage set by the user. The 

expression for controlling the modulation index can 

be expressed as: 

[ ][ ]
Kim K V Vp ref ac
s

      (23) 

 

3. MICROTURBINE MODELING 

 

MTs are small and simple-cycle gas turbines. Their 

output ranges typically from around 25 to 300 kW. 

They are available as single or split-shaft units. 

Single shaft MT is a high speed (50,000 to 120,000 

r.p.m) synchronous machine with compressor and 

turbine mounted on the same shaft. On the other 

hand, the split-shaft configuration uses a power 

turbine rotating at 3,000 r.p.m. and a conventional 

generator connected via a gear box. They can supply 

a customer’s base-load requirements or can be used 

for standby, peak shaving and cogeneration 

applications. Usually an MT consists of the following 

parts [3]: 

(a) Turbine: Single shaft or split-shaft gas turbines. 

(b) Alternator: Single shaft units use an alternator 

directly connected to the turbine. The rotor is either 

2-pole or 4-pole permanent magnet design and the 

stator is copper wound. In split-shaft units, a 

conventional induction or synchronous machine is 

used through the gearbox. 

(c) Power electronics: In single shaft machines, the 

generated high frequency power is converted to 

standard frequency power through power electronic 

interfaces. However, in the split-shaft design, these 

are not required. 

(d) Recuperator: It transfers heat from exhaust gas to 

compressed air before it enters combustor to improve 

the energy efficiency of the MT. 

(e) Control and communication: It includes the entire 

turbine control mechanism, inverter interface, start-

up electronics, instrumentation and signal 

conditioning, data logging, diagnostics and user 

control communications. 

In this work, the focus is on slow dynamic 

performance of the system and not on the transient 

behaviors. Therefore, MT modeling is based on the 

following assumptions: 

(a) System is operating under normal conditions. 

(b) Recuperator model is not included as it only 

raises efficiency. 

(c) The temperature and acceleration controls have 

no impact on the normal operation and hence, those 

are omitted. 

(d) The governor model is not included as the MT 

does not use any governor [1] [3] [14] [19]. Instead, a 

speed controller is incorporated to keep the speed 

constant. The simplified MT model is shown in Fig. 

3. The main emphasis is on active power control. 

Therefore, the entire control system is simplified and 

represented as a PI-controller. 

 

 
Fig. 3:   MT model 

 

 
 

Fig.  4:   Turbine model 

 

This work used widely accepted GAST model as 

shown in Fig. 4 to represent the dynamic behavior of 

a gas turbine. The advantages of GAST model are 

that it is simple and follows typical modeling 

guidelines. It is a Western System Coordinating 

Council compliant model that can directly be used in 

specific commercial simulation programs [1] [19]. 
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The PMG connected to the MT is modelled using a 

second order transfer function. 

4.  INTEGRATED DG SYSTEM 

In this work, an integrated DG system is modelled 

and simulated in Matlab Simulink which comprises 

three 5 kW PEMFC, a 30 kW MT operating in 

parallel and power controller as shown in Fig. 5. The 

power control section is implemented using switches 

in Matlab Simulink. 

 
Fig. 5: Integrated DG system 

 

The system operating strategy is such that the 

PEMFCs supply the power when the load demand is 

less than their rated capacity. If the power demand 

rises above the rated output of the PEMFCs, the 

deficit is supplied by the MT. A power controller is 

used to control the power to be generated by the MT 

accordingly as the power demand on the system 

varies with time. The MT then generates the required 

power to meet the increased demand. However, 

should there be any decrease in demand from this 

condition; the MT is controlled by the power 

controller so that the demand is met accordingly. The 

peak power demand is efficiently supplied by the MT 

utilizing its standby capacity, quick-start capability 

and easy controllability. 

5. SIMULATION AND RESULTS 

 
Fig. 6:   Changes in power demand  

 

The changes in power demand considered in 

simulation are as shown in Fig. 6, which shows that 

from t=0 s to t= 75 s, the power demand is 25 kW, it 

drops to 18 kW at t=75 s. Again it increases to 35 kW 

at t=125 s and finally settles at 22 kW. Fig. 7 

illustrates the corresponding power generated by the 

PEMFCs. It has been observed that PEMFCs are 

delivering their rated output of 15 kW as and when 

the demand is above 15 kW. The excess demand is 

met by the MT as observed from the MT output 

power illustrated in Fig. 8. Fig. 8 also shows that the 

MT is supplying power according to the demand 

placed by the power control section. 

 
Fig. 7: PEMFC power output 

 
Fig. 8: MT demand and power output 

 

Fig. 9 shows the power demand, FC output and MT 

output at a glance. From which it is clear that the 

total power output obtained from FCs and MT is 

equal to meet the power demand on the system. 

 
Fig. 9: Power demand, PEMFC and MT power output 

 

Figs. 10 and 11 illustrate the FC stack output and 

inverter voltage respectively. The stack voltage 

decreases as current increases due to increase in 

power output by the cells. From Fig. 11, it has been 

observed that the inverter voltage is maintained at 

230 V by the control action of the voltage control. 

 
Fig. 10: FC stack voltage 
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Fig. 11: FC inverter voltage 

 
Fig. 12: FC current 

 
Fig. 13: FC hydrogen and oxygen flow 

 

Figs. 12 and 13 show the changes in FC current and 

reactant flow. It has been observed that with increase 

in power demand the current increases and decreases 

as the power demand decreases. The change in 

current in turn changes the hydrogen and oxygen 

flow accordingly to meet the power output. 

 

6. CONCLUSION 

 

Dynamic simulation of PEMFC has been performed 

along with a MT to analyze their load following 

behavior in a hybrid power system. The response of 

the system to step changes in load demand are 

presented along with the analysis of the simulated 

results. It has been observed that the system can meet 

the load demand efficiently using the power 

controller. The output from each of the system is 

controlled in such a way that the total power output 

becomes equal to the load demand. An efficient 

dynamic model of PEMFC has also been described 

which can supply active power maintaining inverter 

voltage as desired. The combined system reduces the 

cost of power generation as well as the level of 

pollution reducing the fuel consumption. Also, the 

MT has been utilized efficiently to meet the peak 

demand of the system utilizing its standby capacity, 

quick start-up capability and easy controllability. 
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Fields and Common-mode Currents in the Vicinity of Measurement
Probes
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Abstract. We are interested in the characterisation of E-fields, H-fields and common-mode (CM) currents in the
vicinity of typical measurement probes. To illustrate these points, we verify a computational electromagnetic code
in a defined probing environment. Our ultimate interest is in reducing the dependency of, or defining, the conditions
surrounding typical probes to improve high frequency metrology.

Key Words. EM modelling, HF-probes, CM-currents, HF-Metrology

1. INTRODUCTION

There are numerous examples of invasive probing
techniques in high frequency metrology [1],[2]. Our
earlier work on EMC current probes (CP) [3], [4]
directed our focus to this general metrology issue.
We are interested in studying the electromagnetic en-
vironmental conditions surrounding typical probes. A
specific material properties probe is used to illustrate
key points in this regard. In our work, we place a
standard SMA flanged probe in a cylindrical shield
with interior length of approximately 200 mm and
diameter of 80 mm, see Fig. 1. This setup has been
both modelled and measured and the results are used
to illustrate our findings.

Figure 1: Measurement setup to illustrate a defined probe
measurement environment. A flanged SMA-probe, surrounded by
a cylinder, can be seen, along with a semi-rigid E-field probe on
the side wall.

2. CURRENT PROBE CHARACTERISATION

Fig. 2 shows a collection of high frequency (HF) CM
current probes, similar to those used in our earlier
work [3]. Summarising [3], we used a measure-
ment setup shown in Fig. 3 to measure the transfer
impedance of a CP for an open cable environment
[3]. Use is made of a commercial full-wave, finite
volume time domain (FVTD) simulation code, to
visualise field and current behaviour in the system.
Fig. 4 reveals the spatial dependance of current at
400 MHz which hampers accurate calibration. Final
measured transfer impedance shows up to 2.5dB
discrepancies, Fig. 5, compared to published probe
data. This is related to capacitive coupling effects

between the CP and recognised enclosures used for
standard calibration. This point highlights the impor-
tance of understanding EM environments surrounding
HF probes in general and spurred the investigation
and related methodology presented here.

Figure 2: Typical HF CM current probes.

Figure 3: Illustration of measurement setup for current probe
characterisation [3].

3. DIFFERENT APPROACH TO CM CURRENT AND
FIELD MEASUREMENT

To examine small levels of CM current and fields
surrounding measurement probes a different approach
may be required. We have constructed a care-
fully controlled measurement setup around an SMA
flanged probe to illustrate our alternative method.
The overall system needs to be sensitive and must
support fixed reference positions for measurements
exterior to the probe face. With this in mind a metallic
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Figure 4: CST model of current probe calibration jig showing
current distribution [3].

Figure 5: Measured and simulated transfer impedance of the
current probe [3].

cylindrical shielding cavity surrounding the flanged
probe was designed. The removable shield isolates the
probe structure from vector network analyser (VNA)
cabling.

To characterise the system, we made use of an E-field
probing technique described in [5]. The extended-
centre-conductor coaxial probe allows a second port
to be established in the side wall of the cavity. The
E-field probe is made sufficiently long to obtain a
reasonable measurement dynamic range, but not long
enough to disturb the fields significantly. This second
port allows a measurement of S21 versus frequency
which can be compared to computation. Using the E-
field probe we also evaluated the cavity field spatial
distribution at four positions as shown in Fig. 6.
We modelled the complete setup including the probe
geometry in the full-wave FVTD code CST [6].

Figure 6: E-field magnitude of shielded flanged probe at 3 GHz.

4. FLANGED PROBE AND CAVITY SIMULATION

Fig. 6 shows a cut-plane view of the four simulated
probing positions numbered from top to bottom.
Superimposed on the image is the E-field magnitude
at 3 GHz. These field levels are small and the scale
is clamped to make the values visible within the
cavity. The contours indicate positions of equal field
magnitude and should not be interpreted as vector
field lines in the cut-plane.

Every possible detail of the system geometry is mod-
elled while making suitable simplifications to reduce
computation times. Cable, connector, probe flange
and side-probe outer characteristics were obtained
from manufacturers’ data. Waveguide ports were
specified with the bottom port embedded slightly be-
low the face plane of the probe. This allows the use of
CST’s port-offset function and accommodates higher-
order modes that occur in the dielectric bead near
the face. Open boundaries using a Perfect Boundary
Approximation were defined. We ran the Transient
solver with the energy criteria accuracy set to -50
dB. Model regularity supports the use of quarter
symmetry in meshing and suitable iterations ensured
result convergence.

5. FIELD SIMULATIONS AND MEASUREMENTS

We performed a two-port SOLT (short-open-load-
through) calibration with the reference planes estab-
lished between the feeding SMA port below the shield
base and the SMA port of the E-field probe at the side
wall.

A 1 - 3 GHz comparison between the simulation and
measurement for side-probe position four is seen in
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Figure 7: Field probe |S21| dB versus frequency: Simulation and
VNA measurement at probe position four.
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Figure 8: Simulated H-field strength (dBA/m) versus frequency
for the H-field probe in the three environments depicted in Fig. 9

Figure 9: Three levels of defined probe environment: a) bare
probe: undefined environment; b) probe with shield base only:
loosely defined and c) cut-plane view of fully-shielded probe: well
defined. a) also shows the placement of the H-field probe for all
three cases.

Fig. 7. This agreement is reached down to levels
of -100 dB on the reference 0 dB and required
great care in the measurement process. Two cavity
resonant modes at 1.67 and 2.38 GHz are identifiable
and change with dimensions of the cylinder. Similar
results are achieved for all the other field-probing
positions. We can now discuss the physics of the
problem trusting simulations alone. From the side-
probing, we observe the following: 1) the level of
energy escaping the flanged probe face; 2) the field
moding; 3) the containment of these fields within the
cavity; and, 4) even on this amplified scale, the small
amount of CM current on the feeding coaxial cable.
The CM current is determined from the orthogonal H-
fields close to the feed cable of interest. Fig. 8 shows
the simulated H-field strength around the feed cable
for the three external environments illustrated in Fig.

9. The position for the H-field indicator is depicted
in Fig. 9 a). The CM current on cabling is one
of the issues that we found interferes with accurate
measurements when using many types of probes.
The measurement probe, a flanged SMA probe in
this case, does not just sample a material-under-test
(MUT), it also is affected by the fields and currents
along the cables. As this CM current distribution
varies according to measurement configuration, we
wish to explore techniques to minimise and then
quantify this effect.

The bare flanged probe, shown in Fig. 9 a), represents
an undefined measurement environment, similar to
that used in [1]. H-field levels of -30 dBA/m, Fig. 8,
are seen. The same probe with No Shield and metallic
Base (NSB), Fig. 9 b), typifies a loosely defined
environment and shows 10 dB lower CM levels on the
cabling. This can be compared to the fully shielded
case, shown in Fig. 9 c), which constitutes a well-
defined situation with levels of -60 dBA/m or better
apart from resonant features.

These results indicate that the CM current propagat-
ing on the feed cable can be significantly reduced
by placing shielding environments around the probe.
Even the simple metallic base of Fig. 9 b) improves
the situation. The full cylindrical shield can attenuate
the current by 30 to 40 dB. At the two cavity reso-
nances, the shield appears as a high impedance and
the CM currents cannot be prevented. The features
seen in the NSB and the shielded case of Fig. 8
will ultimately give rise to incorrect MUT permittivity
data at these frequencies.

6. FACE-PLANE CALIBRATION AND MATERIAL
PROPERTY DERIVATION

With the effect of the environment now better un-
derstood we extend our investigation to SOL (short-
open-load) calibrated face-plane measurements of di-
electric solids. We focus on the two better-defined
setups. The first is the NSB case shown in 9 b), and
the second is the fully-shielded case shown in 9 c).
Specific measurement precautions stated in [1] are
applied. We have improved the repeatability of the
matched load and short circuit standards through an
in-house clamp, see Fig. 10. The clamp is similar to
one reported by Gregory and Clarke [7].

CST is used to compute open-circuit (OC) data
from which we obtain VNA calibration coefficients
for both the NSB and fully-shielded cases. After
performing SOL calibrations described in [1], we
recorded face-plane-referenced S11 data for a well-
known material standard, Teflon®.

To look into the consequences of CM energy in the
region surrounding the probe, we use a full-wave
inversion algorithm described in [1]. This converts
our measured reflection data set into complex permit-
tivity. We show the real permittivity result for Teflon®
in Fig. 11.
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Figure 10: Measurement setup with SMA flanged probe and
supporting jig. In-house clamp used during calibration,
visible at probe face.
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Figure 11: ε’ for Teflon®: NSB and Shield data

The two shield-cavity modes form the resonances
seen in the ε’ data. Without giving a detailed dis-
cussion on the permittivity result, the derived values
seen here are close to the published data of around
2.08.

7. DISCUSSION ON PROBE CM CURRENTS AND
FIELDS

Concerning the two shield-cavity modes, these res-
onances disappear when the shield is removed. On
detailed scrutiny, a small resonant effect can also be
determined for the NSB case. This is more evident
from the measurements on higher relative permittivity
materials which we do not present here. However, for
a completely exposed flanged probe with no shield
or base, resonances in the data are due to the cabling
environment and cannot be predicted. We find that
with a known boundary provided by a shield, the ε’
results compare well with published data except in
the regions of resonance, which are now known.

Probe external effects should be considered more
carefully both in the physical experiments and in
the data processing. With uncontrolled environments,
unexpected features and uncalibrated results can arise.
This occurs because of CM currents, or exterior ca-
pacitive coupling to the environment through E-fields.
It is arguably better to define the probe measurement

region, as we have demonstrated here, and know that
the results will be slightly in error, than to have unpre-
dictable results. It is also conceivable that, for a given
measurement probe, appropriate corrections could be
made to compensate for the defined measurement
region.

8. CONCLUSION

We have established the characteristics and levels of
CM energy exterior to the face-plane of a flanged
coaxial probe. This was accomplished through ver-
ified modelling of the probe system. A cylindrical
shield was used to isolate the environment from
the measurements. Without this, unpredictable fea-
tures will appear in data sets. The shield introduces
identifiable resonances. Regions either side of these
frequencies yield good ε’ information when using a
well-prepared, flanged probe with good calibration
procedures.

Our original intention in this work was to use a
CM current probe to measure cable currents in a
reliable fashion. On closer study we discovered that
the probe gave slightly different results depending
on how we measured. This paper has explored the
reasons for probe inaccuracies. With these insights, it
alerts metrologists to possible methods of obtaining
better results.
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1. INTRODUCTION 

This paper reports an ongoing effort to characterize 
South Africa’s SKA (Square Kilometre Array) 
system’s electromagnetic environment. We are 
concerned about power-line sparking and its radio 
frequency interference (RFI). The SKA will 
operate over a very wide frequency range and is 
expected to achieve unprecedented sensitivity and 
resolution [1].  

Power line interference is known to be caused by 
corona and gap-type discharges. The gap-type 
(commonly known as sparking noise) discharge is 
the major cause of wideband power line 
interference. It is mainly encountered on wooden 
pole lines, which are usually operated below 70 kV 
AC [2]. At this voltage level, the voltage gradients 
on the lines are insufficient to generate conductor 
corona [3].  

We describe some of the characteristics of sparking 
noise measured on active lines in the field and in a 
high-voltage laboratory. In both environments, an 
artificial sparking-gap device was used as a noise 
generator. The field measurements were conducted 
on a 22 kV power line. The important parameters 
considered were the frequency spectrum and time 
domain characteristics of the radiated noise. This 
yields information concerning the pulse repetition 
rate, and lateral and longitudinal profiles of the 
noise. 

The radiation characteristics of a power line due to 
a noise source injecting energy onto it were also 
examined using FEKO® EM software to evaluate 
the far-field radiation patterns.  

2. FIELD MEASUREMENT SETUP 

The spark-gap noise measurements were carried 
out on a 22kV grid test power line at the SKA 
Karoo support base near Carnarvon.  This line had 
13 spans of approximately 100m long each. It is 
suspended on wooden poles. This was designed 
with various specifications for the wooden section 
of the main grid 22/33 kV supply line for the SKA 
precursor, MeerKAT, in mind. 

The measurement site was scanned for background 
noise before taking sparking noise measurements.  

Some broadcast and cell phone transmitter signals 
were present but were not strong enough to saturate 
the measuring equipment. The sketch of the site is 
shown in Fig. 1 with various measurement points. 
These points were chosen according to the terrain 
and our modelling capabilities. The spark-gap 
device was attached to the middle conductor of the 
power-line as shown in Fig. 2 with a 2mm gap 
spacing set. One electrode was connected to the 
active line while the other electrode was left 
floating. 
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The instrumentation used included an LPDA 
antenna (300 MHz – 6GHz) with a gain of 5dB and 
a low-noise pre-amplifier (50 MHz – 3GHz) with 
up to 22dB of gain. The pre-amplifier was used 
together with the LPDA to improve the system’s 
measurement sensitivity at higher frequencies.  
Portable and battery driven FSH3 handheld (100 
kHz – 3GHz) and FSH8 (9 kHz – 8GHz) spectrum 
analyzers and a scope-meter (100MHz bandwidth) 
were used to make frequency and time domain 
measurements. In addition to these measurements 
we also studied results using a magnetic loop 
antenna (100 kHz – 30 MHz). The information 
derived from this is not reported here, but it fills in 
our understanding of the sparking noise. 

 

 
Fig 1: Sketch of measurement site at Carnarvon 
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Fig 2: Spark-gap device mounted on the line at point SG2 

3. MEASURED RESULTS AND DISCUSSION 

3.1 Field measurements 

3.1.1 Longitudinal profile 

Sparking noise decay along the line length and 
away from the noise source was examined by 
taking measurements at points along and near the 
power line. Here, E-field strength was recorded at 
locations that are parallel to the power line. These 
locations were P4, P56, P78, P910 and PT13, as 
shown in Fig. 1, and are 10m away from the line. 
Another set of points were H3, H4, H5 and H6, 
which are 100m away from the line and 50m apart.  
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Fig. 3:  Spark-gap longitudinal profile at a) 10m and b) 100m 
from the line (RBW = 30 kHz) 

Typical frequency spectrum results are given in Fig. 
3. Here the LPDA antenna and FSH8 spectrum 
analyzer with resolution bandwidth (RBW) = 30 
kHz, preamplifier off and clear/write mode were 
used. It can be seen that the measured noise levels 
extend up to 1GHz. It was also observed, though 
not recorded here, that the radiated noise energy 
was detectable and filled up the entire frequency 
band up to 3GHz. The spectrum was also found to 
decay with frequency as measurement position 
moved away from the spark-gap device, as shown 
in graphs P4 and PT13. 

3.1.2 Lateral Profile 

The measurement results for the lateral profile were 
taken at positions perpendicular to the line axis. H1, 
H2 and H3, are 50m apart with H1 being 10m from, 
and perpendicular to, the point where the spark-gap 
source is attached to the line.  

Typical frequency spectra at each measurement 
position are given in Fig. 4.  This shows that the 
noise levels decrease with distance from the source. 
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Fig 4: Spark-gap lateral profile at given points (RBW= 30 kHz) 

3.2 High-voltage lab measurements 

The sparking-gap noise measured in the high 
voltage laboratory utilized the spark-gap device 
attached to an ac voltage source and raised about 
7m above the ground. A 2mm gap length was set 
on the device. Measurements were taken 10m away 
from the spark-gap. The voltage level applied to the 
device was varied from when there was intermittent 
sparking to when the gap was continuously 
sparking. These voltages are given in the captions 
or legends of each graph and are the values of 
ACPeak/√2. This voltage representation is one of the 
formats available in the voltage supply controller 
used. The frequency spectrum was taken with an 
LPDA antenna and a spectrum analyzer. A voltage 
level that is much higher than the breakdown value 
of a specific gap size resulted in a higher noise 
level, but the shape of frequency spectrum is about 
the same as shown in Fig. 5. 
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Fig 5:  Frequency spectrum for spark-gap noise during 
intermittent and continuous states 

 

The pulse repetition in time domain is given in Fig. 
6. This was taken with a zero-span setting at 300 
MHz on the spectrum analyzer.  
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Fig 6: Time domain for spark-gap noise during intermittent and 
continuous states – measured at 300 MHz on spectrum analyzer 
in zero-span mode 
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Fig 7:  Time domain spectrum measured with a scope with 
RMS supplied voltage of a) 14kV and b) 49kV 
 

It can be seen that as the voltage is increased far 
beyond the breakdown value, a higher pulse 
repetition rate is achieved. This is also confirmed 
by the oscilloscope data given in Figs. 7a and 7b. 
The oscilloscope used here had a bandwidth of 350 
MHz. It can be concluded that a higher pulse 
repetition rate results in a higher noise level. 

3.3 Power-line simulated radiation 
characteristics 

If a time varying current, such as the sparking 
current pulses, couples on to an overhead power 
line, the line will act as both an antenna and 
transmission line. The modes of propagation of the 
resultant noise are by direct radiation, conduction, 
RF induction, and re-radiation [4]. The radiation 
characteristics of this line depends on such factors 
as the frequency of the source, spacing between the 
conductors, load impedance, presence or absence of 
a grounded neutral conductor, ground properties 
and mode of current injection. 

Antenna radiation characteristics of a power line 
with a noise source were modelled using FEKO® 
EM software. By varying some of the described 
parameters, their contribution to the far-field 
radiated energy from the line was examined. 

In the simulations, a full-scale model was 
configured with three equal length 20 mm PEC 
wires placed 12m above a PEC finite ground plane. 
The horizontal conductors were parallel to each 
other to represent a simplified version of a power 
line with a line spacing of 1m. The line length used 
was 300m, equivalent to a 3-span section of a real 
line with each span being 100m long. 500 Ω 
impedances were connected between each end of 
the wires and the ground, to terminate the 
approximate line surge impedances. 
 
Simulation of this electrically large model requires 
substantial computing resources. The required 
discretization of the finite ground plane and long 
wires in FEKO limits the higher simulation 
frequency range.  

A typical horizontal radiation pattern is as shown in 
Fig. 8 for 35 MHz. It exhibits an end-fire pattern 
whose shape, level and orientation vary with source 
frequency. We also observed that the pattern shape 
does not change with termination impedance. 
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Fig 8:  A typical horizontal radiation pattern for the FEKO 
modelling at 35 MHz  

The radiation pattern shape was found to be 
affected by line configuration. The precise point of 
injection on the line contributed to the variation in 
field patterns. As shown in Fig. 9, there is 
symmetry in the pattern for a line that is excited on 
the centre conductor. With the excitation on the 
outer line, the radiation pattern becomes pulled to 
that side. 

 

4. CONCLUSION 

This paper presents results of radiated sparking 
noise from a spark-gap device in a laboratory and 
on a 22kV test power line. Time and frequency 
domain characteristics of the sparking pulse are 
given along with lateral and longitudinal profiles. 

Far-field radiation characteristics of the line were 
evaluated through simulations and it was noted that 
the pattern exhibited end-fire characteristics. Work 
is currently underway to investigate radiation 
properties of a physical scale-model line where 
measurements will be done in an anechoic 
chamber. The measured radiation pattern results 
will then be correlated with simulations. 
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Fig 9: Horizontal field patterns for models with pulse injection 
point at the centre of middle line (N27_1) and at the end of the 
middle conductor (N27_7) at 500MHz 
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1. INTRODUCTION 

Solar activity phenomena include filaments, 
coronal holes, solar flares and coronal mass 
ejections, all resulting in a stream of matter through 
space known as the solar wind [1].  The overall 
solar activity appears to follow an 11 year cycle, 
illustrated in Figure 1. 

Fluctuations in the solar wind cause fluctuations in 
the shape and strength of the earth’s magnetic field.  
Within the solar cycles, over periods of minutes, 
hours and days, increased solar activity results in 
intense geomagnetic field fluctuations, known as 
magnetic storms [2].  During these magnetic storms 
a potential difference is induced on the earth’s 
surface.  This is known as an Earth Surface 
Potential (ESP). This ESP appears as an ideal 
voltage source between the grounded neutrals of 
wye-connected transformer and reactor windings. 
This ESP causes quasi-direct current, called 
geomagnetically induced current (GIC), to flow in 
transmission lines and between the grounded 
neutrals in substations.  In a simple model, the GIC 
splits evenly and flows in all three phases of a 
transformer [3]. 

The severity of the GIC is determined by the 
extent, strength and variation of the horizontal 

magnetic field, and the electrical network 
characteristics [3]. 

The electrical system characteristics affecting GIC 
severity are the power system orientation, 
transmission line length, component resistances and 
the transformer type, connection and grounding [1]. 

 
2.  GIC's EFFECTS ON TRANSFORMERS 

Power transformers are designed to operate close to 
the magnetisation curve knee-point for economic 
reasons. The presence of a direct current offset on 
the winding of the transformer causes a core flux 
offset. The core flux offset may cause the 
transformer to operate in half-cycle saturation 
mode [4]. 

 

Figure 2: Transformer Magnetising Current due to Half-Cycle 
Saturation [5] 
 

Half-cycle saturation in a transformer is the root 
cause of the detrimental effects of a GIC event [6]. 
The half-cycle saturation may cause increases in 
audible noise, generation of odd and even 
harmonics, and increased losses and heating in the 
transformer [7].  Other detrimental power system 
effects include protective relaying problems, 

Figure 1: Recorded Sunspot Activity from 1900 to 2005 
[2] 
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communications problems and unusual and 
variable flows of 'reactive' power [8]. 

The measurement of apparent power, non-active 
power and power factor in multi-phase systems 
with harmonics, phase unbalance and dc 
components has been a matter of debate for many 
years.  A new approach, differing from the standard 
definitions of apparent power, has been proposed 
[9].  This paper reports on an investigation of the 
non-active power in transformers, based on the new 
definition of apparent power and power factor. 

 
3. TRANSFORMER MODEL 

The transformer is one of the most common non-
linear elements in the power system. The non-
linearity is caused by the non-linear core 
magnetisation characteristic. The model we use 
consists of three single-phase shell type 
transformers [8]. The magnetic flux distribution for 
a shell-type transformer is shown in Figure 3 
below. 

 

 

Figure 3: Magnetic Flux Distribution for a Shell-Type 
Transformer [7] 
 

The approximate equivalent circuit can be derived 
using a reduction process. It is assumed that the 
transformer is symmetrical. As such the opposite 
yoke and limb reluctances are assumed to be equal. 
The yoke and limb reluctances are represented by 
𝓡𝓡Y and 𝓡𝓡L respectively while 𝓡𝓡C models the centre 
limb reluctance. The air gap reluctance is 
represented by 𝓡𝓡0. 

 

 

Figure 4: Equivalent Circuit for Single-Phase Shell-Type 
Transformer 

 
The equivalent reluctance at specific conditions is 
given by 𝓡𝓡eq. The equation for equivalent 
reluctance is derived using simple network 
reduction principles. The equivalent reluctance can 
be determined by the transformer dimensions and 
magnetic characteristics. 

  
 

For the laboratory testing, the 3-phase transformer 
is modelled as a bank of three single-phase 100 VA 
transformers, which is consistent with the practical 
arrangement of very large power transformers. 

 
4. AVERAGE POWER THEORIES 

Instantaneous and general power theory was 
developed with the aim of being applied to active 
power compensators. The theory has also been used 
to establish energy transmission properties in 
asymmetrical and distorted conditions [10]. 

The two basic properties of every non-active 
component of the apparent power are that they 
cause power loss and the amplitude of oscillation of 
power which does not contribute to a continuous 
unidirectional transfer of energy [11]. 

The nomenclature was revised and the term 
reactive power has been replaced with the term 
non-active power. This is done since the term 
reactive power implies some element of energy 
storage which may, or may not, be the case when 
non-active power is considered [9]. 

Instantaneous and average power theories typically 
decompose currents into active and non-active 
components. Malengret and Gaunt [9] have 
developed a general theory of instantaneous power 
that can be applied to m-wire systems with unequal 
impedances. 

 

Figure 5: Three Phase Supply Connected to Load 
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The values required for analysis are the load 
impedances, the line currents, phase voltages and 
information regarding the neutral wire. 

The instantaneous power theory can be extended to 
the average power domain. The components of 
apparent power consist of an active component and 
two non-active components.  The components of 
the non-active current are distinguished by the fact 
that one component can be compensated without 
energy storage elements while the other component 
requires energy storage for compensation [9]. 

 
5. INVESTIGATION TECHNIQUES 

The investigation process involved simulations 
using the SIMULINK package from MATLAB. 
The laboratory model was built using three single-
phase 100 VA transformers connected to form a 
three-phase transformer. The laboratory setup is 
illustrated in Figure 6. 

 

Figure 6: Laboratory Apparatus Circuit Diagram 

 

The loads ZA, ZB and ZC were set up using a 
combination of incandescent lamps and compact 
fluorescent lamps (CFLs). 

The neutral impedance ZN consisted of a variable 
resistor. The earth surface potential (ESP) was 
simulated using a 12 V battery. 

Currents and voltages were sampled with a digital 
signal processor (DSP) card and processed in real 
time in a standard computer. 

 
6. RESULTS 

The power transfer characteristics were 
investigated for an unbalanced complex load using 
the conventional laboratory three-phase meter and 
the new definition - Table 1. The results for non-
active power and power factor did not agree, 
illustrated in Figure 7 and Figure 8. 

 

 

 

 

 

Table 1: Calculated Results for Unbalanced Load 

 

 

Figure 7: Non-Active Power versus DC Injected 

The non-active power is higher using the new 
method indicating that the effect of non-active 
power in transformers has previously been 
underestimated. 

 

Figure 8: Power Factor versus DC Injected 
 

The results obtained for a balanced complex load 
are plotted in Figure 9 and Figure 10. 

 

Figure 9: AP and Non-AP versus DC Injected     (Balanced 
Complex Load) 
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Figure 10: Power Factor versus DC Injected        (Balanced 
Load) 
 

There is an increase in both active and non-active 
power as the DC injection increases. There is a 
corresponding decrease in the power factor. 

The results obtained for an unbalanced complex 
load are plotted in Figure 11 and Figure 12. 

 

Figure 11: AP and Non-AP versus DC Injected (Unbalanced 
Load) 
 

 

Figure 12: Power Factor versus DC Injected   (Unbalanced 
Load) 

There is an increase in the power factor 
corresponding to an increase in the DC injection in 
the case of an unbalanced complex load. 

 
7. CONCLUSIONS AND 

RECOMMENDATIONS 

The presence of geomagnetically induced currents 
(GICs), modelled as DC injection in this work, 

have an effect on the non-active power in a 
transformer. 

The non-active power in a transformer is affected 
by the presence of harmonics as well as DC 
injection. The harmonics generated and the 
consequent total harmonic distortion (THD) is, 
however, a complicated function of the DC 
injection.  

Further investigation should be undertaken using 
different transformer and load configurations. 
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1. INTRODUCTION:  
AN INDUSTRY PERSPECTIVE 

Prospects of new high-voltage direct current (HVDC) 
transmission schemes to transfer large amounts of 
power over long distances in sub-Saharan Africa has 
introduced a renewed interest in HVDC research. 
South Africa’s only operational experience with 
HVDC is that of the Cahora Bassa hydroelectric 
scheme connecting Songo (Mozambique) and the 
Apollo converter station in Tshwane (South Africa) 
over a distance of approximately 1400km [1]. The 
bipolar transmission scheme has two transmission 
line  spaced roughly 1km apart, effectively operating 
as two monopolar schemes of positive and negative 
polarity. To fully characterize the electric 
environment under HVDC transmission lines, one 

has to accurately measure the electric field ( E ), ion 

current density ( J ) and space charge density (ρ) [2, 
3] that builds up during corona discharges. The space 
charge plays a critical role in the formation and 
suppression processes of direct current (DC) corona 
[4]. The electric field under HVDC lines therefore 
has an electrostatic space charge free component, as 
well as a space charge component [2]. Field mills are 
often used for the measurement of electric fields, 
charges and potentials [5]. The work in this paper 
forms part of a larger project of long term 
measurement, monitoring and testing under HVDC 
transmission lines similar to the work in [6]. We 
consider the design and development of a low-cost, 
robust electric field mill to measure the electric field 
at ground level under HVDC lines. The field mill 
will also be used to study the effect of space charge 
build-up on the electrical environment under the 
lines. 

 

2. FIELD MILL:  
DESIGN AND DEVELOPMENT 

A field mill is an electro-mechanical device used to 
measure high voltages, electric charge, atmospheric 
effects and electric field strength. It measures electric 
field by measuring the modulated, capacitively 
induced charge on metal electrodes.  

The first phase of the research was greatly enhanced 
by a field mill electrode shell provided by Grant et. 
al. [7] to test the developed signal conditioning 
circuits. Next, using computer aided design (CAD); 
an electrode shell was designed and integrated with a 
power supply, data logger and global system for 
mobile communications (GSM) network. The CAD 
design is shown in Fig. 1. 

 
2.1 Sensing Electrode 

The sensing aperture of the field mill consists of 8 
photo-etched brass electrodes connected in 2 pairs of 
4 each, as shown in Fig. 2. 

 

 
Fig. 2: Electrode pairs and earthed chopper blade flush with 
aluminum ground plane (top view) 

 
 
Fig. 1: Computer aided design (CAD) of the field mill electrode 
shell
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Each electrode pair is periodically exposed by an 
earthed chopper blade, modulating the incident E-
field at the electrodes. The periodic signal induced on 
each electrode pair is 180° out of phase with respect 
to each other. Gauss’s law dictates that the induced 
charge on a metal surface due to an incident electric 
field is given by equation 1 [5]: 

)()()( 0 tAtEtQ ε=  (1) 

In equation 1, Q is the surface charge in C, 0ε the 
permittivity of free space F/m, E the incident electric 
field V/m perpendicular to the surface and A the 
surface area in m2.  

2.2 Conditioning Circuit Design 

The charge induced on the electrodes will vary with 
time and generate an alternating current with 
amplitude proportional to the electric field strength. 
The signals from each electrode pair is separately 
amplified using charge amplifiers, which convert the 
induced charge to a voltage.  

A differential amplifier adds the two signals by 
compensating for the 180° phase shift, which is then 
fed to a non-inverting amplifier and rectification 
section. This section adjusts the gain and converts the 
output signal from AC to DC. A flow diagram of the 
conditioning circuitry is shown in Fig. 3.  
 

 
 Fig. 3: Conditioning circuitry flow diagram 

 

2.3 EMC Housing and Shielding 

The signal processing circuitry is housed inside the 
grounded field mill electrode shell as it provides 
electromagnetic (EM) shielding against radio 
frequency interference (RFI). The bottom view, 
looking into the shell, is shown in Fig. 4. For the 
printed circuit board (PCB) layout of the 
conditioning circuit, an electromagnetic compatibility 
(EMC) design guide [8] was followed to improve the 
circuit’s susceptibility to internal and external 
interference. The data logger is housed in an 
unpainted diecast aluminum EM shielded box with 
power filtering and 360o bonding for cable entry into 
the box. Cable braiding is placed between the lid and 
box for improved EM shielding from surface currents 
induced by the nearby electric fields. 

The developed field mill prototype manufactured 
from the CAD design in Fig. 1 is shown in Fig. 5. 

 

 

 
 

Fig. 5: Developed field mill prototype for E-field measurements 

 

2.4 Power Supply 

The biasing requirements are: 5V for the humidity, 
temperature and opto-sensors, +/-12V for the op-amp 
circuitry. The 5V was also used to power the motor 
which required a start-up current of between 4 and 
5A. A 200W desktop computer power supply was 
modified to supply 5V, 12V, -12V and, if needed, 
3.3V. The reliability of the supply was tested over a 
prolonged period, supplying power to a number of 
devices during the test. The current handling 
capability of the power supply exceeded the field 
mill current requirements, but served as a cost-
effective and robust solution. 

2.5 Data Logger and System Integration 

The DT80 data logger [9] was used during 
measurements. It has a USB interface for on site data 
extraction and a RS232 communications port for 
connecting a GSM module. The functionality of the 
telemetry part of the system was successfully tested 
in a laboratory. Fig. 6 shows the integrated field mill 
and remote data logging system. 

 
 

Fig. 4: The signal conditioning circuitry housed inside the 
electrode shell for electromagnetic shielding (bottom view 
looking into electrode shell) 
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The data logger was configured via a USB interface 
and software package called “DeLogger”. Logged 
data was then processed using a software package 
called “DeView”. DeView provides quick access to 
charts and tabulated data. The field mill was powered 
and interfaced through a D-sub15 connector pair, 
while the system was powered from an external 
220V AC source.  

 

3. CALIBRATION 

The procedure for calibrating the electric field sensor 
was done according to the standard in [10] and is 
discussed in section 3.1. The calibration was done in 
a screened room environment to ensure that no 
background radio interference (RI) coupled to the 
measurement system. 

3.1 IEEE Standard: DC Electric Field Measurement 

Because of the space charge in the vicinity of HVDC 
transmission lines, a known DC electric field with 
space charge is desirable for calibrating the 
instrument. It is suggested in [10] that the region of 
uniformity at the location of the sensing probe is 
sufficiently large to reduce the uncertainty in the 
value of the field strength. The electric field should 
not be perturbed in any way by nearby objects. The 
dimensions of the calibration apparatus should be 
sufficiently large that the sensing electrode does not 
disturb the charge distributions on the electrodes 
producing the electric field. An experimental 
arrangement that satisfies the above criteria is the 
parallel plate configuration and both a calibration 
procedure with and without space charge present is 
discussed in [10]. It is suggested, however, that for 
ion current densities and electric fields near HVDC 
transmission lines, the measurement error due to 
space charge may be negligible or small. The simpler 
space charge free system is considered adequate for 
the calibration processes and is discussed in section 
3.2. 

3.2 Parallel Plate Arrangement 

The space charge free parallel plate arrangement for 
the calibration of the field mill is shown in Fig. 7. 
According to [10] the earthed chopper blade must be 
flush with the ground plane and the plate spacing 
must be no less than three times the radius of the 
aperture for the sensing electrodes. The outer edge of 
sensing electrode must be no closer than two times 
the plate spacing.  

The plates were chosen such that it was at least ten 
times the diameter of the sensing aperture with a 
spacing of 150mm between the plates. 

 
The capacitance of the parallel plate arrangement is 
then given by  

d
A

C 0ε=  (2) 

where ε0 is the permittivity of free space in F/m, A is 
the area of the plates in m2 and d is the distance 
between the plates in m. The charge voltage 
relationship is given by  

V
QC =  (3) 

where Q is the charge in C, V is the voltage in V and 
C is the capacitance in F. The electric field between 
two parallel plates in V/m is calculated using 
equation 4: 

d
VE =  (4) 

where V is the applied voltage in V and d is the 
distance between the plates in m. 

3.3 Calibration Results 

Various voltages were applied to the parallel plate 
configuration shown in Fig. 8 while the field mill 
output was recorded. The output was then correlated 
with the calculated magnitude of the electric field. 
The linear relationship between the applied electric 
field and field mill voltage output is shown in Fig. 9 
for two measurement sets of increasing and 
decreasing applied voltage levels. 

 

 
 
Fig. 8: Experimental parallel plate arrangement for calibration of 
field mill 

 
 

Fig. 7: Space charge free parallel plate arrangement for field mill 
calibration 

 
 

Fig. 6: Field mill system with remote data logging functionality. 
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4. WIRE PLANE NUMERICAL SOLUTION 

4.1 Charge Simulation Method 

The charge simulation method (CSM) is a numerical 
method used for the computation of electrostatic 
fields [11]. This method is based on the use of 
fictitious line charges as particular solutions of 
Laplace's and Poisson's equations [12]. The 
electrostatic potential at any point in the simulated 
region can be found by the summation of the 
potentials resulting from the individual charges.  The 
CSM has been proven to be an effective numerical 
method where good accuracy in highly divergent 
fields are required [13], and was used to compute the 
space charge free electrostatic field of the wire-plane 
configuration discussed in section 4.2.  

4.2 Wire-Plane Configuration 

The wire-plane arrangement is shown in Fig. 10 with 
the sensing electrode placed flush with the ground 
plane and placed directly below the artificial source 
on the conductor. This will ensure maximum 
exposure of sensing electrodes to space charge during 
corona events. The capacitance C of the line is given 
by equation 5. 
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In equation 5, h is height of the conductor centre 
above the ground plane and R is the conductor radius 
in m. The potential Φ at a point (x, y) in the two 
dimensional Cartesian coordinate system is given in 
[12, 13] by equation 6. 
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In equation 6 λl=CV is the charge per unit length of 

the conductor, 22 Rha −=  is a constant, V is 
the applied voltage and C is the capacitance of the 
line. The electric field between the conductor and 
ground plane can be described by a line charge in the 
centre of the conductor and its image below the 
ground plane. In the physical situation, however, the 
charge per unit length is induced on the surface of the 
ground plane. The electric field vector at a point  
(x, y) is given in equation 7 by the negative gradient 
of the scalar potential in equation 5. 
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The computed scalar potential distribution for a wire 
plane configuration is shown in Fig. 11, while the 
vector E-field distribution is shown in Fig. 12. The 
values of the space charge free electrostatic E-field 
for various applied conductor surface voltage 
gradients were computed and compared to field mill 
measured values in Fig. 15. 
 

5. WIRE PLANE MEASUREMENT RESULTS 

The wire plane experimental arrangement with a 
conductor height of h=0.6m is shown in Fig. 13. To 
investigate the effect of the space charge created 
during corona events on the electric field at ground 
level, a smooth copper conductor with an artificial 
corona source shown in Fig. 14 was used. Electric 
field measurements with and without space charge 
present in the electrode gap were conducted. The 
artificial source was a 1mm steel sphere with half of 
its surface protruding out of an otherwise smooth 
copper conductor. This will result in an enhancement 
of the field in the close vicinity of the surface 
irregularity that will result in the various ionization 
and electron avalanche processes. These processes 
give rise to corona discharge and space charge 
formation, and will occur at a much lower surface 
voltage gradient at the artificial source than that 
necessary to put the whole conductor into corona. 
This also means that the regional location of the 
space charge formation is known.  

22 Rha −=

 
 

Fig.10: Wire-plane configuration and sensing electrode flush 
with ground plane 

 
Fig. 9: Parallel plate calibration results: linear relationship 
between applied electric field and field mill voltage output 
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Using the field mill, changes in electric field as well 
as the effects of space charge due to corona on the 
incident electric field were recorded. The space 
charge free measurements related well to numerical 
results using the charge simulation method (CSM). 

 

 
 

The recorded results obtained by the field mill met all 
expectations in providing stable and linear readings 
for the whole space charge free E-field range. The 
effects of space charge formation and movements 
during corona discharge can now be investigated by 
studying the variation of the E-field. The field mill 
and integrated logging system can be used for long 
term monitoring, testing and measurements under 
HVDC lines and the results will be used in the study 
to predict corona radio interference excitation 
functions. 
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Fig.16: Wire-plane configuration measurements and 
computation with and without space charge present in the 
electrode gap 
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ESTIMATING THE EMBODIED ENERGY AND ENERGY PAYBACK 
PERIOD WHEN REPLACING AN ELECTRIC MOTOR 

C. Smythe and W. A. Cronje 

School of Electrical & Information Engineering, University of the Witwatersrand, Private Bag 3, 2050, 
Johannesburg, South Africa 

Abstract: With the recent energy shortages in South Africa, the need to save energy has become a national 
priority. Eskom has implemented an Energy Efficient Motors Programme which aims to save energy by 
offering subsidies to users who replace old motors with new energy efficient motors. This paper aims to 
investigate the deeper implications of such a policy. The approach to estimating the embodied energy is 
described in detail. By including the embodied energy of the replacement motors, an upfront energy loss must 
therefore be recovered before any actual savings take effect. We can therefore determine the energy payback 
period for a particular size motor. 

Key Words: Embodied Energy, Induction Motor, Efficiency, Energy Payback Period. 

1. INTRODUCTION 

The aim of this research was to estimate the embodied 
energy of various sized electric motors. 

This research was prompted by the recent Energy 
shortages in South Africa, and is in response to the 
Energy Efficient Motors (EEM) Programme run by 
Eskom Demand Side Management (DSM). The 
programme offers motor users subsidies when trading in 
an old motor for a new energy efficient motor. The old 
motors are then scrapped to ensure that those “inefficient” 
motors cannot be used for any future applications [1]. 

Industry is a major consumer of electricity where an 
estimated 100 000 motors consume up to 10 GW of 
electrical power. This accounts for about 60% of all 
electrical energy used by industry. Clearly improving the 
efficiency of these motors could play a pivotal role in 
reducing the South African electricity demand [1]. 

We however also need to consider the deeper implications 
of such a policy. Energy is required to manufacture any 
replacement motors. Essentially we need to weigh up the 
expected energy savings against the upfront embodied 
energy that goes into manufacturing the replacement 
motor. Additionally an old working motor is scrapped 
when the trade-in takes place, and therefore any other 
applications which could have used that motor will now 
need another new motor. 

2. EMBODIED ENERGY 

The term embodied energy is the total energy necessary to 
produce and maintain a product for its entire lifecycle. 
The embodied energy of an electric motor is therefore the 
total energy which goes into manufacturing and 
maintaining the motor [2]. 

Embodied energy can be divided into two categories: 

• The initial embodied energy represents the non-
renewable energy consumed in the acquisition of 
raw materials, their processing, transportation 
and finally the manufacture of the motor itself. 

• The recurring embodied energy represents the 
non-renewable energy consumed to maintain, 
repair, restore, refurbish or replace components 
during the life of the motor. 

This paper only considers the initial embodied energy. 

3. APPROACH AND ASSUMPTIONS 

With the assistance of some reputable motor 
manufacturers, the embodied energy of various induction 
motors ranging from 200 kW to 6 500 kW were 
estimated. The data covered a one year period. 

The mass of all copper and steel purchases over that 
period were tallied. Although other materials form part of 
the motor, steel and copper are by far the largest 
contributors so all others have been neglected. Various 
sources estimate the embodied energy in copper and steel, 
and these values were used for the estimate. Additionally 
the utility bills for the plant have also been made 
available, and the monthly energy costs (electricity and 
gas) were included in the analysis. 

By adding the raw materials component of embodied 
energy (steel and copper) to the energy used by the 
factory (electricity and gas) over the period, we could 
estimate the total embodied energy for all motors 
produced during the period. Finally this total embodied 
energy needed to be divided appropriately between all 
motors manufactured during that period so that the 
embodied energy for a single motor could be obtained. 
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Table 1: The Manufacturers Motor Data 

Motor 
Class 

kW Rating Range Total kW Ratings Number Manufactured Average kW Rating 
Min Max Cage Wound Total Cage Wound Total Cage Wound Total 

A 200 720 46 827 - 46 827 138 - 138 339.33  - 339.33 
B 660 1 700 34 060 - 34 060 30 - 30 1 135.33  - 1 135.33 
C 683 2 700 80 306 37 238 117 544 46 20 66 1 745.79 1 861.90 1 780.97 
D 2985 6 500 13 200 64 803 78 003 4 15 19 3 300.00 4 320.20 4 105.42 

Total -  - 174 393 10 2041 276 434 218 35 253 799.968 2 915.46 1 092.63 
 

Since the steel and copper are large contributors to the 
embodied energy of each motor, it is reasonable to 
assume that the raw materials component of the embodied 
energy of each motor is proportional to its mass. 

Also since the electricity and gas can only contribute to 
the embodied energy while the motor is actually being 
manufactured, we assumed that the gas and electricity 
portion of the embodied energy was proportional to the 
lead time for that motor. 

Finally since the lead time of some of the larger motors 
can be up to 9 months, it is likely that some of the motors 
which are considered to be manufactured during the 
period were started many months earlier. Also many of 
the motors started during the period will not be finished 
and therefore not counted. We assumed that the factory 
output from month to month over the period and for a few 
months leading up to the period was fairly constant, and 
therefore the two effects cancel out. 

4. THE MOTOR DATA 

Table 1 shows the motors which were manufactured over 
the considered 1 year period. The motors were divided 
into 4 classes, where each class includes a different range 
of motor ratings. The motors were also divided into 
squirrel cage and wound rotor induction motors. Since 
Class A and B do not include wound rotor motors. A total 
of 6 groups therefore should be considered. 

4.1. Generating a List of Motors 

Since only a summary of the motors manufactured during 
the period was made available, the next step was to 
generate a list of motors to fit the data given in Table 1. 

This was achieved by assigning Probability Density 
Function PDF (and associated Cumulative Density 
Function (CDF)) to fits the data for each group. PDFs and 
CDFs are most commonly used in statistics to describe 
probabilities, in this instance however we are simply 
using them as a tool to generate a list of motors to fit the 
data. It is a deterministic algorithm, and has nothing at all 
to do with probability [3]. 

The PDFs were developed as follows: 

1. Assign a temporary function (this function 
should be strictly non-negative). 

f(𝑥𝑥) = 𝑒𝑒
𝑘𝑘

𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒
 (𝑥𝑥− 𝑋𝑋𝑟𝑟𝑎𝑎 )

 (1) 

2. Find the area under the curve. 

F(𝑥𝑥) = � f(𝛼𝛼)  𝑑𝑑𝛼𝛼
𝑥𝑥

𝑋𝑋𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠
 (2) 

3. Convert f(𝑥𝑥) into a PDF by ensuring that the 
area under the curve is 1. 

pdf(𝑥𝑥) =
f(𝑥𝑥)

F(𝑋𝑋𝑒𝑒𝑟𝑟𝑑𝑑 ) (3) 

4. Convert  F(𝑥𝑥) into a CDF. 

cdf(𝑥𝑥) =
F(𝑥𝑥)

F(𝑋𝑋𝑒𝑒𝑟𝑟𝑑𝑑 ) (4) 

The following four functions were used in the analysis. 
They were all chosen since they have horizontal 
asymptotes, so it is easy to ensure that the functions are 
strictly non-negative. Four different functions were 
chosen since we are unsure which distribution best 
models the data.  

f0(𝑥𝑥) = 1 (5) 

f1(𝑥𝑥) = DiracDelta(𝑥𝑥 −  𝑋𝑋𝑟𝑟𝑎𝑎) (6) 

f2(𝑥𝑥) = 𝑒𝑒
𝑘𝑘

𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒
 (𝑥𝑥− 𝑋𝑋𝑟𝑟𝑎𝑎 )

 (7) 

f3(𝑥𝑥) = 1 + tanh �
𝑘𝑘

𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒
 (𝑥𝑥 −  𝑋𝑋𝑟𝑟𝑎𝑎 )� (8) 

Where:  
f(𝑥𝑥):  Temporary function which describes the 

shape of the PDF (un-normalised PDF) 
pdf(𝑥𝑥):  The PDF used to generate a list 
cdf(𝑥𝑥):  The corresponding CDF 
𝑋𝑋𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠 : The minimum kW rating for the motor class 
𝑋𝑋𝑒𝑒𝑟𝑟𝑑𝑑 : The maximum kW rating for the motor class 
𝑋𝑋𝑟𝑟𝑎𝑎 : The average kW rating for the group of 

motors  
𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒 = 𝑋𝑋𝑒𝑒𝑟𝑟𝑑𝑑 − 𝑋𝑋𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠   
𝑋𝑋𝑚𝑚𝑚𝑚𝑑𝑑 = 𝑋𝑋𝑒𝑒𝑟𝑟𝑑𝑑 +𝑋𝑋𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠

2
  

𝑘𝑘: The slope constant 
 

Proceedings of the 19th Southern African Universities Power Engineering Conference
SAUPEC 2010, University of the Witwatersrand, Johannesburg TOPIC F. CONTROL AND APPLICATIONS

Pg. 239 Paper F-1



 

 

Figure 1: Generating a List of Motors 

Figure 1 illustrates how the PDF and CDF were used to 
generate a list of motors. The example above uses the 
exponential function (Equation (6)) for the class D wound 
rotor motors. The 15 vertical dashed lines show the list of 
motors. The horizontal dotted lines on the CDF are 
equally spaced, and were used to generate the list of 
motors. They all lie in the specified range (from 2985 to 
6500), and as expected are bunched closer together at 
higher probabilities. 

The final step is to adjust the slope constant 𝑘𝑘, to ensure 
that the sum of all kilowatt ratings corresponds to Table 1. 
This is an iterative process. 

The function f1(𝑥𝑥) is the simplest and will result in a list 
in which all motors lie on the average value of each 
group. The function f2(𝑥𝑥) is more realistic since the list of 
motors will be spread over the entire range. Since the 
exponential function has a steep slope at one end, the 
motors will tend to clump towards one edge of the range. 
For this reason the hyperbolic tangent function was used 
for f3(𝑥𝑥) since they have horizontal asymptotes at both 
ends. 

The function f0(𝑥𝑥) will uniformly distribute the motors of 
each group. The average rating for each will therefore 
always be at the midpoint of the range. Since the average 
rating of each group was not necessarily at the midpoint, 
the function was not used as it fails to accurately model 
the data supplied by the manufacturers. 

5. TOTAL EMBODIED ENERGY 

Once the list of motors has been generated, each motor in 
the list was assigned an embodied energy. The total 
embodied energy of all the motors in the list must 
correspond to raw materials, gas and electricity used 
during the period. 

5.1. Raw Materials Component 

Over the period, the manufacturers used about 3 248 000 
kg of steel and 215 000 kg of Copper. Although the 
embodied energy depends on the grade of steel and 
copper used, and also where and how the raw material 
was mined from the earth, we shall assume a constant for 
the energy content of both the steel and copper. 

The embodied energy of steel was estimated to be 
32.0 MJ/kg (8.89 kWh/kg), and 70.6 MJ/kg 
(19.6 kWh/kg) was used for copper [2]. 

Table 2: Embodied Energy of Raw Materials 

 Mass 
kg 

Embodied Energy 
MJ kWh 

Steel 3 248 000 103 936 000 28 871 111 
Copper 215 000 15 179 000 4 216 389 
Total - 119 115 000 33 087 500 

 

5.2. Electricity and Gas Component 

The manufacturers also used about 3 863 200 units of 
electricity and 193 314 units of gas. Each unit of 
electricity corresponds to 3.6 MJ (1 kWh). For gas each 
unit refers to 1 m3 and has an energy content of 
40.393 MJ/m3 (11.220 kWh/m3) 

Table 3: Embodied Energy of Raw Materials 

 Units Embodied Energy 
MJ kWh 

Electricity 3 863 200 13 907 520 3 863 200 
Gas 193 314 7 808 532 2 169 037 

Total - 21 716 052 6 032 237 
 

Therefore the total embodied energy for all motors 
manufactured during the period was 140 831 052 MJ 
(39 119 737 kWh). 

6. EMBODIED ENERGY OF EACH MOTOR 

As discussed earlier we assumed that the raw materials 
component of the embodied energy is proportional to the 
mass of the motor. The electricity and gas component of 
the embodied energy was assumed to be proportional to 
the lead time for the motor. A relationship for the mass 
and lead time of a motor as a function of its power rating 
must therefore be determined. A second order polynomial 
is used to fit the mass and lead time data. 
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Table 4: Mass and Lead Time Data 

Motor 
Rating 
(kW) 

Motor 
Mass (kg) 

Motor 
Lead Time 

(Weeks) Weight 
425 3 350 10 (A) 138 
995 4 250 10 (B&C) 10+11 

1 000 5 680 10 (B&C) 10+11 
1 500 8 100 15 (B&C) 10+11 
1 800 9 680 15 (C) 11 
2 000 12 100 15 (C) 11 
2 240 16 060 18 (C) 11 
2 985 22 380 21 (D) 6.3 
3 300 29 680 23 (D) 6.3 
4 476 32 300 25 (D) 6.3 

 

 

Figure 2: Mass and Lead Time Fit (Ignoring Weights) 

Figure 2 shows the least squares fits of the data from 
Table 4 (with the weights ignored). We can see that the 
Mass fit goes negative for the small motor power ratings. 
This is clearly incorrect, and the problem is exaggerated 
since the most of the motors in the data provided fall in 
the smallest category. Clearly if anything we want the fit 
to be most accurate at these lower values where the bulk 
of the motors are situated, and therefore we must assign 
weights to the data points we want to fit. 

The weights should be assigned to be proportional to the 
number of motors around that point. Let us start with the 
138 motors in Class A (200 to 720 kW). Only the first 
point in Table 4 falls in that range, and must take the 
weight of all the Class A motors. The next three points 
fall in the range of Class B, so the 30 Class B motors are 
evenly distributed over those points (10 each). The 66 
Class C motors and the 19 Class D motors are used to 
assign weights in the same way. Note that three of the 
points fall in the range of both Class B & C, and will 
therefore receive weights from both. Weighting the points 
like this ensure that the fit is most accurate in the regions 
where the bulk of the motors lie. 

 

Figure 3: Mass and Lead Time Fit Using Weights 

We are now able to determine the embodied energy of 
each of the motors in the list. 

Emass (𝑋𝑋𝑚𝑚) =
mass(𝑋𝑋𝑚𝑚)
∑mass(𝑋𝑋𝑚𝑚)

Emass  total  (9) 

Etime (𝑋𝑋𝑚𝑚) =
time(𝑋𝑋𝑚𝑚)
∑ time(𝑋𝑋𝑚𝑚)

Etime  total  (10) 

E(𝑋𝑋𝑚𝑚) = Emass (𝑋𝑋𝑚𝑚) + Etime (𝑋𝑋𝑚𝑚) (11) 

Where:  
𝑋𝑋𝑚𝑚 : The power rating of a particular motor in 

the list of motors 
Emass (𝑋𝑋𝑚𝑚): The raw materials component of the 

embodied energy of that motor  
Etime (𝑋𝑋𝑚𝑚): The electricity and gas component of the 

embodied energy of that motor 
E(𝑋𝑋𝑚𝑚): The total embodied energy of that motor 

mass(𝑋𝑋𝑚𝑚): The mass of that motor 
time(𝑋𝑋𝑚𝑚):  The lead time of that motor 

Emass  total : The total raw materials component of 
embodied energy 

Etime  total : The total electricity and gas component of 
embodied energy  
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Figure 4: Plot of Embodied Energy as a Function of 
Motor Power Rating 

Figure 4 shows the embodied energy as a function of 
motor power rating for each of the four functions 
(Equations (5)-(8)). It appears as though there are only 
three curves in the figure, however the results from f2(𝑥𝑥) 
and f3(𝑥𝑥) are just too similar to distinguish. We will use 
the results from f3(𝑥𝑥) for the next section 

Table 5: Embodied Energy and Power Rating 

Motor 
Rating 
(kW) 

Embodied 
Energy 
(kWh) 

200 50 960 
1 000 126 800 
6 500 1 132 000 

 

7. ENERGY PAYBACK PERIOD 

Finally we are ready to compare the energy savings due to 
a possible increase in efficiency against the upfront 
embodied energy of a new replacement motor. 

We shall assume a constant service level, therefore the 
output power will remain constant with both the new and 
old motors. (Although this is not necessarily a realistic 
assumption as the service level is usually related to the 
efficiency, it illustrates the point.) 

𝑇𝑇𝑝𝑝𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑘𝑘 =  
𝐸𝐸𝑒𝑒𝑚𝑚𝑝𝑝𝑒𝑒𝑑𝑑𝑚𝑚𝑒𝑒𝑑𝑑

𝑃𝑃𝑚𝑚𝑟𝑟  𝑒𝑒𝑜𝑜𝑑𝑑 − 𝑃𝑃𝑚𝑚𝑟𝑟  𝑟𝑟𝑒𝑒𝑛𝑛
 (12) 

𝜂𝜂 =
𝑃𝑃𝑒𝑒𝑜𝑜𝑠𝑠
𝑃𝑃𝑚𝑚𝑟𝑟

 (13) 

𝑇𝑇𝑝𝑝𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑘𝑘 =
𝐸𝐸𝑒𝑒𝑚𝑚𝑝𝑝𝑒𝑒𝑑𝑑𝑚𝑚𝑒𝑒𝑑𝑑
𝑃𝑃𝑒𝑒𝑜𝑜𝑠𝑠

 
𝜂𝜂𝑟𝑟𝑒𝑒𝑛𝑛  𝜂𝜂𝑒𝑒𝑜𝑜𝑑𝑑
𝜂𝜂𝑟𝑟𝑒𝑒𝑛𝑛 − 𝜂𝜂𝑒𝑒𝑜𝑜𝑑𝑑

 (14) 

Where:  
𝑇𝑇𝑝𝑝𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑘𝑘 : The payback period of the new motor 
𝐸𝐸𝑒𝑒𝑚𝑚𝑝𝑝𝑒𝑒𝑑𝑑𝑚𝑚𝑒𝑒𝑑𝑑 : The embodied energy of the new motor  

𝑃𝑃𝑚𝑚𝑟𝑟 : The input power of the motor 
𝑃𝑃𝑒𝑒𝑜𝑜𝑠𝑠 : The output power of the motor (this is the 

motor’s power rating) 
𝜂𝜂: The efficiency of the motor 

 

Clearly the payback period depends on the efficiencies of 
both motors (old and new), as well as the embodied 
energy and power rating. 

 

Figure 5: The Energy Payback Period Assuming the 
New Motor is 96% Efficient [4] 

The curves in Figure 5 are hyperbolic and with asymptote 
at 95%, therefore as the efficiency of the old motor 
approaches the efficiency of the new motor it takes longer 
and longer to pay back the embodied energy of the new 
motor. 

The above payback periods are stated in hours, so with 
730 hours per month the payback periods of Figure 5 start 
at around 2.5 months. If we say that the motor only runs 5 
hours per day, 5 days per week, then we should multiply 
by 6.7 and we are now looking at about 17 months. 
Additionally many motors in industry are overrated to 
give a comfortable safety margin, since these motors are 
not operating below their rated value. Since the embodied 
energy of the motors is a function of the rated power and 
not the operating power, the payback periods may be even 
higher. 

8. ANALYSIS OF RESULTS 

The Eskom DSM Energy Efficient Motors (EEM) 
programme only covers motors in the range from 1.1 kW 
to 90 kW. The smallest motors covered by this 
investigation are 200 kW and therefore we would need to 
extrapolate these results to cover the range of motors 
specified in the EEM programme. Since the 
manufacturing processes for smaller motors may be very 
different it is difficult and unwise to simply extrapolate 
the results of this analysis. However this research does 
show that the energy savings may be less than expected 
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when accounting for the embodied energy. 

In order to accurately evaluate the EEM programme one 
would need to perform a similar investigation with a 
manufacturer producing the correct range of motors. The 
method presented in this paper however illustrates an 
approach that could be taken, and certainly indicates that 
further research in this area should be done to justify the 
EEM programme. 

On the other hand many of the motors in the range 
covered by the EEM programme are manufactured 
overseas and imported. Eskom could therefore correctly 
say that the programme will help to reduce the South 
African demand. They are however only shifting that 
energy demand to some other country overseas. From a 
global perspective this may not reduce the global energy 
demand. 

9. CONCLUSION 

This paper defines embodied energy and describes how it 
can be used to make energy saving related decisions with 
regard to electric motors. A detailed description of how to 
determine the embodied energy for a motor of a particular 
size is then discussed. The data provided by has allowed 
us to estimate the embodied energy of any motor in the 
range from 200 kW to 6 500 kW. 

Finally we are able to estimate the energy payback period 
of upgrading a motor to a new energy efficient motor.  
The energy savings due to increased efficiency are 
compared to the upfront embodied energy spent in 
manufacturing the motor. This gives an indication of how 
many hours the new motor will most likely need to 
operate before its energy savings cover the energy 
required to manufacture that motor. 
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TRANSFORMER VIBRATION MONITORING USING A WIRELESS
SENSOR NETWORK

S Kaplan, J Davies, G de Jager and R Wilkinson

Centre for Instrumentation Research, Cape Peninsula University of Technology, Cape Town, South Africa

Abstract. Transformer vibration monitoring is often at present implemented under laboratory conditions. If it is
to be used for preventative maintenance in the field, remote access, limited energy usage and data communications
have to be taken into consideration. The present work describes results of a system using an IEEE 802.15.4 based
wireless sensor network, a matrix of accelerometers and a communications gateway to measure the distribution
of frequency amplitudes across a transformer tank surface. Frequency spectra at different positions on the surface
show harmonics and the variation of vibration amplitudes across the surface are presented. With a change in load
conditions the distribution of frequency amplitudes varies. The system can be installed on a remote transformer
with only minor adaptations to ruggedise it.

Key Words. transformer monitoring, vibration sensing, wireless sensornetwork

1. INTRODUCTION

Electrical power network downtime due to unsched-
uled interruptions in the supply line can cause major
economic disruption. Transformer breakdowns can
cause such interruptions and a system that can act
as a predictor for imminent transformer breakdown
or failure would allow preventative maintenance or
replacement of faulty equipment. Before such a pre-
dictive system can be implemented a system has
to be developed that can monitor the performance
of a transformer in the field under varying load
conditions. A wireless sensor network (sensornet) that
can remotely monitor the performance of power line
transformers is proposed here.

Transformer condition monitoring through sensing
various characteristics has been an ongoing area of
research [1] and can be implemented by various
methods. Abu-Elanien and Salama [2] published a
survey of all methods such as thermal, vibration, par-
tial discharge, dissolved gas and frequency response
analysis. They concluded that dissolved gas analysis
was “well defined, well understood and no more
enhancements are to be expected” but the special
arrangements it required limited its application to
on-line monitoring. They furthermore concluded that
other techniques needed more development before
an on-line system of condition monitoring and fault
diagnosis could be realised. This project initially
concentrates on vibration analysis.

Remote monitoring of equipment has been greatly
enhanced in recent years through the application of
sensornets. Applications to power transformers have
recently been explored by Baker et. al. [3] who sensed
partial discharge and Nasipuri et.al. [4] who sensed
temperature and bushing voltage phase differences.
Behaviour of transformers in the field (not only in
the laboratory) can be determined in much greater
detail due to (a) smaller sized sensors, (b) wireless
remote monitoring, (c) low power requirements and
(d) long term monitoring. Considerations that have
to be taken into account on vibration monitoring
of power transformers are discussed in part 2. The
system described in part 3 goes some way towards

this goal. In part 4 experimental results are presented
and part 5 concludes that the proposed system could
greatly enhance real-time vibration condition moni-
toring on power transformers in the field.

2. VIBRATION MONITORING OF POWER

TRANSFORMERS

There have been several studies into using vibration
methods to check conditions of power transformers
[5], [6], [7], [8], [9]. Magnetostriction and electro-
dynamic forces acting on the core and windings of
the transformer cause vibrations that are transmitted
through the transformer oil to the tank walls. The
tank walls therefore oscillate and the two-dimensional
distributions of these oscillations are to some extent
influenced by the normal modes of the tank wall.
The mechanical deformations in the transformer are
non-linear causing the generation of harmonics of
the fundamental frequency. There is little evidence
for significant harmonics above 1000Hz [5], [6], [7]
when high frequency responses (up to 1MHz) used
for diagnostics [8] are not considered for on-line
monitoring. The distribution of amplitude vibrations
over the tank surface has not been investigated in any
detail other than positioning sensors over each core
[5], [7].

In the system presented here we sampled the vi-
brations at about 500 samples per second restricting
the frequency range to 250Hz. In order to determine
the two-dimensional surface distribution of vibration
amplitudes a matrix of accelerometers were deployed
over the surface.

3. SYSTEM DESCRIPTION

To effectively map the vibration behaviour across
the tank of a transformer, a low power, low main-
tenance, wireless sensor network was required that
could easily be deployed in remote locations. The
architecture for this system was developed using a
sensornet of IEEE 802.15.4 nodes (motes) capable of
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Fig. 1: Transformer during testing.

Fig. 2: Positioning of accelerometers in the area underneaththe
transformer cooling tubes.

communicating data across a gateway to a PC for post
processing.

The sensornet was designed using TelosB wireless
sensing nodes, each running an MSP430 processor
and using the 2.4 GHz Chipcon CC2420 radio for
spread spectrum 802.15.4 communication. Attached
to the 12 bit ADC of each mote were five LIS352AX
3-axis accelerometers capable of measuring 0-2 g
within a bandwidth of 2 kHz. The sensors were cho-
sen predominantly for their operating voltage range
and relatively wide sensing bandwidth.

The laboratory transformer under test was a 3 phase,
star-delta, 47 kVA, 220 V, 50 Hz, isolation trans-
former with dimensions 720 mm by 960 mm by
335 mm (see figure1). Each of the 15 sensors were
mounted on small PCBs that were attached in a
grid-like pattern to the side of the transformer tank
(as in figure 2) on an area between the cooling
tubes using thin double-sided tape. Lightweight wires
were used to connect the sensors to individual motes
mounted on the cooling tubes surrounding the plate.
By placing the motes away from the vibrating plate,
any additional mass loading effects were minimised.

The software for the network was implemented using

TinyOS in which a designated mote was chosen as
a master. This mote polled for the required number
of motes to be active, before sending out a synchro-
nisation packet. The synchronisation packet informed
each mote of the time period before a sample set is
to be taken.

Sampling is performed at approximately 500 Hz with
600 samples recorded per channel. All ADC channels
are sampled sequentially as fast as the ADC permits
facilitating almost instantaneous sampling. The sam-
ple sets from each mote were then transmitted to a
computer for logging and post processing at intervals
of approximately 9 seconds.

Matlab was used as a post-processing tool to map the
sampled acceleration data as a snapshot of displace-
ment. The method used for this involved capturing
the time domain sample sets for each sensor and
performing a Fast Fourier Transform on the data. Ab-
solute magnitude and phase were calculated and the
dominant resonant modes for the plate were extracted
by performing a maximum amplitude search of the
power spectrum. Initial observation revealed distinct
mechanical resonances caused by magnetostriction
and interwinding vibration [5] typically present at
around 100Hz. By dividing the absolute magnitude
spectrum by−ω2 it was possible to transform the ac-
celeration data to displacement. In order to display a
smoothed two-dimensional surface plot of amplitude
vibrations an array of data points was created with
dimensions those of the unencumbered tank surface
(the area inside the cooling tubes). This array was
populated at each sampling point with the measured
amplitude at that point of each selected frequency.
Convolving this “bed of spikes” with a Gaussian
kernel yielded a smooth surface distribution of the
vibration amplitude.

Power density spectra contain no information on the
relative phases of the deviations at different positions.
To determine this the amplitude and phase of the
vibrations at each accelerometer site were determined
and could be compared.

4. VIBRATION SPECTRA

Data from each of the fifteen accelerometers show the
fundamental vibration frequency at close to 100 Hz
and harmonics at close to 200 Hz. In order to get a
clear estimate of the spectrum a separate experiment
was performed to sample 3000 data points at 1000
samples per second at one sensor. This data provided
a frequency spectrum plot as shown in figure3. This
is similar to spectra reported elsewhere [5].

The natural modes of vibration of the transformer
tank surface were unknown. To investigate the am-
plitude distribution over the surface using fifteen
accelerometers the sampling rate had to be reduced
to 500 samples per second. Amplitudes as a function
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Fig. 3: Frequency spectrum plot from an accelerometer near the
centre of the transformer tank surface.
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Fig. 4: Power spectral density plots of a mote’s 5 accelerometers.

of frequency were calculated and these showed the
fundamental frequencies at about 100 Hz and second
harmonics at 200 Hz as shown in figure4. The corre-
sponding amplitude displacements could be positive
or negative and hence the phases of the displacements
were calculated. From the phase values the signs of
the displacements were determined. Figure5 shows
the phase difference evident from readings sampled
from two accelerometers.

Selecting the peak amplitude near 100 Hz for each
position allowed a surface amplitude distribution plot
to be generated. By changing the loading on the
different phases of the transformer, different ampli-
tude distributions were observed. Examples of these
distributions are shown in figures6 and7. In figure6
the top plot shows no-load condition with the lower
plot showing only the white phase loaded. Figure7
shows only the blue and red phases loaded in the
top and bottom plots respectively. Notice the marked
difference in amplitude distributions in the unloaded
and loaded plots.
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Fig. 5: Data from two accelerometers indicating phase differences.

Fig. 6: Amplitude distribution plot for the transformer under
varying loads.

5. CONCLUSIONS AND FUTURE WORK

We have implemented a sensornet to evaluate a trans-
former whilst online using a grid of accelerometers.
From this we are able to measure the vibration over
a surface of the transformer tank and visualise the
amplitude and frequency of its vibration. It can be
seen that the amplitude distribution changes under
varying conditions.Further analysis of the data is
required.

Future work includes modifying the sensornet and
logging and analysis software to facilitate long term
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Fig. 7: Amplitude distribution plot for the transformer under
varying loads.

unsupervised monitoring to further analyse the state
of the transformer over time. Ruggedisation will be
required to move the system out into the field.
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EVALUATIO	 OF THE PERFORMA	CE OF A POWER 

TRA	SFORMER U	DER VARYI	G DC I	JECTIO	 A	D 

MITIGATIO	 OF ADVERSE EFFECTS 
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Abstract .The presence of the DC in a power transformer results in adverse effects such as harmonic distortion, 

an increase in reactive power losses, and an increase in magnetizing current, among others which affect the 

performance of the power transformer. The aims of the study were, therefore, to investigate (1) the effects that a 

DC injection can have on the operational characteristics of a 6 kVA power transformer and (2) how some of the 

adverse effects can be mitigated. Six main tests were performed. these were: (1) power transformer magnetizing 

characteristics measurements (i) at zero AC load and (ii) when AC circulates with DC in the secondary windings  
(2) determination of the effects that dc bias has on the secondary of a power transformer (3)evaluation of the 

magnetizing current distortion resulting from DC bias (4) shift in the operating point of the core steel 

characteristics (b-h) through hysteresis tests on a 6 kVA single phase power transformer (5) harmonic contents of 

the magnetizing current of a power transformer under different DC injections and (6) harmonics mitigation using 

extra windings. Results obtained showed an increase in each characteristic with increased DC applied. The 

cancellation of some of the adverse effects such as reactive power, magnetizing current, THD and waveform in 

the windings was achieved by applying DC injection to opposite terminals at a high level. A hundred per cent of 

harmonics cancellation was achieved as the cancellation current was increased. Harmonics analysis revealed 

that harmonics of orders greater than 10 were less significant to the study. 

 

 Key Words: Current; Injection; Mitigation; Transformer; Harmonics. 

   

1. INTRODUCTION 

 

The performance of a power transformer can be affected by 

a DC voltage which can originate from many sources 

including [1-14]:  

(i) power electronics converter systems  

(ii) geomagnetic induced voltages which result in DC 

currents when they enter into a power transformer by 

its earth point. 

(iii) non-linear loads and loads that have a DC voltage 

source in their circuit. 

The DC in a power transformer’s windings causes a shift in 

the operating point of the core steel characteristics (which 

causes an asymmetrical B-H Curve) and the power 

transformer may go into half-cycle saturation. This causes 

the power transformer to draw a large asymmetrical exciting 

current which results in increased reactive power 

consumption as well as the generation of significant levels 

of harmonic currents [5, 6]. The increased reactive power in 

a power transformer may result in several adverse effects on 

the power system. Some of the adverse effects due to the 

increase in the reactive power are [7]: 

(i) intolerable system voltage depression 

(ii) unusual swing in active and reactive power flow into 

transmission lines 

(iii) problems with generator reactive power limits in some 

instances 

The generation of both odd and even harmonics in the power 

transformer may result in several adverse effects on the 

power system including: 

(i) shunt capacitor banks come to be seen as low 

impedance paths for the higher harmonics and this 

causes a large portion of the harmonic currents to go 

through capacitor banks. Since some protection 
schemes could see this as an overload, they could trip 

out capacitor banks in an attempt at overload protection 

(ii) The undesired operation of other protective relays may 

respond to sequence voltages or currents which are not 

frequency selective. Undesired operations can be of 

three types; detection of fault where none exists, failure 

to detect a fault and failure to detect a fault in an 

adequate time period. 

Another adverse effect that can occur is drastic leakage flux 

effect in the transformer with resulting excessive localized 

heating which could result in the following: 

(i) increase in losses  

(ii) degradation of insulation 

 

This paper aims to evaluate the performance of a power 

transformer under varying DC injection and mitigation of 

any adverse effects. This will be achieved by: 

(i) investigating the effects that DC injection can have on 

the operational characteristics of a 6 kVA power 

transformer. 

(ii) investigating  the likely occurrence of sources of DC in 

a power transformer incorporated in distributed 

generator(DG) inverter systems 

(iii) investigating how the adverse effects of DC injection in 

a 6 kVA power transformer can be mitigated. 

(iv) creating software that can mitigate the effects of DC 

injection in a power inverter transformer. 

2. METHODOLOGY 

The following experiments were performed in the 

laboratory: 

(i) determination of 6 kVA power transformer magnetizing 

characteristics under AC magnetization and 

measurement of the power transformer’s magnetizing 

characteristics under DC bias in two situations (a) at 

zero AC in the secondary windings, (b) when AC 

circulates with DC in the secondary windings using a 

12V battery with a variable resistor 

(ii) determination of the effects that DC bias in the 

secondary of a power transformer has on the load 

current, and its corresponding primary component. 

(iii) evaluation of the magnetizing current distortion 

resulting from DC bias, injected from the secondary 
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winding when the power transformer output is 

cancelled. The magnetizing current was measured on 

the primary side by means of an Agilent Technologies 

DS06012A Oscilloscope. A transcend USB was used to 

capture the magnetizing current waveform in different 

scenarios where a DC is injected through the secondary 

windings. The same magnetizing current waveforms 

were captured in the scenario when AC was 

superimposed on the DC in the secondary windings of 

the power transformer. 

(iv) Determination of the shift in the operating point of the 

core steel characteristics (B-H Curve). The non-linear 

magnetic characteristics of a power transformer core 

are needed to predict distortion of its primary current 

due to DC injection. A transformer’s magnetization 

curves can also be obtained by measurements. 

Here the focus is on the measurement of hysteresis to 

prove that DC introduces a shift in the operating point 

of the magnetizing characteristics. 

Hysteresis loops were measured with 50Hz sinusoidal 

excitation on a grain oriented silicon steel toroidal core 

at room temperature. the test core has the following 

dimensions: outer diameter =240mm, inner 

diameter=120mm, height=80mm,mean path 

length=180mm and cross section of 516mm2 ,the 

primary windings has 178 turns wound on the toroidal 

core and the secondary windings has 20 turns also 

wound on the same toroidal core. 
(v) Determination of the magnetizing current harmonic 

contents in the power transformer under different DC 

injection in two instances:  

(a) When the transformer output is zero and only DC 

circulates in the secondary windings. The test set up 

consisted of two identical 6 kVA single phase power 

transformers, connected in such a way that their 

secondary voltages oppose each other and therefore 

cancel each other out. The DC injected in the secondary 

winding was made from a DC-DC Converter in series 

with a variable resistor to help in varying the amount of 

DC injected. 

The supply voltage was varied, from 21.5V AC (under 

voltage operation), to 25.8VAC which is the power 

transformers nominal voltage. 

The DC injection was then varied for different values 

of voltage. Readings of total magnetizing current, 

harmonic contents, reactive power, and Total Harmonic 

Distortion (THD) were taken and (b) when DC current 

is superimposed on the AC in the power transformer’s 

secondary windings. 

In this test an AC non-linear load consisted of a half-

wave rectifier with a passive LC filter and a resistor 

load. A constant DC current with little ripple resulted. 

This led to a distortion in the B-H curve and hence an 

asymmetrical magnetizing current on the primary of the 

power transformer. The DC injected was varied using a 

variable resistor.  

(vi) Harmonics cancellation using extra windings.  

The main objective of this experiment was to determine 

the level of cancellation that could be achieved by 

using extra windings to cancel the harmonics effect in a 

power transformer subjected to DC current injection. 

3. PRESENTATIONS OF THE 

RESULTS AND DISCUSSION 

 

3.1 Magnetizing characteristics under sinusoidal supply 

voltage  and effects of DC current injection on 
magnetizing characteristics 

The results were obtained on the 6 kVA power transformer 

under AC magnetization as well as by imposing a varying 

amount of DC current on the secondary of the power 

transformer and are presented in the figures below: 

 

Figure 3.1:  Core Current Variation with DC Bias 

 

Figure 3.2: Magnetizing Current Variation with DC bias  

 
Figure 3.1 illustrates the effect that DC Bias has on the core 

current of a power transformer. Since the core current in a 

power transformer is frequency dependent, it is evident that 

the core current will not vary much since the frequency was 

kept constant during the tests. 

By observing the graph shown in Figures 3.2, it is evident 

that the magnetizing current increases considerably with the 

increase of the DC injected. This explains the basic theory 

which states that the transformer enters half cycle saturation 

due to DC bias since the excess flux in the secondary 

winding is not cancelled by any corresponding component in 

the primary winding. The transformer therefore has to 

increase its own magnetizing current to keep the flux stable. 

The variation in the magnetizing current causes an increase 

in the power transformer's reactive power. The increase in 

the reactive power results in the increase in the apparent 

power drawn from the primary source. The real (Active) 

power depends on the core material. The current in the core 

being constant, the real power does not vary much. Figures 

3.3, 3.4 and 3.5 show the variation in apparent power and 

reactive power respectively with DC Bias. 
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Figure 3.3: Variation in Apparent Power of a Transformer Due to 

DC Bias 

 

Figure 3.4: Variation in Active Power in a Transformer Due to DC 

Bias 

 

Figure 3.5: Variation in Reactive Power Due to DC Bias 

 

 

Figure 3.6: Power Factor Variation with DC current Bias. 

Figure 3.6 shows the relationship between the power factor 

and the increase in injected DC. The power factor decrease 

can be accounted for by the increase in distortion and 

asymmetry of the primary current. 

3.2 Evaluation of the Magnetizing Current Distortion 

Resulting from DC Offset 

 

Figure 3.7: Measured magnetizing current of a 6 kVA power 

transformer on no load and with no DC current injection 

 
It can be seen that the magnetizing current is symmetrical 

around the x-axis, which means that the mean value of the 

current is zero, that is, there is no DC current component. 

That situation changes once a DC current is injected into the 

secondary windings. The waveform which is not sinusoidal 

but symmetrical becomes more distorted and there is an 

increase in the average value (figure 3.8), as the DC current 

injected increases. Figures below show different waveforms 

according to different DC current injected values for two 

main situations: 

(i) when only a DC circulates in the transformer secondary 

windings 

(ii) when DC and AC are superimposed in the transformer 

secondary windings. 

 

 

Figure 3.8: Measured magnetizing current waveform with 100mA 

DC injection 

 

 

0

200

400

600

800

1000

1200

0 500 1000

A
p
p
a
re
n
t 
P
o
w
er
 (
V
A
)

Secondary DC (mA)

Variation in Apparent Power Due to DC Bias

290

300

310

320

330

340

350

0 200 400 600 800 1000

A
ct
iv
e 
P
o
w
er
 (
W
)

Secondary DC  (mA)

Variations in Active Power due to DC Bias

0

100

200

300

400

500

600

700

0 200 400 600 800 1000

R
ea
ct
iv
e 
P
o
w
er
 (
V
A
R
)

Secondary  DC  (mA)

Variation in Reactive Power Due to DC Bias

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

0 200 400 600 800 1000

P
o
w
er
 f
ac
to
r

Secondary DC  (mA)

Variation in Power Factor with DC bias

TOPIC F. CONTROL AND APPLICATIONS
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper F-3 Pg. 250



  

Figure 3.9: Measured Magnetizing Current Waveform and average 

magnetizing current (with an LC filter) 

3.3 Shift in the operating point on the core steel   

characteristic (B-H) Curve, of the 6 kVA power 

transformer 

While the hysteresis models are usually in terms of field 

variables, such as magnetic flux density (B) and magnetic 

field intensity (H), experimental data are usually in terms of 

circuit variables, such as voltages (v) and currents (i). In this 

experiment, circuit variables were measured from a sample 

toroidal core. 

 

Photo 3.1: Hysteresis loop of a 6 kVA, (230/25) V power 

transformer operating at nominal voltage 

 

 
Photo 3.2: Hysteresis Loop of a 6 kVA power transformer 

Operating at Nominal Voltage and Subjected to a 540mA positive 

DC current Injection 

 

 

Photo 3.3. Hysteresis Loop of a 6 kVA power transformer with a 
negative DC injection 

 
With the voltage fixed at its nominal value (230V primary), 

a varying constant DC voltage supply resulted in a DC 

current in the secondary windings through a variable 

resistor. Plots of the resulting hysteresis loops were then 

captured (see photos above). The hysteresis at nominal 

voltage was necessary to provide an indication of the 

transformer’s performance when operating under normal 

conditions compared with the situation where a DC is 

injected which results in the core flux being biased.  

It has to be noted however that these plots are not a complete 

representation of hysteresis characteristics exhibited by the 

core when DC is injected in the secondary. The integrator 

works out the flux by means of measurements of the integral 

of the supply voltage. 

The integral measures only the AC flux and is unable to 

provide the DC flux. Although the integrator is unable to 

provide the true representation of biased flux, the resulting 

flux shown in photo 3.2 indicate a large increase in the peak 

value for the negative half cycle of the magnetizing current. 

3.4 Harmonic contents in the magnetizing current of a 

transformer under different DC injection 

 

The aim of this section is to analyze the level of primary 

current harmonics distortion created in a single phase 

transformer when exposed to a DC current. The level of 

distortion will be compared to relevant standards. The 

harmonic spectrum will be investigated to determine which 

harmonic orders dominate and why. The results obtained 

during the tests performed to determine the harmonic 

contents on the primary side current of a 6 kVA power 

transformer, are presented below:  

 

 
Figure 3.10: Measured primary current harmonic contents in the 6 

kVA power transformer in nominal voltage operation, when only 

DC circulates in the secondary windings 

 

Figure 3.11: Measured primary current harmonic contents in the 6 

kVA power transformer in nominal voltage operation, when an AC 

circulates with DC in the secondary windings 

Harmonic contents in the primary current are presented as 

figures 3.10 and 3.11. 

In recording the results it was decided to present up to the 

10th harmonic since further order of harmonics were less 

significant to the interest of the work. 
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The results confirm the generation of even harmonics in the 

supply voltage side current and as the graphs depict, the 

harmonics of 2nd, 4th and 6th order increase considerably 

when a varying DC is injected whereas the harmonics of the 

7th and 9th, order show little variation with respect to the 

DC injected. The asymmetry in the secondary current due to 

DC bias caused a significant increase in the 2nd and 4th 

even harmonics. The 3rd and the 5th harmonics have also 

experienced a significant increase. The increase in the 7th 

and 9th harmonics is due mostly to the existing distortion of 

the power laboratory supply voltage waveform, and also due 

to the no-load magnetizing current distortion. 

3.5 Harmonics cancellation using extra windings 

The results obtained during the tests performed to 

investigate the level of cancellation of harmonics in the 

power transformer are presented in figures 3.12 and 3.13 

below: 

 

Figure 3.12: Cancellation of Magnetizing Current Harmonic 

Contents using Extra Windings 

 

 
 
Figure 3.13: Harmonics cancellation using an extra coil. The figure 
also shows the over-canceling which results in harmonics re-

generation 

The results show that by applying the same DC injection on 

extra windings wound on the same core of a power 

transformer subjected to a DC bias, the generated harmonics 

can be cancelled out. 

4. CONCLUSION 

 

The study of the performance of a power transformer under 

varying DC injection and the mitigation of adverse effects 

has revealed positive results and validate the theories tested 

here. Main conclusions than can be drawn from the 

laboratory tests performed are that: 

(i) a  DC current component in the secondary windings is 

not transferred onto the primary windings. 

(ii) a DC component in the secondary windings of a power 

transformer causes increased distortion, asymmetry and 

displacement factor in the transformer non load primary 

current. 

(iii) on the evaluation of the transformer’s magnetizing 

current the following effects were noted: 

� there is a change in the duration of the negative or 

positive cycle depending on the direction of the 

offset  

� the duration of the positive half cycle was reduced 

from 10ms of Zero DC injection to 8ms as result 

of the positive duration of the current waveform.  

� the peak amplitude of the positive half cycle 

waveform was larger than the positive one. 

(iv) tests on the shift in the magnetizing curve (B-H) 

through the measurements of the hysteresis indicate 

that, although the RC integrator was unable to provide 

a true representation of a biased flux, the resulting flux 

suggests a large increase in the peak value of the 

positive cycle of the magnetizing current. When a 

positive bias is applied to the core, the large peak value 

of the negative magnetizing current is necessary to 

maintain symmetry of the primary current. 

(v) with reference to the mitigation measures, it was 
observed that that the complete restoration of the 

magnetizing current to its original no DC bias was 

possible as the cancellation current was increased. The 

other observation was that DC injection is only 

cancelled by similar DC injection with opposing 

polarities through the use of extra windings. 

(vi) harmonics analysis revealed that harmonics of orders 

greater than 10 were less significant with respect to the 

research work. The analysis also showed that 

harmonics of the 2nd, 4th and 6th orders vary 

considerably with the injection of varying DC. On the 

other hand, harmonics of the 7th and 9th orders show 

little variation with respect to the DC injection. 

(vii) mitigation of adverse effects of a power transformer 

under varying DC injection is achievable.  

 

5. RECOMMENDATIONS 

 

(i) for tests on the shift in the magnetizing curve (B-H), 

further investigations are necessary to provide more 

details on the shift of the transformers operating point. 

(ii) software which controls the DC injection and even 

harmonics is necessary for the cancellation of the DC 
current injection effects in a power transformer.  
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VOLTAGE DEPE�DE�CY OF THE POWER CO�SUMPTIO� OF TUBULAR 

FLUORESCE�T LAMPS WITH ELECTRO�IC BALLASTS 

A Jakoef and H J Vermeulen 

Stellenbosch University, Department of Electrical and Electronic Engineering, Stellenbosch. 

Abstract.  A significant proportion of Industrial and Commercial Energy Efficiency (ICEE) projects conducted as part of Demand Side 

Management (DSM) interventions involve the retrofit of inefficient lighting technologies with modern, more efficient lighting 

technologies with the view to reduce the overall energy consumption.  These interventions typically include the replacement of magnetic 
ballasts used to drive Tubular Fluorescent Lamps (TFLs) with more efficient electronic ballasts.  The Measurement and Verification 

(M&V) of the load reduction and energy savings impacts of such interventions requires that baseline and post-implementation energy 

consumption profiles are determined for the lighting technologies removed and installed in the intervention. Ideally, this requires that the 
relationships between the active power consumption of the technologies and the supply voltage magnitude are taken into consideration. 

This paper presents the results of a laboratory investigation to determine the effects of supply voltage variation for a voltage range of 
90 % to 110 % of the nominal supply voltage of 230 V on the active, reactive and apparent power consumption of 36 W and 58 W TFLs 

with electronic ballasts. The results show that the active power consumption of the different TFLs tested ranges from 82 % to 120 % of 

rated power. 

Key Words.  Energy-efficiency; Tubular Fluorescent Lamps; Lamp ballasts, 

1 OVERVIEW 

1.1 Introduction 

The exchange of magnetic ballasts with electronic 

ballasts for driving tubular fluorescent lamps (TFLs) 

represents an important part of the current Demand 

Side Management (DSM) strategy designed to 

achieve energy savings and reduce the electrical 

demand during peak periods when generation and 

network capacity constraints are experienced.  A 

typical TFL fixture consists of either a magnetic 

ballast with a Power Factor Correction Capacitor 

(PFCC) or an electronic control circuit that drives 

one or more fluorescent tubes [1].  From a 

Measurement and Verification (M&V) perspective, 

the voltage dependency of the active power 

consumption of TFL loads with magnetic ballasts 

differs from those with electronic ballasts and this 

may impact on the methodology applied in 

determining the savings impacts of such 

interventions.  This paper presents the results of a 

laboratory investigation undertaken to determine the 

supply voltage dependency of the active power 

consumption of individual TFLs with electronic 

ballasts experimentally, similar to experiments done 

with Compact Fluorescent Lamps (CFLs) [2]. 

1.2 Test arrangement and test samples 

A number of tests were conducted on commercial 

TFLs using the generic test arrangement shown in 

Figure 1.  The arrangement supplies a variable 

sinusoidal voltage to the load, measures the active 

and reactive power consumption and records the 

voltage and current waveforms. 
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+
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+
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Figure 1: Functional block diagram of the test arrangement. 

The supply voltage VAC was obtained from the local 

mains supply network through a variac that 

facilitates the control of the magnitude of the supply 

voltage applied to the TFL and ballast under test.  

The supply network exhibited a degree of harmonic 

voltage distortion, as is common for typical Low 

Voltage (LV) supply networks [3].  The effects of 

this distortion on the main results, i.e. the voltage 

dependency of the active power consumption, 

however, have been determined to be minimal. 

The load is represented by a single TFL with an 

electronic ballast.  A variety of commercial TFLs of 

different ratings and from different manufacturers 

were tested.  Electronic ballasts from a single 

manufacturer were used in the tests.  In order to 

determine whether the test results are consistent, 

three samples of each rating per manufacturer were 

tested.  Table I summarizes the test samples 

considered in the investigation. 

Table II gives details of the measuring 

instrumentation used in the investigation, including 

the relevant critical measuring specifications 

obtained from their respective datasheets.  Table III 

summarizes the applicable power calculation 

formulas used by the Yokogawa 2533 Digital Power 

Meter [4].  The supply voltage and current 

waveforms to the test specimens were recorded 

using a digital oscilloscope for subsequent 

processing in MATLAB.   

Table I: Summary of the test samples considered in the 
investigation. 

Manufacturer / 

Model 

Ballast Type Power Rating [W] 

A Electronic 36 

58 

B Electronic 36 

58 
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Table II: Specifications of the measuring equipment used in the 
test arrangement. 

Equipment Max. Voltage Max. 
Current 

Bandwidth 

Tektronix P3010 

voltage probe 
300 VRMS - 

DC to 

100 MHz 

Tektronix 

TCP202 current 
probe 

300 VRMS 

Max DC + 
Peak AC 

Current of 

15 A. 

DC to 50 MHz 

Tektronix  TDS 
3014C Digital 

Oscilloscope 

300 VRMS with a 
standard 10x 

probe 

- 
DC to 

100 MHz 

Yokogawa 2533 
Digital Power 

Meter 

1000 V peak or 
2x maximum 

range (VRMS) 

50 A peak or 
3x maximum 

range (IRMS) 

DC, 10 Hz to 

20 kHz 

Table III: Yokogawa 2533 Digital Power Meter power 

calculation formulas. 

Variable Formula 

Average real power (PAVG) 

[W] 
0

1
( ) ( )

T

v t i t dt
T

⋅∫  

Reactive power (Q) [Var] ( )2

RMS RMSV  x I AVGP−  

Apparent power (S) [VA] VRMS x IRMS 

Power factor 
RMS RMSV  x I

AVGP  

2 MEASUREMENT PROCEDURES AND 

RESULTS 

2.1 Measurement procedure 

The TFL and ballast under test is energized with a 

supply voltage of 230 V and the lamp is allowed to 

stabilize. The voltage is then reduced to 207 V, i.e. 

90 % of the nominal supply voltage of 230 V [3], 

before being gradually increased in 1 % increments 

to 253 V, i.e. 110 % of the nominal supply voltage.  

The RMS supply voltage, RMS current, active 

power, reactive power, apparent power and power 

factor are measured with the digital power meter and 

the voltage and current waveforms are recorded for 

each increment.  The recorded voltage and current 

waveforms are processed using MATLAB to extract 

spectral information and to verify the measured 

RMS values. 

2.2 Modelling of the voltage dependency of the 

active power consumption of TFLs 

The samples of TFLs with equivalent power ratings 

from the same manufacturer exhibit slight 

differences in the measured results. The following 

procedure was used to arrive at a representative 

model for the active power consumption of the TFLs 

versus RMS supply voltage for each of the 

manufacturers and ballast type: 

• The measured results for each sample are 

modelled using a polynomial curve fitting 

algorithm. 

• The power consumption over the supply voltage 

range of interest is determined for each sample 

from the individual curve derived.  

• The average of the power consumption of the 

test samples are obtained and then modelled with 

another polynomial curve fitting in order to 

realize an active power versus supply voltage 

model for the specific TFL and ballast type. 

2.3 Results for TFLs with electronic ballasts 

Figure 2 shows the voltage and current waveforms 

of a typical TFL with an electronic ballast.  The 

supply current exhibits a degree of high frequency 

distortion. 
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Figure 2: Typical supply voltage and current waveforms of a TFL 
with an electronic ballast. 

Figure 3 to Figure 6 show the normalized RMS 

supply current as a function of the supply voltage for 

the samples tested, denoted by S1, S2 and S3 

respectively, for the ratings listed in Table I. The 

base value for the current IBase is determined by the 

relationship 

r a t e d

b a s e
n o m

P
VI =

  (1) 

where Prated and Vnom denote the rated power and 

rated voltage respectively.   
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Figure 3: RMS current versus RMS supply voltage for three 36 W 

TFL samples from manufacturer A with an electronic ballast. 
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Figure 4: RMS current versus RMS supply voltage for three 36 W 

TFL samples from manufacturer B with an electronic ballast. 
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Figure 5: RMS current versus RMS supply voltage for three 58 W 

TFL samples from manufacturer A with an electronic ballast. 
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Figure 6: RMS current versus RMS supply voltage for three 58 W 
TFL samples from manufacturer B with an electronic ballast. 

The RMS supply current relationships generally 

exhibit a slight increasing trend with increased RMS 

supply voltage for all samples tested.  This trend is 

most pronounced for the 36 W samples from 

manufacturer B.  The results also show a fair degree 

of difference between the curves for the same rating 

from the same manufacturer, e.g. a difference 

exceeding 6% is recorded at nominal voltage for the 

36 W samples from manufacturer A. 

Figure 7 to Figure 10 show the normalized active 

power consumption as a function of supply voltage 

for the samples tested for the ratings listed in Table 

I.  The base value for the active power is the rated 

power of the TFL. 
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Figure 7: Active power versus RMS supply voltage for three 
36 W TFL samples from manufacturer A with an electronic 

ballast. 
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Figure 8: Active power versus RMS supply voltage for three 

36 W TFL samples from manufacturer B with an electronic 
ballast. 
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Figure 9: Active power versus RMS supply voltage for three 

58 W TFL samples from manufacturer A with an electronic 

ballast. 
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Figure 10: Active power versus RMS supply voltage for three 
58 W TFL samples from manufacturer B with an electronic 

ballast. 

As expected, based on the supply current trends, the 

active power consumption relationships exhibit a 

linear trend trend with increased RMS supply 

voltage for all samples tested.  The differences 

between the curves for the same rating from the 

same manufacturer reflect the trends for the supply 

current, e.g. a difference of approximately 6% is 

recorded at nominal voltage for the 36  W samples 

from manufacturer A. 

Figure 11 to Figure 14 show the normalized reactive 

power consumption as a function of supply voltage 

for the samples tested for the ratings listed in Table 

I.  The base value for the reactive power is the rated 

power of the TFL. 

The reactive power relationships exhibit an 

increasing trend with increased RMS supply voltage 

for all samples tested. 
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Figure 11: Reactive power versus RMS supply voltage for three 

36 W TFL samples from manufacturer A with electronic ballast. 
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Figure 12: Reactive power versus RMS supply voltage for three 
36 W TFL samples from manufacturer B with an electronic 

ballast. 
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Figure 13: Reactive power versus RMS supply voltage for three 

58 W TFL samples from manufacturer A with an electronic 
ballast. 
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Figure 14: Reactive power versus RMS supply voltage for three 

58 W TFL samples from manufacturer B with an electronic 
ballast. 

Figure 15 to Figure 18 show the apparent power 

consumption as a function of supply voltage for the 

samples tested for the TFL ratings listed in Table I. 

The base value for the apparent power is the rated 

power of the TFL. 

The apparent power relationships exhibit an 

increasing trend with increased RMS supply voltage 

for all samples tested. 
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Figure 15: Apparent power versus RMS supply voltage for three 

36 W TFL samples from manufacturer A with an electronic 

ballast. 
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Figure 16: Apparent power versus RMS supply voltage for three 
36 W TFL samples from manufacturer B with an electronic 

ballast. 
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Figure 17: Apparent power versus RMS supply voltage for three 
58 W TFL samples from manufacturer A with an electronic 

ballast. 
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Figure 18: Apparent power versus RMS supply voltage for three 

58 W TFL samples from manufacturer B with an electronic 
ballast. 

Figure 19 to Figure 22 show the power factor as a 

function of supply voltage for the samples tested for 

the TFL ratings listed in Table I. 

The power factor relationships exhibit an 

inconsistent trend.  

Proceedings of the 19th Southern African Universities Power Engineering Conference
SAUPEC 2010, University of the Witwatersrand, Johannesburg TOPIC F. CONTROL AND APPLICATIONS

Pg. 257 Paper F-4



0.9 0.95 1 1.05 1.1 1.15
0.9

0.92

0.94

0.96

0.98

1

Voltage p.u.

P
o
w
e
r 
F
a
c
to
r

Manufacturer A : 36W

S
1

S
2

S
3

 
Figure 19: Power factor versus RMS supply voltage for three 

36 W TFL samples from manufacturer A with an electronic 
ballast. 

0.9 0.95 1 1.05 1.1 1.15
0.9

0.92

0.94

0.96

0.98

1

Voltage p.u.

P
o
w
e
r 
F
a
c
to
r

Manufacturer B : 36W

S
1

S
2

S
3

 
Figure 20: Power factor versus RMS supply voltage for three 

36 W TFL samples from manufacturer B with an electronic 

ballast. 

0.9 0.95 1 1.05 1.1 1.15
0.9

0.92

0.94

0.96

0.98

1

Voltage p.u.

P
o
w
e
r 
F
a
c
to
r

Manufacturer A : 58W

S
1

S
2

S
3

 
Figure 21: Power factor versus RMS supply voltage for three 
58 W TFL samples from manufacturer A with an electronic 

ballast. 
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Figure 22: Power factor versus RMS supply voltage for three 
58 W TFL samples from manufacturer B with an electronic 

ballast. 

Table IV summarizes first order regression models 

(denoted by M) for the normalized active power 

consumption for the averaged results measured for 

the specimens listed in Table I.  The models exhibit 

linear increasing trends with increased RMS supply 

voltage, as is expected based on the active power 

consumption measurements. 

Figure 23 to Figure 26 compare the normalized 

active power versus RMS supply voltage responses 

of the models (M) to the original measurements 

obtained for each TFL sample. 

Table IV: First order regression models for the voltage-dependent 

normalized active power consumption of the samples tested. 

Manufacturer / 

Model 

Ballast 

type 

Power 

Rating 
[W] 

Active power 

model [W] 

A Electronic 36 0.12614V + 7.7155 

58 0.24593V – 2.1523 

B Electronic 36 0.17357V – 4.153 

58 0.23329V – 0.6607 
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Figure 23: Measured and modelled active power consumption 

versus RMS supply voltage for three 36 W TFL samples from 
manufacturer A with an electronic ballast. 
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Figure 24: Measured and modelled active power consumption 

versus RMS supply voltage for three 36 W TFL samples from 

manufacturer B with an electronic ballast. 
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Figure 25: Measured and modelled active power consumption 
versus RMS supply voltage for three 58 W TFL samples from 

manufacturer A with an electronic ballast. 
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Figure 26: Measured and modelled active power consumption 

versus RMS supply voltage for three 58 W TFL samples from 
manufacturer B with an electronic ballast. 

3 CONCLUSIONS 

The RMS supply current of TFLs with electronic 

ballasts exhibit moderately increasing linear 

characteristics with increased supply voltage.  The 

active and reactive power consumption of TFLs with 

electronic ballasts similarly exhibit approximately 

linear increasing trends with increasing supply 

voltage.  The power factor measurements exhibit 

fluctuating trends with increased supply voltage.   

Table V summarizes the active power consumption 

for the different TFLs at 207 V, 230 V and 253 V 

respectively.  TFLs with magnetic ballasts show a 

maximum deviation of 19 % from the rated power 

[5]. This could impact on energy saving 

calculations. 

The active power models for each manufacturer and 

ballast type show a reasonable degree of accuracy 

by staying within a 10 % range of any sample. The 

results presented in this paper apply for the samples 

listed in Table I only. 

Table V: Active power consumption for the different TFLs at 
207 V, 230 V and 253 V respectively. 
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[W
] 

S
am

p
le

 #
 

% of rated power 

at 

207 V 

at 

230 V 

at 

253 V 

A 

E
le

ct
ro

n
ic

 

36 1 90.56 101.39 113.06 

2 88.61 99.167 110.06 

3 93.06 105.56 118.33 

58 1 85.34 95.35 105.69 

2 82.41 91.21 100.52 

3 84.83 94.48 104.66 

B 

E
le

ct
ro

n
ic

 

36 1 88.61 99.44 110.56 

2 90.28 98.89 110 

3 90.56 99.44 111.11 

58 1 81.55 90.517 99.83 

2 81.72 90.86 99.82 

3 83.27 92.5 102.24 
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PARALLEL DC-DC CONVERTERS AS A LINK BETWEEN 

PHOTOVOLTAIC PANELS AND A VARIABLE SPEED DRIVE 

D J du Toit and P-J Randewijk 

University of Stellenbosch, Dept. of Electrical and Electronic Engineering, Stellenbosch, South Africa 

Abstract: In the dry regions of South Africa, boreholes tend to be very deep. The use of wind pumps to draw water 

at such great depths is unpractical and photovoltaic panels (PV) can be used instead. The panels can be connected 

directly to a low voltage DC motor that powers a positive displacement pump. However, the use of this high power, 
low voltage system can lead to high losses in the long cables feeding the DC motor at the bottom of the borehole. 

The solution developed in this paper uses a DC-DC converter to step-up the low voltage from the PV panels. The 

high voltage DC is converted to three phase power using a commercial variable speed drive (VSD) in order to power 
a three phase induction motor instead of the DC motor. The higher voltage and the use of three phases lowers the 

losses in the cables. The DC-DC converter considered features a parallel topology of half bridge converters. 
Maximum power point tracking (MPPT) is also incorporated. 

The parallel topology proved to be invaluable in the implementation of the MPPT. Some recommendations are made 

to improve the concept further. 

Key Words: DC-DC converter, half bridge, photovoltaic panels, variable speed drive, maximum power point 

tracking 

 

1. INTRODUCTION 

In dry regions of South Africa and in places where 

the water table is very low, boreholes tend to be very 

deep. Depths of 150 m or more are common. Due to 

the depths of the boreholes, wind pumps cannot be 

used as the length of the pipe that would be needed is 

too long. 

The simplest solution is to use photovoltaic (PV) 

panels together with a DC motor to power a positive 

displacement pump (PDP) as shown in Fig. 1. 

However, this is a high power, low voltage setup 

which leads to I
2
R losses in the long cables that feed 

the motor situated at the bottom of the borehole. 

PDP

M
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o
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o
lta
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 D
C
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Fig. 1: Photovoltaic panels directly connected to a DC motor to 

power a positive displacement pump. 

Previous work done by [1] and [2] provided an 

alternative to this lossy setup. The solution replaces 

the low voltage DC motor with a 400 V, three phase 

induction motor. The combination of the higher 

voltage and use of three phases will lower the current 

and thus lower the I
2
R losses in the cable. The setup 

of the proposed system is shown in Fig. 2. The 

system consists of photovoltaic panels, a DC-DC- 

and a DC-AC converter, and a motor and PDP pump 

combination. The DC-AC converter is a standard 

commercial variable speed drive (VSD) used to do 

speed control on the motor. Although the VSD 

usually requires a 400 V three phase input it can also 

operate from a 500 V DC input. In this project the 

500 V DC was supplied by the DC-DC converter. 

The photovoltaic panels, VSD, submersible induction 

pump motor and the PDP are standard components 

that can be bought. Only the DC-DC converter 

therefore had to be custom designed for this 

application. 

Photovoltaic Panels

DC

DC
VSD

PDP

M

3Ф 400V500 V DC

 
Fig. 2: Photovoltaic panels' low voltage DC converted to high 

voltage AC to power the three phase submersible induction motor 

The complete system was successfully implemented 

by [1] but some recommendations were made. A 

single half bridge converter with three PV panels 

connected in series was used. The most important 

recommendations that were made were the addition 

of maximum power point tracking (MPPT) to the 

system. This will ensure that the photovoltaic panels 

are utilized to their optimum efficiency. Also the use 

of individual converters, one for each PV panel, 

should be considered. 

In this paper different algorithms for MPPT are 

discussed as well as the converter topology used to 

implement the MPPT. Recommendations for future 

work will also be given. 

TOPIC F. CONTROL AND APPLICATIONS
Proceedings of the 19th Southern African Universities Power Engineering Conference

SAUPEC 2010, University of the Witwatersrand, Johannesburg

Paper F-5 Pg. 260



2. MAXIMUM POWER POINT TRACKING 

The output voltage and current of any PV panel is a 

function of the atmospheric conditions and the load 

connected to the system [3]. Because of the changing 

conditions it is necessary to constantly control the 

load so that the maximum amount of power is drawn 

from the panel. The typical voltage-current 

characteristic of a PV panel is shown in Fig. 3. It can 

clearly be seen that by changing the load connected 

to the panel the output power of the panel is also 

changed. The goal of MPPT is to actively control the 

operating voltage and current of the PV panel in 

order to supply maximum power to the load. 

Different methods to do MPPT have been developed 

of which some are listed in [4]. 

2.1 Look-up Table 

Measured output voltages and currents at the MPP 

under different conditions are stored in a table. A 

microprocessor can then use these values to operate 

the system at the MPP. 

Large amounts of memory are needed and the values 

that are stored are only valid for a specific PV panel. 

However, it provides very fast MPPT because the 

exact values are instantly available. 

 
Fig. 3: Voltage-current characteristics of a photovoltaic panel with 

the maximum power point shown. 

2.2 Constant Voltage or Current Tracking 

From the voltage-current characteristics it can be 

derived that at the MPP the output voltage or current 

is an approximately constant factor of the open 

circuit voltage or short circuit current. The required 

output voltage and current for operation at the MPP 

can thus be calculated. 

This method cannot track the MPP exactly because 

no factor can be found that will be true for all 

possible conditions. The factor is usually assumed to 

be between 60% and 80%. Furthermore, the PV 

panel will have to be periodically short circuited or 

open circuited to be able to measure the short circuit 

current or open circuit voltage. This will disrupt the 

power supply to the load that can have damaging 

effects. 

A solution to overcome the decoupling of the panels 

is to use a test panel. This panel is not connected to 

the load and is only used to take the measurements of 

the open circuit voltage or short circuit current. 

However, this is not a viable solution as PV panels 

are expensive and one will not want to install a panel 

that will not provide any power. 

2.3 Mathematical Model 

By using a mathematical model of the PV panel and 

by measuring all the required parameters, the exact 

output voltage and current at the MPP can be 

calculated. The accuracy of the calculated values will 

depend on the accuracy of the model being used as 

well as the accuracy of the obtained measurements. 

All the necessary measurements should represent the 

exact conditions that the panel will be exposed to. 

Any measurement noise or offset will render the 

calculated MPP inaccurate. 

2.4 Perturb and Observe 

This is an iterative process to search for and track the 

MPP. The output voltage and current of the panel is 

measured and the output power calculated. The 

MPPT controller then disturbs the system. These 

disturbances include changing a duty cycle in a 

converter or changing something mechanically. The 

system is then given time to settle before the output 

power is measured again. If the power increased the 

direction of the disturbance, positive or negative, was 

correct. If the power decreased the direction for the 

following disturbance should be reversed. 

This algorithm is PV panel independent but provides 

slow MPPT that may be seen as a disadvantage. It 

should however be stated that PV panels are not 

subjected to rapidly changing conditions. The 

response of the tracking can be altered by changing 

the step size of the disturbances. The fixed step size 

does cause the tracker to oscillate around the MPP 

but that can be corrected by using a variable step 

size. As the panel is operated closer to its MPP, the 

changes in the output power will decrease as the step 

size stays constant. The controller can then adjust the 

step size so that at the MPP it will disturb the system 

by zero. 

2.5 Implemented Algorithm 

As stated earlier, the conditions that the PV panels 

will be exposed to do not change very rapidly. It is 

therefore acceptable to use a slower tracking 

algorithm with higher accuracy. This motivates the 

use of the perturb and observe method of MPPT. 

Some changes were made to the described working 

of the algorithm. The VSD in the proposed system 

setup requires a constant input voltage. The 

assumption was made that this voltage could be 

regulated by controlling the speed of the induction 

motor. Simple volt-per-hertz control [5] was used. 

The faster the motor rotates the more power it 

consumes and the voltage will decrease. If the motor 

slows down the voltage will increase. The VSD has 
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an analogue input for setting the speed of the motor 

connected to it. 

As the output voltage of the DC-DC converter is not 

regulated by the converter itself, it leaves the duty 

cycle at which the switching elements operate as a 

freely controllable entity. By utilizing the duty cycle 

of the converter to implement current control, rather 

than voltage control, the converter can control the 

output current while the output voltage is regulated 

by the VSD and the motor. The MPPT algorithm 

should then maximize the output current in order to 

maximize the power delivered to the motor and thus 

maximizing the amount of water pumped. 

The maximizing of the output current is done with 

the perturb and observe method. The current 

reference is disturbed after which the output power of 

the converter is measured. A fixed step size was 

used. 

3. CONVERTER 

The successful implementation of the half bridge 

converter in [1] motivated the choice to continue 

with the half bridge. This was done so that more time 

could be spent on the development of the MPPT. The 

recommendation of using individual converters was 

however followed. 

3.1 Parallel Topology 

By using individual converters [5] each PV panel can 

be operated at its MPP. By connecting the panels in 

series all the panels carry the same current. This 

current is not necessarily each panel’s current at its 

MPP, therefore each panel will not be able to operate 

at its MPP. A similar scenario occurs when the 

panels are connected in parallel. The PV panels are 

the most expensive components in the system, 

therefore their efficiency should be optimised as far 

as possible. The cost of the extra converters are only 

a fraction of the total cost of the system, and 

considering the better performance of the PV panels 

the extra cost is permissible. 

 
Fig. 4: Parallel topology used. Each PV panel’s converter module 

has switching elements, a transformer and rectifier and filter 

inductor. The outputs feed the VSD in parallel. 

The parallel topology proposed, converts each PV 

panel’s output voltage to the 500 V as required by the 

VSD. The outputs of the individual converters are fed 

into a capacitor bank in parallel. The VSD is also 

connected to the capacitor bank. The topology is 

shown in Fig. 4. Each PV panel has its own converter 

module. The module consists of the switching 

elements, the transformer, a full bridge diode rectifier 

as well as the filter inductor. The capacitor bank 

fulfils the function of filter capacitors. 

3.2 Half Bridge Converter 

The circuit of the half bridge converter is shown in 

Fig. 5. The transformer’s winding ratio is of utmost 

importance. Theoretically it is possible to choose 

such a ratio that the converter will be able to provide 

the 500 V output voltage for almost any input voltage 

from the PV panel.  
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Fig. 5: Half bridge converter used in each PV panel’s module. 

The Sanyo HIT 180B panels that were used, have a 

maximum output voltage of 66.4 V. The minimum 

output voltage that still needs to be converted to 

500 V determines the winding ratio. Special care 

should however be taken, as the larger the winding 

ratio, the higher the transformer’s output voltage at 

the secondary side. This output voltage must be 

withstood by the rectifier diodes. The winding ratio is 

thus limited by the rectifier diodes’ maximum 

blocking voltage. A safety factor of two was used in 

determining the ratio. A list of the components that 

were used in the half bridge converter is shown in 

Table 1. 

Table 1: List of specifications for the half bridge converter. 

Component Value 

Output voltage 500 V 

Input voltage (max) 66.4 V 

Input voltage (min) 44 V 

Power 180 W 

Output current ripple 100 mA 

Output voltage ripple 1 V 

Filter inductor 16.1875 mH 

Filter capacitor 312.5 nF 

Switching frequency 40 kHz 

4. CONTROL 

The system was built using four of the Sanyo PV 

panels. A TMS320F28027 microprocessor from 

Texas Instruments was used for the control of the 

system. It features an eight channel pulse width 

modulation (PWM) port and twelve channel 

analogue to digital converter (ADC). The eight 

channel PWM provided the switching signals for the 

four half bridge converters as each converter requires 

two unique signals. The ADCs were used to measure 

the voltages and currents. 

A representation of the control system for the system 

is shown in Fig. 6. Each of the four converter 

modules has a current controller with one voltage 

controller, which controls the speed of the motor. 
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The MPPT algorithm also forms part of the control 

system. 

DC-DC 

Converter
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Fig. 6: Block diagram of control system. 

4.1 Current Control 

From [1] the output voltage to duty cycle transfer 

function of the half bridge is given in (1). 

 
2

2 1 1
1

( ) 1

( ) L C

o C
d r r

RC L LC

V s sCrN
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d s N LCs s
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Current control was needed, so the transfer function 

should be output current over duty cycle. By dividing 

the output voltage by the load resistance and setting 

that into (1), the output current to duty cycle transfer 

function in (2) was obtained. 
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To be able to do MPPT on the individual PV panels 

each DC-DC converter’s output current should be 

measured, and not only the total load current. Each 

converter’s current was measured in the return path 

to the diode rectifier. This was done because of the 

instrumentation’s common mode voltage limit of 

80 V while the output’s high side voltage was 500 V. 

Current in the return path is the same as the inductor 

current which has an average value equal to the load 

current but with the ripple current added to it. The 

assumption was made that the average current flows 

through the load and the ripple current through the 

filter capacitor. In order to remove this ripple current, 

a low pass filter was used between the measurement 

instrumentation’s output and the ADC of the 

microprocessor. This made it possible to measure the 

average value of the current. 

The measured average current, which is the output of 

the converter, can then be used for control purposes. 

The output current had to follow a reference value 

therefore an integral compensator was implemented. 

The loop gain was determined via a root locus 

design. The root locus of the converter’s transfer 

function as well as the integral compensator is shown 

in Fig. 7.  

 
Fig. 7: Root locus of the converter's current to duty cycle transfer 

function together with the current control loop's transfer function 

The marked area on the root locus represents an 

overshoot of 10%. The loop gain was determined and 

the final current control compensator is shown in (3) 

in difference equation form. 

 
3( ) 9.45 10 ( 1) ( 1)d k e k d k  (3) 

4.2 Voltage Control 

The voltage control compensator was also 

implemented as an integrator, but the loop gain was 

determined via experimentation. The output voltage 

was measured for different values of the loop gain. 

Some results are shown in Fig. 8. For the loop gain 

equalling 0.5 the output voltage was regulated to 

within 20 V of the reference value. The reference 

was taken to be 450 V. 

 
Fig. 8: Regulation of the output voltage for different values of the 

loop gain of the voltage control loop 

The fact that the compensator was able to regulate 

the output voltage proves that the assumption that 

was made in section 2.5 is valid. The controller was 

indeed able to regulate the output voltage by 

controlling the speed of the motor. These tests were 

done with one converter powering the VSD. 

4.3 MPPT 

The functioning of the MPPT algorithm has already 

been stated in section 2.5. The working of the MPPT 

algorithm can be put in flow diagram form as shown 

in Fig. 9. Each DC-DC converter has such a process 

to find the MPP of the PV panel connected to it. 

The MPPT that was implemented had a repeat rate of 

once every second. This made the tracking slow but 

it gave the voltage control loop sufficient time to 

regulate the output. It should be noted that some 

start-up procedure was necessary to bring the whole 

system into operation. For the first 30 seconds after 

reset the DC-DC converters’ duty cycles, not the 

speed of the motor, were used to regulate the output 

voltage to 500 V. While the voltage was being 

regulated the motor was started and set to a 

predefined, slow speed. This is needed so that the 

control system will be able to regulate the voltage by 

changing the speed of the motor. If the motor is not 

running the speed cannot be altered. After the start-

up time had elapsed, the current that each of the 

converters provide to the VSD was taken as their 

reference current, and the control system shown in 
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Fig. 6 was activated. At this time the MPPT 

algorithm also took effect. 

The MPPT algorithm also included actions to take 

when the output voltage of a PV panel dropped 

below the threshold of being able to step it up to the 

required 500 V. At this point the controller will 

shutdown the PWM signals provided to the specific 

converter which will then cease to provide power to 

the VSD. The controller will however continue to 

monitor the panel’s voltage in order to bring it online 

as soon as its voltage increases above the threshold. 

Initiate:

direction = positive

Pold = 0 W

Iref = 0 mA

dIref = 10 mA

Measure Vo

Measure Io
Pnew = Vo x Io

Pnew ≥ Pold

Pold = Pnew

direction = (not) direction

Iref += dIref x direction

Pold = Pnew

direction = direction

Iref += dIref x direction

yesno

{direction == positive && speed == max} 

or

{direction == negative && speed == min}

yesyes nono {direction == positive && speed == min} 

or

{direction == negative && speed == max}

Wait 1 

second

 
Fig. 9: Flow diagram of the MPPT algorithm. Each DC-DC 

converter has such a flow diagram to track its PV panel's MPP. 

5. RESULTS 

Some simulations were done to verify the designed 

values for components. Simulations were done in 

SIMPLORER® 7.0.5. The measurements were taken 

with a TDS3014B oscilloscope from Tektronix. 

5.1 Simulations 

The ability of the converter to regulate the output 

voltage to the required 500 V was simulated. Two 

simulations were done: one with ideal components 

with no series resistances or forward voltages and 

another with practical components. The results in 

Fig. 10 show that the converter can output the 

required 500 V for both instances. The switching 

elements were switched at a duty cycle that was 

ramped from zero to the theoretical value needed to 

result in a 500 V output voltage. 

(a) (b)  
Fig. 10: Simulated values for the output voltage of the converter. 

(a) ideal components, therefore no series resistances or forward 

voltages for diodes; (b) practical components, therefore resistances 
and forward voltages taken into account. 

5.2 Diode Rectifier Reverse Voltage 

The high winding ratio of the transformer posed a 

serious problem. By having a low minimum output 

voltage from the PV panels and therefore a high 

winding ratio, the reverse voltage across the rectifier 

diodes was high. The higher the peak reverse voltage 

the diodes would have to withstand, the slower their 

reverse recovery time. The slower the recovery time, 

the more power gets dissipated. This is not 

favourable as the diodes need to rectify an 80 kHz 

square wave. 

The results shown in Fig. 11(a) are the reverse 

voltages experienced by the rectifier diodes. The 

peak value of 1 600 V is more than the 1 500 V 

diodes can handle. One would preferably not use the 

diodes at more than 1 250 V in order to leave some 

margin for safety. A voltage limiting snubber needed 

to be added. 

(a) (b)  
Fig. 11: Reverse voltage for the rectifier diodes (a) without and (b) 

with a RCD voltage limiting snubber. 

The snubber chosen was a resistor-capacitor-diode 

(RCD) snubber [6]. From the circuit shown in Fig. 12 

the additional components can be identified. Lleak, r’ 

and C’ are parasitic components in the circuit. The 

RCD snubber is made up from Dov, rov, Cov and Rov. 

The OV subscript designates the components as part 

of the “overvoltage” snubber. 

The threshold voltage above which the snubber will 

clamp the voltage is controlled by the voltage over 

Cov. If the reverse voltage of a diode exceeds this 

threshold, Dov will become forward biased. The 

voltage across a capacitor cannot change 

instantaneously, so Cov will clamp the voltage. Rov is 

used to program the threshold voltage and rov is used 

to limit the current into Cov. 
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Fig. 12: RCD overvoltage snubber. 

5.3 Efficiency 

The efficiency of the DC-DC converters was 

measured. At full load an efficiency of 87% was 

achieved. 
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5.4 MPPT Algorithm 

The MPPT algorithm was tested using three DC-DC 

converters. The output voltage, current and power is 

shown in Fig. 13. In the time between 10 seconds and 

40 seconds the MPPT is inactive and the system only 

regulates the output voltage. The voltage dip at 20 

seconds is due to the motor being switched on. From 

40 seconds onwards, the MPPT is increasing the 

current references of the three converters while the 

motor’s speed increases to regulate the voltage. The 

load used could only dissipate around 180 W, which 

can be seen at 85 seconds as the output power no 

longer increases. 

The system was able to keep the output voltage of the 

DC-DC converters constant while it increased the 

power delivered to the load. This result proves the 

correct working of the implemented MPPT 

algorithm. 

 
Fig. 13: MPPT results for three converters used. The DC-DC 

converters’ output voltage, current and power is shown. 

6. RECOMMENDATIONS 

The major cause for the problems experienced was 

due to the high input voltage which the VSD 

required. The high voltage meant high winding ratios 

on the transformers, which resulted in too high 

reverse voltages for the rectifier diodes. By lowering 

the winding ratio, the minimum output voltage from 

the PV panels that can be regulated to 500 V 

becomes higher. This means that the system will 

operate for a shorter period of time during the day. 

The proposed solution is to design (or modify) a 

VSD that does not require such a high minimum 

input voltage but will still be able to implement speed 

control on the motor. When low power is available 

from the PV panels, for example at sundown or rainy 

days, their output voltages will also be low. When 

low power is available the speed of the motor will be 

slow. If a motor is turning slowly and volt-per-hertz 

control is used the amplitude of the voltages from the 

VSD will be low. Therefore at times when the PV 

panels’ output voltage is low, the amplitude of the 

output voltage of the VSD is also low. As more 

power becomes available and the output voltages of 

the PV panels increases, the VSD’s output can also 

increase as the motor’s speed increases. 

By using such a VSD as described above the output, 

voltages from the PV panels does not have to be 

stepped up 25 times as was done in this project. The 

much lower winding ratio will solve the problems 

regarding the overly high voltages. 

Another recommendation is to change the MPPT 

algorithm to make use of a self adjusting step length. 

This will provide the system with better tracking and 

thus better utilization of the PV panels. 

In addition, the half bridge converters should be 

replaced by full bridge converters with a phase shift 

switching scheme. The full bridge converter does not 

have the expensive bus capacitors that the half bridge 

has. These are expensive due to the large currents 

they have to be able to handle. The phase shift 

switching scheme provides zero voltage switching 

(ZVS) that will reduce switching losses, and thus 

increase the efficiency of the system. 

7. CONCLUSION 

In this paper, an attempt was made to design a 

parallel DC-DC converter system to provide power to 

a VSD that powers a three phase induction motor to 

operate a PDP. The power source was PV panels. 

The system needed to include MPPT for the PV 

panels. 

The parallel topology used in this project proved to 

be successful and worthwhile. The slightly more 

expensive converters were able to operate the PV 

panels, which were the most expensive components, 

to their optimum efficiency. 

The project outcomes were met but further attention 

should be given to the recommendations made. 
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1. INTRODUCTION 

The stability of a microgrid, which is interconnection 
of several distributed energy resources, is its ability 
to return to normal or stable operation after having 
been subjected to some form of disturbance. 
Conversely, instability means a condition denoting 
loss of synchronism or falling out of step. Stability 
considerations have been recognized as an essential 
feature of microgrid planning. For proper working of 
microgrid, the stability problems are to be taken care, 
covering the steady state, dynamic and transient 
condition. The study of steady state stability mainly 
concerned with the calculation of maximum limit for 
the DER loading before losing synchronism, 
provided the loading is increased gradually [1].  In 
microgrid, dynamic instability is more probable than 
steady state instability. The dynamic instability may 
occur due to sudden fluctuation of load and the 
system oscillation may occur which has to die out 
completely within a short time. If the oscillation of 
the system output persists for a longtime, then the 
microgrid will be dynamically instable, which may 
be a serious threat to the interconnection of DERs. 
This paper shows a feasible method to study the 
dynamic stability of a microgrid. Initially, the 
individual DERs are presented with their first order 
transfer functions based on assumption on the 
linearity of the systems with reference from the study 
of Battery Energy Storage (BES) facility system 
[2][3].  

 

 

 

2. RESPONSE OF DISTRIBUTED ENERGY 
RESOURCES AGAINST FREQUENCY AND 

POWER FLUCTUATION 
 

The widespread use of various kinds of distributed 
power sources would impact the quality of the power 
supply within a microgrid power system, causing 
many control problems. This paper discusses the 
dynamic stability of microgrid operation and presents 
the control scheme of combining fuel cell, 
electrolyzer system and micro-turbine as a hybrid 
system to enumerate the microgrid system's ability to 
solve power quality issues resulting from frequency 
fluctuations due to sudden and random load 
fluctuation [4].  

With reference to [3], large Battery Energy Storage 
(BES) facility may provide significant dynamic 
operation benefits for electric utilities. One area in 
which a BES facility could be useful is the frequency 
regulation requirement. This feature is significantly 
important in island power systems. In [3], D. Kottick, 
M. Blau and D. Edelstein quantified the effects of a 
30 MW battery on frequency regulation in the Israeli 
isolated power system. The study was performed on a 
single area model representing the whole power 
system and containing a first order transfer function 
that represented the BES performance. In reference 
to [2] and [3], in this paper, each source is presented 
with their first order transfer functions. Next section 
focuses on the stability of each system against fast 
frequency fluctuation and sudden output power 
unbalance. Each system is observed with their output 
waveforms showing overshooting due to sudden 
power fluctuation and finally reaching steady state 
condition.  
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2.1 Fuel Cells 

With reference to [5], in order to introduce and apply 
small fuel cell cogeneration to a building, it is 
necessary to investigate the response characteristics 
of the power and heat power with load fluctuations. 
In particular, the power demand pattern of an 
individual house is a load that has usually gone up 
and down rapidly for a short time. If a system is 
controlled to follow such a load, the difference in the 
response and load increases. As a result, the power 
quality (voltage and frequency) of this power system 
may worsen. “Fluctuation in a short period, such as 
an inrush current” and “fluctuation in a long period to 
cause in change of demand” are included in the 
power load. “Change over a long period” means a 
step change in the power demand. With the change 
factor of the transient power demand, such as with an 
inrush current, there is a change over a long period in 
the demand. When “transient power demand” is 
defined as load fluctuation and “change over a long 
period” is defined as demand fluctuation, the power 
load changes of an individual house have large 
fluctuations of both. If the transient response of a 
single cell of a fuel cell is examined, it seems that 
stable response characteristics are acquired for the 
load fluctuation characteristics of the household 
appliance items used in common homes [5]. As 
referred in [2], the sudden real power fluctuation of a 
fuel cell generator can be represented by its transfer 
function ∆PFC = [KFC / (1+ TFC S)] ∆f  

where,  
∆PFC = Real time power fluctuation 
∆f = Frequency fluctuation due to sudden 
fluctuation of real power  
PFC = Output power of Fuel Cell  
KFC = Gain of Fuel Cell  
TFC = Time Constant of Fuel Cell 
 

 
Fig.1.1:  Output Power versus Frequency Control of Fuel Cell for 
Step Change in Output  

 
Fig. 1.2:  Output Power versus Frequency Control of Fuel Cell for 
Random Change in Output  
 
In the Fig. 1.1 and Fig. 1.2, the fuel cell is presented 
with the Proportional plus Integral control scheme 
where the sudden fluctuation of output power is 
simulated with a step and random change of output 
respectively. Due this step change in output power, 
the fluctuation of frequency is shown in Fig. 2. 

 
Fig.2:  Frequency Variation in Fuel Cell for Step Change in Load  
 
Sudden fluctuation of frequency due to that 
disturbance in output is shown with overshooting and 
damping and finally reaching steady state. The 
variation of output power and system response due to 
random & step variation of output power is shown in 
Fig. 3 and Fig. 4 respectively. 

 
Fig.3:  Output Power Variation in Fuel Cell for Random Change 
 in Load 

 
Fig.4:  Output Power Variation in Fuel Cell for Step Change 
in Load  
 

2.2 Electrolyser System and Microturbine 
 
As referred in [6], it is well known that the power 
output of microturbine can be controlled to 
compensate for load change and alleviate the system 
frequency fluctuations. Nevertheless, the 
microturbine may not adequately compensate rapid 
load change due to its slow dynamic response. 
Moreover, when the intermittent power generations 
from wind power and photovoltaic are integrated into 
the system, they may cause severe frequency 
fluctuation [6].  

In order to study the fast dynamic response, each 
system is studied separately to observe the absorption 
of the frequency and power fluctuations. Simulation 
results exhibit the robustness and stabilizing effects 
of electrolyzer and microturbine.  
The sudden real power fluctuation of an Electrolyser 
system can be presented as [2], 
∆PES = [KES / (1+ TES S)] ∆f ;  
where,  
∆PES = Real time power fluctuation 
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∆f = Frequency fluctuation due to sudden fluctuation 
of real power  
PES = Output power of Electrolyser system 
KES= Gain of Electrolyser system, 
TES = Time Constant of Electrolyser system 
 

 
Fig. 5.1: Scheme for Step Change in Output of Electrolyser 

 
Fig.5.2: Scheme for Random Change in Output of Electrolyser 

The proportional integral control schemes are shown 
in Fig.5.1 and Fig. 5.2. Disturbance is created at the 
output in two modes; one is sudden fluctuation which 
is simulated with sudden step change in output and 
the other is random power fluctuation simulated by 
random noise signal generated by Simulink tool box. 
The frequency fluctuation for step change in load and 
power variation due to random and step load 
fluctuation are shown in the following Fig. 6, Fig. 7 
and Fig. 8 respectively. 

 
Fig.6: Frequency Variation in Electrolyser System for Step  
Change in Load 

 
Fig.7: Output Power Variation in Electrolyser System for Random 
Change in Load 
 

 
Fig. 8: Output Power Variation in Electrolyser for Step Change  

in Load  
 
The above outputs show the satisfactory damping of 
the overshoot occurred due to disturbances applied as 
mentioned above. 

A Microturbine block which is normally intended for 
base load supply is shown in the Fig. 9. 
 

 
Fig.9: Output Power versus Frequency Control Scheme for 
Microturbine 
 
Considering the linear power versus frequency droop 
characteristic, the transfer function based formulation 
is shown below [2]. 
∆PMT = (-1 / KMT) ∆f; 
where, ∆PMT = Real time power fluctuation, 
∆f = Frequency fluctuation due to sudden fluctuation 
of real power, 
KMT = Droop property of Microturbine output 
Variation of output power in Microturbine due to 
step change and random fluctuation of load is shown 
in Fig. 10 and Fig. 11 respectively. The waveform 
obtained shows zero error after damping off the 
overshoot. 
 

 
Fig.10: Output Power Variation in Microturbine for Step Change 
in load 
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Fig.11:  Output Power Variation in Microturbine for Random  
Change in load 
 

3. TRANSFER FUNCTION BASED MODEL OF 
MICROGRID: STUDY OF FREQUENCY 
AND OUTPUT POWER FLUCTUATION 

 
In the previous sections, the Fuel Cell, Electrolyser 
system and Microturbine are studied separately and 
are simulated to observe the dynamic instability.  

In this section, the transfer functions of DERs are 
integrated as shown in the Fig. 12 forming microgrid. 
The integrated system is tested for dynamic 
instability with a step change in the output power. 
Proportional plus integral control strategy is used and 
the output power wave form obtained is shown in the 
Fig. 13 below. The result shows satisfactory 
performance of the microgrid model against dynamic 
instability. The model is studied for random load 
fluctuation and the response is observed as shown in 
Fig. 14. Step response output data are shown in Table 
1. 

 
Fig.12: Transfer Function based Model of Microgrid 

 

 
Fig.13: Output Power variation in Microgrid due to Step Change in 
Load 

 
Fig.14: Output Power Variation in Microgrid due to Random 
Change in Load 

 
Table-1 : Step Response obtained after Linear Analysis of 

Microgrid 

 FC ES MT MG 

Peak 
Amplitude 

0.887 0.95 -25 -3 

Overshoot (%) Infinity 
at t=0 

Infinity 
at 
t=1.09 

2.5*103 7.7*103 

Rise Time 
(Second) 

0 0 0.845 0.902 

Settling Time 
(Second) 

11.7 14.2 1.5 10.4 

Final Value 0 0 -0.962 -0.0385 
 FC = Fuel Cell, ES= Electrolyser, MT= Microturbine, 

MG=Microgrid 

 
4.     STABILITY ANALYSIS OF MICROGRID 

 
The microgrid shown in Fig. 12 are studied for 
stability analysis with Pole-Zero mapping [7] using 
Matlab-Simulink. The main objective of this section 
is to check if there is any root of the characteristic 
equation on the right half of s-plane. The step change 
in output power is considered as input and the output 
power variation is considered as output. The result is 
shown in Fig. 15. It shows that no pole is located on 
the right hand side of the imaginary axis of S-plane, 
supporting stability of the microgrid system. 

Polynomial Stability Test:  The microgrid shown in 
Fig. 12 above also studied for “Polynomial Stability 
Test” using Matlab Simulink tool box. This block is 
used to check the pole locations of the denominator 
polynomial, A(z), of a transfer function, H(z) as 
mentioned below. 
Mathematical Formulation:  
H(Z) = [B(Z)/A(Z)]  
={b1+b2Z

-1+….+bmZ-(m-1)}/{a 1+a2Z
-1+….+anZ

-(n-1)} 

 
 
Fig.15: Pole-Zero Mapping of Microgrid 
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The poles are the n-1 roots of the denominator 
polynomial, A(z). As is typical in DSP applications, 
the transfer function above is specified in descending 
powers of z-1 rather than z. “The Polynomial 
Stability Test Block” uses the Schur-Cohn algorithm 
to determine whether all roots of a polynomial are 
within the unit circle. If any poles are located outside 
the unit circle, the transfer function H(z) is unstable 
showing zero(0) at the output of the Simulink test 
block. For the system to be stable, the output of the 
block should display one (1). After simulation of the 
current system, the value 1 is obtained at the output 
of the “Polynomial Stability Test Block” indicating 
that the polynomial in the corresponding column of 
the input is stable. 

 
5.   CONCLUSION 

 
Renewable energies are environmentally focused but 
the output power fluctuation of renewable energies 
may cause excess variation of voltage or frequency 
of the grid. Increase in the amount of renewable 
energies would violate the quality of the grid [8]. To 
maintain the quality of the grid, the design of a 
microgrid should meet some specific criteria which 
can judge its performance. There are many factors 
responsible towards smooth integration of the DERs 
to form microgrid. Eventually, all the possible factors 
should be considered at the stage of research and 
development prior to the system put in actual 
operating mode for effective utilization of R&D cost.  

Among many prime factors, a microgrid must be 
studied for stability at design level. It is necessary to 
develop suitable tool or method to check the stability 
criteria of a proposed grid. In this paper, the authors 
have suggested few methods to study the dynamic 
stability of a proposed microgrid due to sudden 
fluctuation of load by representing each component 
of the microgrid in the form of their transfer function.  
It is realized from this work, that there are many 
features such as linearity or non linearity of the 
system, gain, time constants, etc. which decide the 
transfer function of a DER and the transfer function 
may vary as per the assumptions considered for those 
factors even for the same system. So the stability 
analysis has many dimensions to be dealt with in the 
future research work. Further research efforts will 
attempt to accumulate all the possible factors for 
integration of distributed energy resources and 
stability analysis of microgrid. Progress of this 
research will be reported in due course. 
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1. INTRODUCTION 

 
The 21st century is characterized by industrialization 
and growth across the globe. The consequence to this 
is the increase in load demand and the need to 
increase generation and transmission capacity. The 
commencement of HVDC transmission in the 1950’s 
and its rapid development had make the bulk power 
transmission over long distances a possibility [1,2,3].  
 
Examples of HVDC schemes include the HVDC 
pacific inter-tie in the USA which has a total of 3100 
MW over a distance of 1360 km [4], the Hydro 
Quebec New England link which exchanges 2250 
MW via HVDC transmission, Itaipu HVDC scheme 
in Brazil with a capacity of 6300 MW [4, 5], the 
cross channel UK- France scheme with a capacity of 
2000 MW and Wybord in Russia with a capacity of 
1050 MW, etc. [4]. The scheme between North and 
South Islands of New Zealand is of 1240 MW 
capacity.  In China, the first HVDC transmission 
scheme known as the GESHA scheme has a capacity 
of 1200 MW which interconnects central China and 
Eastern China over a distance of 1045 km [6, 7, 8].  

The advantages of HVDC transmission includes; 
reduced power losses, economic benefit for long 
distance transmission, ease of bulk power transfer, 
the ability to connect asynchronous power networks, 
under-sea power transmission and reduced servitude 
requirements [9, 10, 11, 12].  

HVDC transmission can be implemented in two 
major scenarios. The first implementation is 
interconnecting areas of a power system which has 
no AC tie. The second form of implementation is a 
scenario where HVDC transmission is used to 
interconnect areas of a power system that already has 
an AC tie-line. In this paper, the latter of the two 
forms will be regarded as the integrated HVDC 
transmission scheme. 

 

Just like HVAC transmission lines, HVDC 
transmission lines are susceptible to faults. The most 
common causes of HVDC line faults are lightning, 
field fire, bird droppings, un-kept trees along the 
servitude of the HVDC transmission line, etc. Other 
faults associated with HVDC transmission are faults 
within the converter stations. These faults will have 
an impact on the rotor angle stability of the 
generators within the power system. Moreover, the 
location and the duration are very important in that 
they affect the severity of the fault [10, 11, 13, 14, 
15].  

In this paper, the rotor angle stability of a two-area 
power system with two different transmission line 
scenarios is investigated. In the first scenario,  
HVDC transmission is implemented between two 
areas of the power network with no connection of 
HVAC transmission line and in the second scenario, 
HVDC transmission is implemented between the two 
areas of the network which already has a connecting 
HVAC transmission tie- line To determine the rotor 
angle stability of the above described two scenarios 
of transmission line, three-phase to ground AC fault 
and DC converter  faults are simulated. The 
simulation results indicated that the use of integrated 
HVAC-HVDC transmission schemes will reduce the 
amplitude of the first rotor angle swing and 
subsequent oscillations after a DC or AC fault. It 
takes longer for the system to recover from a 3-phase 
fault and a fault on the HVDC line when HVDC 
alone is used for power transmission between the two 
areas. The use of integrated HVAC-HVDC 
transmission reduces this time. Therefore, the 
integrated HVAC-HVDC transmission scheme is a 
preferred over HVDC transmission. 
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2. OVERVIEW ON HVDC TRANSMISSION 

2.1 Converter equations  
Fig.1 shows the schematics of the rectifier side of a 
HVDC scheme. 
 

 
Fig.1 Rectifier side of a HVDC scheme 
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Where  VDC(R) is the rectifier DC voltage, VSR is the 
rectifier AC Voltage, VDC(I)  is the inverter DC 
voltage, VSI is the Inverter AC Voltage, � is the 
inverter extinction angle, RR is the resistance of the 
Rectifier, RI is the resistance of the Inverter, RL is the 
resistance of the HVDC Line, IDC is the DC line 
current, α  is the firing angle.   
 
From (3) and (4), the DC power output from the 
rectifier is given as follows: 
 

DCRDCDC IVP ⋅= )(    (5)

  
)tan(φ⋅= DCR PQ    (6) 

 
Where RQ is the reactive power absorbed by the 
rectifier andφ  is the power factor angle. 

3. ROTOR ANGLE STABILITY  
 
Rotor angle stability is the ability of synchronous 
machines in a power system to remain in 
synchronism after been subjected to a disturbance. 
This stability also depends on the ability of the 
machines to maintain equilibrium between the 
electromagnetic torque and the mechanical torque. 
The movement of the rotor is governed by the 
Newton’s second law of motion given by equation 7 
[1, 16].   
 

)()()()( tTtTtTtJ aemm =−=α     (7) 

Where J is the total moment of inertia of the rotating 
mass, kgm2, �m is the rotor angular acceleration, 
rad/s2, Tm is the mechanical torque, Nm, Te is the 
electrical torque, Nm and Ta is the net accelerating 
torque, Nm.  
The rotor angular acceleration is given by equation 8. 

            
2
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Where �m is the rotor angular position 
After substituting equation 8 into equation 7, 
converting from toque to power, the swing equation 
can be given in per unit as: 
 

)()()(
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2
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dt

td
tH upaupeupmup =−=δω     (9) 

 
where:    
 H is the normalized inertia constant (sec), Pa is the 
accelerating power, Pm and Pe are the mechanical and 
electrical power respectively. 

When the power system is in steady state of 
equilibrium, the mechanical power and the electrical 
power of the generator in equation 9 remain the 
same, so is the speed of the generator [1]. Hence, 
there is no accelerating power. This means that the 
rotor angle of the synchronous machines in the 
interconnected power system will be at a fixed 
angular position. If the systems is perturbed by a 
disturbance such as a three-phase to ground fault, 
HVDC line fault or the loss of a generating unit, the 
equilibrium between Pe and Pm is lost and the speed 
of the generator changes. This change will lead to an 
imbalance in the active power generation by all the 
machines in the power system [1, 16, 17, 18, 19]. 

 

3.1 Responses of the  System AC and DC faults  
 
Power systems with HVDC transmission schemes are 
not completely infallible to faults. The stability of 
such power systems are affected by DC line faults, 
converter faults. In AC systems, relays and circuit 
breakers are used for fault detection and clearance. 
On the contrary, most of the faults in DC systems are 
self-clearing or are cleared through the action of 
converter controls [19]. In some cases though, it may 
become necessary to take out a bridge or an entire 
pole out of service. 
 
A) DC line Faults 
 
The most common type of faults on DC lines is pole-
to-ground faults. This faults blocks power transfer on 
the affected pole with the rest poles remaining intact. 
During this fault, the short circuit causes the rectifier 
current to increase while the inverter current 
decrease. The rectifier current control acts to reduce 
the direct voltage and also reduce the current back to 
the current set point (normal operation current level). 
At the inverter side of the scheme, the current level 
reduces below its current reference value 
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)( mord II − . This causes the inverter to change from 
Constant Extinction Angle (CEA) control to Constant 
Current (CC) control. As a result, the voltage of the 
inverter reduces to zero and then reverses its polarity 
as shown by line B in fig. 2 [10, 14, 15, 20]. 
 

 
Fig.2 Voltage profile on a DC line 

 
Under normal control action, the fault arc is not 
extinguished while limiting the fault current to the 
current margin [10]. With fast acting line protection, 
the fault is detected by the drop in DC voltage and 
current at the rectifier and the inverter respectively. 
After the fault has been detected, the angle beta of 
the inverter is changed to a maximum limit of 800 to 
allow the inverter voltage reduce to zero but not to 
reverse polarity as explained under normal control 
action. At the rectifier side, the rectifier firing angle 
is changed above 900. This is shown by line C in 
figure 2. Although the current in the pole may 
attempt to change polarity, this will not be 
successfully as a result of the unidirectional current 
characteristics of converter valves. Consequently, the 
current is reduced to zero in a very rapid manner. 
This process is called “forced retard”. Following this, 
the DC line is restarted with time for de-ionisation 
taken into consideration.  
 
B) Rectifier side AC fault 
 
The DC system response to AC fault is faster than 
that of the AC system. The DC system is capable of 
self sustenance through the AC system fault or in 
severe cases, there will be a reduction in power or a 
complete shut down till the AC system recovers from 
the fault [10]. When the AC fault is a distant 3-phase 
fault, there will be a reduction in the rectifier 
commutation voltage, which will lead to a reduction 
in the DC voltage and current. If the firing angle 
reaches its minimum value, the control measure will 
switch the rectifier from CC mode to Constant 
Ignition Angle (CIA) mode while the inverter 
changes to CC mode. The Voltage Dependent 
Current Order limit (VDCOL) regulates the transfer 
of current and power depending on how low the 
voltage at the rectifier drops during the rectifier side 
AC fault. Although in theory, DC power may be 
transmitted via the HVDC transmission line when the 
rectifier voltage is very low, the resulting increase in 
reactive power consumption could damage the 
generators. This is mainly because the inverter would 
have to change from CEA to CC mode by lowering 
its voltage and increasing � [10].  
 

4. SYSTEM MODEL 
 
DigSILENT power factory was used in the 
simulations. Area 1 has two generating stations, G3 
and G4 which are connected to bus 3 and bus 4, 
respectively in area 2, via a double-circuit 
transmission hybrid HVAC-HVDC as shown in 
Figure 3 and figure 4. Each of the generating stations 
in area 1 has a capacity of 1700 MW. Area 2 has a 
total local generating capacity of 600 MW of which 
400 MW is from G2 and the rest from G1. 
Furthermore, area 2 has two distribution centers. The 
first distribution center is at bus 7 which is connected 
to bus 5 via a 1600 MVA 500/11 kV step down 
transformer. The second distribution center is at bus 
8 which is connected to bus 5 via a 1600 MVA 
500/11 kV step down transformer. The load at bus 7 
is 1064MW while the load at bus 8 is 1379 MW. 
Capacitor banks are connected to Bus 5 and Bus 6 
contributing a total reactive power compensation of 
1000 Mvar. The HVDC scheme is given in Figure 4 
with two series rectors, each of 0.86 H connected to 
each end of the HVDC transmission line. A 
combination of two 6-pulse converters is used for the 
rectifier and the inverter. 
 

 
Fig.3 Hybrid HVAC-HVDC power network  

 

 
Fig. 4 Remote HVDC scheme between area 1 (bus 6) and area 2 

(Bus 5) 
 

5. SIMULATION RESULTS 

5.1 Response to DC fault on HVDC TX line 
 
 Figure 5 to figure 10 show the results obtained from 
generator G3 and G2, when a DC fault was initiated 
mid way on the HVDC transmission line for 50 ms.  
During the fault on one of the HVDC transmission 
lines, the first swing of rotor angle of G3 reaches 
1700 before settling at 1200.  When the same fault 
was applied to the transmission scenario 2 (integrated 
HVAC-HVDC), the first swing of the rotor angle was 
at -250. This  is 97% less than when the transmission 
line scenario 1 was used. 

Area 1 Area 2 
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Fig.5 G3 Rotor angle 
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Fig.6 G3 Active Power  
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Fig.7 G3 Terminal Voltage 
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Fig.8 G2 Rotor angle 
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Fig.9 G2 Active Power 
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Fig.10 G2 Terminal Voltage 
 
It took 45 seconds in the first transmission scenario 
(HVDC), before the rotor angle of G3 stabilized as 
shown in figure 5. Figure 6 shows the active power 
generated at G3 for the two transmission scenarios. 
In the first scenario, the electrical power output 
stabilized at about 2 seconds. For the second scenario 
(integrated HVAC-HVDC transmission), the rotor 
angle of G3 had more oscillations with smaller 
amplitudes, which stabilized in 10 seconds. At this 
point, the electrical power output at G3 in the second 
scenario as seen in figure 6 reached the value of its 
mechanical power, thereby leading to zero 
accelerating power and stability of the rotor angle 
within 10 seconds. 
 
The terminal voltage at G3 when the HVDC 
transmission scheme (i.e., scenario 1) was used 
stabilized in about 1.5 seconds with no oscillation, 
and faster than when the integrated HVAC-HVDC 
scheme was used, as shown in figure 7, where the 
terminal voltage at G3 stabilized at 10 seconds into 
the simulation with small oscillations whose 
amplitude decreased. At G2, in area 2 of the power 
system, the amplitude of the first swing of the rotor 
angle after the DC fault, when the integrated HVAC-
HVDC transmission scheme was used is found to be 
51.6% less than the amplitude of the first swing of 
the rotor angle when the HVDC transmission scheme 
is used. This is because of the damping effect that 
HVDC has when integrated with HVAC for power 
transmission It reduces the amplitude of the rotor 
angle oscillation. The time taken for the balance of 
mechanical and electrical power after the DC fault 
when the integrated HVAC-HVDC transmission 
scheme was used was found to be 14 seconds as 
indicated by the time it took the rotor angle in figure 
8, the active power in figure 9 and the terminal 
voltage in figure 10 to reach steady state. This 
consistency was not observed when the HVDC 
transmission scheme was used. In this case, the rotor 
angle as seen in figure 8 stabilized 9 seconds before 
the terminal voltage stabilized. The post fault angular 
position of the rotor for the first transmission 
scenario corresponded with its pre fault rotor angular 
position at -84.20. Similarly, the post fault angular 
position of the rotor for the second transmission 
scenario corresponded with its pre fault rotor angular 
position at -83.780.  
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5.2 Response to 3-phase to ground AC fault at G4 
(Rectifier AC) 

 
Figure 11 to figure 16 show the results obtained from 
generator G3 and G2, when a 3-phase to ground fault 
was initiated at G4 which is at the rectifier AC side. 
The fault lasted for 50 ms.  
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Fig.11 G3 Rotor Angle 
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Fig.12 G3 Active Power 
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Fig.13 G3 Terminal Voltage 
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Fig.14 G2 Rotor Angle 
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Fig.15 G2 Active Power 
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Fig.16 G2 Terminal Voltage 
 
During the 3-phase to ground fault at G4 on the AC 
side of the rectifier station, for the HVDC 
transmission (scenario 1), the rotor angle first swing 
of G3 oscillates between -1700 and 1700 with two 
consecutive large oscillations. This period took about 
30 seconds. After that, the rotor angles slowly 
increased from -1700 to -1000 (new operating point), 
which is 200 larger than the pre fault rotor angle as 
shown in figure 11. The total time taken for the rotor 
angle to stabilize at -1000 was 70 seconds. For the 
integrated HVAC-HVDC transmission scheme, the 
first rotor angle swing of G3 was between -550 and 
00, followed by smaller oscillations which stabilized 
in 13 seconds. The post fault rotor angle position was 
the same as the pre fault rotor angle position of -470.  
The first rotor angle swing for G3 when the 
integrated HVAC-HVDC transmission scheme 
(scenario 2) is used is 83.8% less than first rotor 
angle swing of G3 when the HVDC transmission 
scheme (scenario 1). Figure 12 and 13 shows that for 
the integrated scheme, the time taken by G3’s rotor 
angle to stabilize was equivalent to the time taken for 
electrical power output to balance the mechanical 
power. At this point, the accelerating power of G3 
became zero. This time took 13 seconds. From figure 
14 which shows the rotor angle of G2, the amplitude 
of the first swing of the rotor angle after the DC fault, 
when the HVDC transmission scheme was used is 
found to be 57.1% more than the amplitude of the 
first swing of the rotor angle when the integrated 
HVAC-HVDC transmission scheme is used. This is 
because of the amplitude of the rotor angle 
oscillation at G2 is reduced by the damping effect 
that HVDC has on the integrated HVAC-HVDC 
transmission scheme. The time taken for the balance 
of mechanical and electrical power after the DC fault 
when the integrated HVAC-HVDC transmission 
scheme was used was found to be 16 seconds which 
was also the same as the time it took the rotor angle 
in figure 14, the active power in figure 15 and the 
terminal voltage in figure 16 to reach steady state. 
Similar to the post DC fault equilibrium, the post 
fault angular position of the rotor for the first 
transmission scenario corresponded with its pre fault 
rotor angular position at -84.20. Similarly, the post 
fault angular position of the rotor for the second 
transmission scenario corresponded with its pre fault 
rotor angular position at -83.780. When HVDC 
transmission scheme was used, the time it took the 
terminal voltage and active power to stabilize was 
twice the amount of time it took the rotor angle to 
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stabilize. The rotor angle as seen in figure 14 
stabilized 7 seconds into the simulation while the 
active power and terminal voltage stabilized at 14 
seconds.  

6. CONCLUSION 

The impact of integrated HVAC-HVDC transmission 
scheme on the rotor angle stability of the power 
system has been shown. The simulation results have 
proved that the use of integrated HVAC-HVDC 
transmission schemes will reduce the amplitude of 
the first rotor angle swing and subsequent oscillations 
after a DC or AC fault. It takes longer for the system 
to recover from a 3-phase fault and a fault on the 
HVDC line when HVDC alone is used for power 
transmission between the two areas. The use of 
integrated HVAC-HVDC transmission reduces this 
time. Therefore, the integrated HVAC-HVDC 
transmission scheme is a preferred over HVDC 
transmission. 

APPENDIX 
 
HV Transmission lines parameters 
 
Table 1: Transmission line Parameters [46] 

 Line 
Resistance 
(�/km) 

Reactance 
(�/km) 

Susceptance 
(�S/km) 

Length 
(km) 

HVAC 0.028 0.325 4.35 500 

HVDC 0.015 0.025 0.45 500 
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1. INTRODUCTION 
 
To attain the status of a smart grid a power system must be 
able to enhance grid power stability and efficiency by 
automatically anticipating and responding to system 
perturbations. HVDC and HVDC light, or HVDCPLUS also 
known as VSC-HVDC are one of such electronic devices 
for improving stability and quality of power supply to the 
grid. HVDC systems is normally used for transmission of 
bulk power over a long distance, for asynchronous tie of 
networks with different frequencies and for under water 
transmission using submarine cable (VSC-HVDC can also 
be used for this purpose) these can be found in [1, 2].The 
advantages of HVDC over HVAC in transmission of 
power are given in [2, 3] and also, classical application of 
HVDC projects is stated comprehensively in [4] with the 
development of semiconductors and various control 
devices, HVDC with voltage source converter (VSC-
HVDC) based on insulated gate bipolar transistor (IGBT) 
have recently attracted a lot of attention in the industry. 
Projects and commercial applications of VSC-HVDC are 
described in [5, 6] and the first commercial HVDC Light 
installation is described in [7]. 
HVDCPLUS is the preferred technology for interconnection 
of Islanded grids to the power system, such as offshore 
wind farms, the technology utilizes the use of “Black-
Start” feature of the voltage source converter (VSC) [8]. In 
power systems literature, a number of papers have 
analyzed the functions and different control capabilities of 
VSC-HVDC. Ref [9] investigates the impact of HVDC and 
VSC-HVDC on power systems stability of HVAC systems 
network. In ref [10] it was shown that even when HVAC 
and HVDC are separately stable their interaction could be 
unstable if there is a weak tie (low short circuit ratio) 
between them, this study proves that with VSC-HVDC link 
the weak tie between them will not create any problem, 
since the VSC-HVDC can automatically regulate the 
reactive power and the ac voltage independent of the real  
 
 
 
 
 

power flow. Therefore, the SCR of the hybrid network 
does not need to be high. This paper investigates the 
transient and voltage stability of the system using two case 
scenarios, hybrid HVAC-HVDC and hybrid VSC-HVDC-
HVAC systems. The study shows that transient stability is 
enhanced with VSC-HVDC and HVDC links. The voltage 
stability study was conducted on  buses 4,5,7,8 and 12 used 
for transmission of power from area A to area B in the 
HVAC network (figure 3 refers), from the result of the 
voltage profile, voltage angle, voltage magnitude and the 
maximum load-ability point it is evident that bus 7 at the 
centre of transmission line has the highest proximity and 
sensitivity to voltage instability. The voltage stability and 
transient stability was improved by the VSC-HVDC link, 
whilst the HVDC link improved transient stability but was 
problematic with voltage stability as a result of effect of 
the control actions of the converter stations on the weak 
HVAC link and the consumption of reactive power by the 
HVDC converter stations. 

 
2. FUNDAMENTALS OF HVDC TRANSMISSION 
 
In HVDC transmission, the conversion of AC to DC occurs 
at the transmitting end (rectifier) and the inversion of DC 
to AC occurs at the receiving end (inverter). Converters 
consist of high voltage bridges and tap changing 
transformers, the valve bridges consist of high voltage 
valves connected in 6-pulse or 12-pulse arrangement. One 
of the advantages of this technology is the fault-blocking 
characteristics of the system which enables it to serve as an 
automatic firewall for blackout prevention in case of 
cascading events, which is impossible with flexible 
alternating current transmission system (FACTS) [12]. 
In this study the hybrid HVDC-HVAC solution was 
investigated and the HVDC link used was the mono-polar 
link system as shown in figure1. 
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stability of the system, a three phase short circuit fault was applied to the HVAC link. The study shows that for a weak 
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VSC-HVDC systems improved the voltage and transient stability of the ac link; although the HVDC system improved 
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of VSC-HVDC in transmitting power beyond 250MW¬300MW. 
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Figure 1: Shows HVDC mono-polar link system 
 
Power flow equation of HVDC line is given as follows 

.d d dP V I=                                                                        (1) 
 
 . tanR dQ P φ=                                                               (2) 

dor doi
d

cr L ci

V Cos V CosI
R R R

α γ−
=

+ −
                                         (3) 

And 
3cosd do c dV V X I Bγ
π

= −                                           (4) 

Where 
B is number of bridges in series and φ  is the power factor 

angle. dorV , doiV  are the voltages at rectifier and inverter 

respectively, CZ , CX  are the characteristic impedance and 

commutating reactance respectively. And crR , ciR and LR  
are the resistances at rectifier, inverter and the DC line 
respectively. dP  represents the active power transmitted, 
while QR represents the reactive power at the AC bus. 

dV , dI  is the direct voltage and current per pole α  is the 
firing angle of the rectifier. In HVDC power transmission, 
the time taken for the current to move from one phase to 
another is known as overlap time or commutation time 
because the line inductance of AC source phase currents do 
not change instantly. The angle associated with this is 
known as overlap angle or commutation angle (µ ). In 
normal operation µ  is less than 600

.
  Typical full load 

values are in the range of 150 to 250 and normal operation 
is 150-450 therefore, the range 150∠ µ ∠ 60O [13]. 
 
3. FUNDAMENTALS OF VSC-HVDC TRANSMISSION 
 
The controlled voltage source can be derived from the 
control system of the converter where the amplitude, the 
phase and the frequency can be controlled independently; 
the operation of the VSC-HVDC can be described by the 
following equation [14]. 

sinf v
f

v

u u
P

X
δ

=                                                                5 

vu  is the controlled voltage source from the AC side and 
Equation (9) shows active power flow Pf neglecting losses 
in the phase reactor, where fu is the ac voltage on the 

secondary side of the transformer and vu is the voltage 

generated by the VSC, vX  is the reactance of the VSC.  
The reactive power and the dc current of VSC is given by. 

( cos )f f v
f

v

u u u
Q

X
δ−

=                                                  6 
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Where  ( )q
vl  is the VSC source current and DCi  and DCu  

are the VSC dc current and voltage respectively. 
 

 
Figure 2: VSC-HVDC-Configuration 
 
4. PV CURVE 
 
Equations 8 below determine the maximum loading point 
(MLP) in a power transmission network. It shows the 
receiving end power as a function of load demand as stated 
in [11]. 

2( ) cosSLD
R

LN

EZP
F Z

φ=                                                   8 

Where  
21 ( ) 2( ) cos( )LD LD

LN LN

Z ZF
Z Z

θ φ= + + −                           9 

PR is the receiving end power, θ  is the power transmission 
angle, LNZ  and LDZ  represents line and load impedance  
respectively, maximum power transfer occurs when 

LD

LN

Z
Z

=1, ES is the source voltage  

As the load demand increases LDZ decreases and PR 
increases initially before getting to maximum and then 
decreases. The PV curve thus represents the variation in 
voltage at critical bus in load area prone to instability as 
function of the active power load. This curve is produced 
by using series of power flow solutions at different load 
level, the MPL is at the knee of PV curve at this point the 
voltage drop rapidly and power fails to converge, 
indicative of voltage instability.  
 
5. VQ CURVE 
 
The VQ curve is used to show the variation of reactive 
power with respect to the voltage magnitude, as shown in 
bellow. 
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0dQ
dV

=                                                                           10 

Equation 10 represents a stable operation of the system; the 
bottom of VQ curve represents the voltage stability limit of 
the system under study. Q represents reactive power and V 

the voltage magnitude, also when 0dQ
dV

< the system is 

unstable system and when 0dQ
dV

> the system is stable. 

QV sensitivity at a bus represents the slope of the VQ 
curve at the given operating point, a positive sensitivity is 
indicative of stable operation [11]. 
 
6. POWER FLOW FOR THE TWO AREA POWER 
NETWOTK 
 
Fig. 3 shows the power systems network used in the 
simulation. The Power flow result indicates that total 
power generated into the network is about 
(2835.50+j404.76) MVA and the installed capacity is 
around 3240 MVA. Power amounting to (400+j100) MVA 
flows from area A to area B in order to meet the load 
demand of (1788+j100) MVA of area B, which is greater  
than the generated power (1586.60+j261.48) in area B. The 
additional reactive power requirement of the network is 
compensated by the (j350) MVAR from capacitor (C9) to 
reduce the characteristics impedance in order to improve 
the apparent power level. Generators at Area-A supplied 
(1404 – j72.40) MVA to meet the demand of (967 + j 100) 
MVA of the load GL7. The excess power is transmitted by 
both the HVDC and HVAC (when in hybrid with HVDC) 
and VSC-HVDC (when in hybrid with VSC-HVDC) to 
meet the demand at area B. The total power loss in the 
system is (50.32 + j276.36) MVA 
 
 
7. VOLTAGE STABILITY RESULT 
 

 
Figure 4: voltage angle for Bus7 
 
 

 
 Figure 5: voltage magnitude at Bus7 
                
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Two area HVAC link interconnected with VSC-HVDC link 
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 Figure 6: VQ curve under HVDC Interaction   q                                             
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Figure 7: PV curve under HVDC Interaction 
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Figure10: VQ Curve under HVAC 
 
Note: Q [Mvar] is represented by Y(axis) in  
Figures 6, 9 & 10 
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 Fig 8: PV Curve under VSC-HVDC Interaction  
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Figure 9: VQ Curve under VSC-HVDC 
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Figure11: PV Curve under HVAC 
 
Note: Voltage Magnitude [p.u] is represented 
by Y(axis) in figures. 7, 8 & 11 
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8. INTERPRETATION OF RESULTS (Voltage Stability)  
     

The VSC-HVDC has the advantage of being able to almost 
instantly change the active and reactive power independently 
[15, 16] It behaves like an ideal generator to the grid with 
flexible working point and no inertia. This capability helps it in 
improving the Voltage stability as shown in figs. 4-11: The 
voltage stability of the system was investigated using Voltage 
angle, Voltage magnitude, PV and QV curves for the analysis. 
As shown from figure 4 to figure 11, in Figure 4 the voltage 
angle of VSC-HVDC operating at about 20 was able to come to 
a steady state within 3 seconds after perturbation. On the other 
hand, HVDC operating at about 60 with a settling time of about 
7-8 seconds after the fault and the HVAC operating at about -
7.50 settles at about 11 seconds after the fault. This shows the 
robustness of VSC-HVDC over HVDC operating at a lower 
voltage angle to deliver the same amount of power from Area A 
to Area B as shown in figure 3. Figure 5 shows the voltage 
magnitude of VSC-HVDC to be about 1.05 p.u and it came to 
steady state after the fault in about 2 seconds, the HVAC 
voltage magnitude is 1.0 p.u and came to a steady state after 4 
seconds of perturbation, also the HVDC voltage magnitude was 
about 0.98 p.u the difference is as a result of reactive power 
consumption by the converter stations. Figs. 6-11 shows VQ 
and PV Curves, they were used to investigate the sensitivity to 
voltage collapse and the maximum loading points (MLP) 
respectively on buses 4,5,7,8 and 12 and the result are as 
follows: Figure 6 shows HVDC VQ Curve, bus7 has the 
highest sensitivity to voltage instability with a critical point of  
0.8353p.u (voltage magnitude), -456.13Mvar(reactive power). 
The voltage collapsed at this point due to insufficient reactive 
power, (this bus is often recommended for the location of 
compensators like Static var compensators (SVC) and 
synchronous condensers,) the second critical bus is bus 8 
(0.7453p.u, -464.6246Mvar) and the third critical bus is bus12 
(0.7653p.u, -515.8819Mvar) in that order, buses 4 & 5 collapse 
due to the fact that reactive power flowed from Area B to Area 
A in the network, after the collapse of bus7 no reactive power 
flowed in buses 4 & 5 Also, these two buses are located close 
to converter station on the AC side that consumes reactive 
power, the control action of the converter station affects the 
voltages and power transmitted by the buses close the converter 
station. In a weak system with low effective short circuit ratio 
(ESCR) changes in HVAC network or in HVDC transmission 
power could lead voltage collapse necessitating the need for 
special control strategies i.e. dynamic reactive power control at 
the sensitive ac bus or near the HVDC substations [17]. The PV 
curve depicted in figure 7 shows the maximum loading points 
on the buses. The MLP achieved with HVDC network was 
3234.37MW for all the buses (active power load) and bus 12 
had the highest voltage magnitude at 0.9532p.u, followed by 
bus8 (0.9142p.u), bus4 (0.9028p.u), bus5 (0.8679p.u) and bus7 
with (0.8572) this also shows that bus 7 at the centre has the 
lowest voltage profile and therefore, more prone to voltage 
instability. The VSC-HVDC PV Curve in Figure 8 shows the 
MLP under VSC-HVDC, the MLP achieved here for all the 
buses was 3226.11MW (active load power),   bus 12 have the 
highest voltage profile at 0.9415 p.u (voltage magnitude) and 
the lowest was bus7 at 0.8069 p.u. Figure 9 shows QV Curve 
under VSC-HVDC the curve shows the sensitivity of the buses 
to voltage collapse, like in the previous cases the sensitivity of 

bus 7 to voltage collapse was the highest with 0.6595 p.u and -
534.02 Mvar and bus12 has the lowest with 0.700197 p.u, -
1174.403 Mvar followed by bus4 with 0.680197 p.u, -862.8795 
Mvar. Figure10: Shows the VQ Curve for HVAC system, bus 
12 had the lowest sensitivity with 0.77102 p.u, -642.1245 Mvar 
and the highest was bus7 with 0.7510 p.u, -359Mvar followed 
by bus4 with 0.7610p.u, -642.12Mvar. Figure11: Shows PV 
Curve for HVAC system, the MLP achieved with HVAC was 
3168.25MW, and bus12 achieved this at 0.9431p.u and buses 7 
& 5 achieved this with lowest voltage profile of 0.8028p.u this 
makes them more susceptible to voltage instability during 
perturbation. 
         
 9. TRANSIENT STABILITY RESULTS 

 

    Figure12: Generator1 Speed                                          
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   Figure13:Gnerator1 Rotor angle 
 
Transient stability is the ability of a power system to maintain 
synchronism when subjected to a severe transient disturbance 
[11] the generator1 in area-A (Slack bus) was used to 
investigate the responses of the speed and rotor angle of the 
network under transient (three phase short circuit) fault 
situation. From figure12 it is evident that the VSC-HVDC 
reduced the systems oscillation better than the rest, with a speed 
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of (1.001p.u) and came to a steady state of operation 7 seconds 
after perturbation. The HVDC also reduced the first swing 
oscillation from 1.001p.u to 0.9997 before coming to a steady 
state of operation at about 9 seconds after perturbation. Figure 
13 shows generator1 rotor angle, from the result HVAC rotor 
angle was -0.65rad and it to a steady state of operation at about 
15 seconds after perturbation. HVDC rotor angle was -0.35rad 
and it reaches a steady state of operation after about 10 seconds 
and VSC-HVDC rotor angle was -0.47rad it came to a steady 
state of operation 5seconds after perturbation. The result shows 
that the VSC-HVDC system improves the transient stability of 
the power system. The fast power run back capability of VSC-
HVDC is very useful in helping the system to overcome 
transient instability after a system fault [18] Also, the instant 
power reversibility of VSC makes it possible for it to change up 
to 2 times the power of its rated value. 
 
10. CONCLUSION 
 
Several interesting features of HVDC, VSC-HVDC and HVAC 
has been shown, VSC-HVDC is able to improve voltage 
stability and transient stability of its hybrid with HVAC system. 
Also in a weak ac link interaction it overcomes the problems of 
low short circuit ratio, which was not achievable using the 
HVDC system. The HVDC system hybrid with HVAC also 
improved the transient stability but was problematic with the 
voltage stability. The HVDC system was able to extend the 
maximum loading point of the network beyond the capability of 
the VSC-HVDC. Therefore, for bulk power transmission it is 
advisable to use the HVDC link. Further research is 
recommended to find a way of improving the power transfer 
capability of VSC-HVDC system, since bulk power transfer is 
one its greatest limitation at the moment. 
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1. INTRODUCTION 

 

The world‟s consumption of the already declining 

fossil fuels is increasing unabated. The demand is 

forecast to increase by 71% by 2030 [1]. Global 

warming effects, increased pollution levels, energy 

security and sustainability are the major challenges 

facing the energy sector globally. It is therefore 

imperative to have alternative solutions which are 

sustainable and are in line with the United Nations 

Intergovernmental Panel on Climate Change (IPCC) 

[2].  

 

Adopting renewable energies (REs), such as wind, 

solar, hydro and tidal waves can reduce dependency 

on fossil fuels especially when considering that over 

70% of oil deposits are found in OPEC countries, 

while developing countries are rich in REs [2]. This 

will lead to development of their economies by 

channelling finances meant to import fossil fuels to 

development projects.  

 

Most REs are inherently intermittent. To ensure a 

steady supply of power, Electrical Energy Storage 

(EES), like batteries, supercapacitors, pumped hydro-

storage, flywheels and recently hydrogen via fuel 

cells, allow load levelling and thus reduces the cost of 

the plant [3]. Hydrogen (H2) is considered to be the 

best energy storage media due to the following: its 

versatility for end use, it has higher conversion 

efficiency at zero-emissions, it is well suited for long 

term storage and it can be an excellent alternative to 

fossil fuels [3]. H2 can be combusted in a fuel cell 

(FC) at efficiencies of over 80% when combined heat 

and power generation (CHP) is employed and has 

zero-emissions and water as the only by-product [3]. 

Hydrogen can also be combusted to provide thermal 

energy for space heating, cooking and in internal 

combustion engines (ICEs).  

 

Hydrogen is derived, among other methods, from 

fossil fuels, electrolysis and thermolysis of water. The 

energy needed in the electrolysis process can be 

supplied by nuclear plants and RE sources. To reap 
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the benefits of using H2 as a 'clean' energy carrier; 

carbon dioxide (CO2) sequestration is employed if H2 

is derived from fossil fuels [1,3]. REs provide the 

best solution in the long term and therefore, this 

industry is expected to grow with the adoption of a 

„clean‟ hydrogen economy.  

 

The major challenges facing the hydrogen economy 

are: lack of transport, storage and distribution 

infrastructure, high capital cost, technological 

challenges in storage and electrodes, safe end-use of 

hydrogen and reliability of technologies for large 

scale implementation [1,3]. Distributed hydrogen 

generation near load points will reduce transportation 

and distribution infrastructure while mass production 

will lower the production cost. The hydrogen 

economy will be favoured by the increasing demand 

and cost of transport fossil fuels with declining 

supply. As the deficit increases, the hydrogen 

technology will become affordable with added 

benefits of being clean. Other fuels such as landfill 

gases, bio-fuels and bio-diesel will form part of the 

energy mix for the transport industry and distributed 

generation.     

 

2. SYSTEM DESCRIPTION 

 

A schematic diagram showing the various 

components of a small scale wind-hydrogen plant is 

shown in Fig. 1. The wind energy conversion system 

(WECS) converts wind power to AC electrical 

power. This is converted to DC power by the 

maximum power point tracker (MPPT) which 

consists of a rectifier and a DC/DC converter that 

ensures maximum power is extracted for a particular 

wind speed. This allows for variable operation of the 

WECS. The input voltage to the electrolyser should 

be held constant to ensure that the cells are held 

above the thermoneutral voltage. A battery bank can 

be used to hold the DC bus constant and power 

auxiliary devices. The dump load dissipates excess 

energy from the WECS. This energy can be used to 

heat the feed water. From the electrolyser, H2 is then 

stored as a compressed gas or liquid or as a hydride 

compound. It is then used to power thermal loads 

and/or electrical loads. In this set-up oxygen from the 
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electrolyser, water and heat from the FC are not 

recovered.  

MPPT Battery

Electrolyser

Dump load

Feed 

water
H2 storage

Electrical loads

FC

Thermal 

loads

DC bus

WECS

O2

Auxiliaries

H2

Fig. 1 A small scale wind-hydrogen SAPS system 

 

PEM/SPE electrolysers have a thin polymer 

membrane (Nafion®) sandwiched between the anode 

and the cathode. The membrane contains the 

electrolyte and allows the conduction of H
+
 ions from 

the anode to the cathode. It also separates hydrogen 

and oxygen. PEM electrolysers are small in size due 

to higher current densities (1-2A/cm
2
) when 

compared to alkaline electrolysers and have 

efficiencies in the range of 50-90%. Their start-

up/shut-down time and response time is short since 

there is no recirculation of the electrolyte and they 

have a reduced mass. PEM electrolysers can also 

operate at high pressures, reducing the need for 

auxiliary compression. These benefits over alkaline 

electrolysers make them to be well suited for stand-

alone systems [1,3]. References [1] to [4] give more 

information on hydrogen technology.  

 

3. THERMAL AND ELECTRICAL LOADS 

 

This section considers the flow of power or energy, 

from the load to H2 liberation (working backwards), 

which results to the power rating of an electrolyser. 

The scenarios to be analysed are: a H2-biogas system 

which can be implemented in rural areas by utilising 

existing biogas infrastructure, a H2-storage (and FC) 

combination for residential applications both in rural 

and suburban areas, and finally a H2-storage system 

fit for utility companies specializing in hydrogen 

production and bottling.  

 

All the cases will involve small-scale hydrogen 

production. The H2-biogas system will be analysed 

using cooking and lighting loads; where H2 is burnt, 

while the rest will consider electrical loads.  

 

3.1 H2-biogas system 

Biogas is a mixture of 50-60% methane, 30-40% 

carbon dioxide and other trace elements like 

hydrogen sulphide, oxygen, hydrogen and water 

vapour among other elements [1]. Biogas has a 

heating value of 4713kCal/m
3
 (= 20MJ/m

3
) [6,7] and 

H2 has a low heating value of 10MJ/m
3
 at 1 atm and 

15˚C [8]. The sizing and efficiency of a biogas 

system will not be considered in this paper. 

According to [6], the biogas requirement for cooking 

per day per person is 0.3m
3
 and 0.15m

3
/hr for 

lighting with an illumination equivalent of 60W [6]. 

A family of five is used as a representative of an 

average family in rural Africa [9]. If the family needs 

five hours of lighting (3½ hours in the evening and 

1½ hours in the morning) for two lamps; the total 

biogas demand for cooking and lighting is  

   lampshrshrmpersonsmm 25/15.053.03 333 

 per day with an energy content of 

 MCalMJ 1460  33 3/4713 mmkCal  .Using an 

efficiency value of 60% for the burners and lamps 

[6,7], results to a biogas requirement of 5.0m
3
/day 

with an approximate energy content of 24MCal = 100 

MJ biogas.  

 

Biogas can be blended with hydrogen to improve on 

combustion efficiency and emissions [10,11]. 

unfortunately for every 10% increase in hydrogen 

content there is a corresponding 10% increase in NOx 

emissions [10] which can be reduced by using 

catalytic burners [2].Values of 15-20% by volume are 

preferred according to [2,11]. Values above 30% 

have a reduced energy density coupled with potential 

pre-ignition of hydrogen [11]. 10-50% blending will 

be considered in this paper. Figure 2 is a comparison 

of two blending modes - by volume and by energy. 

Blending by energy gives a wide range of blending 

ratios compared to the other. 

 

If an already existing biogas plant has a capacity of 

5m
3
 (100 MJ), the maximum electrolyser rating can 

only be obtained if the blending ratio is 2 (from Fig. 

2). Thus the electrolyser is rated to produce 5m
3
 of 

H2 equivalent to 33 /08376.0542.0 mkgmkg   of 

H2 per day, where 0.08376 kg/m
3
 is the density of H2 

at 1atm [8]. From this ratio, the daily biogas 

requirement reduces to 2.5 m
3
. The rating is 

computed from the high heat value (HHV = 

49.25kWh/kgH2) assuming electrical energy is the 

sole source of energy and no heat is derived from the 

ambient as 

    56.024/25.4942.05.1 2  hrskgHkWhkgkW . 

An electrolyser efficiency of 56% is assumed [12]. If 

there is no biogas system, the electrolyser rating is 

3kW; in order to meet the load requirements. 

0 0.5 1 1.5 2
0

20

40

60

80

100

Volume H2/Biogas blending ratio

E
n
e
rg

y
 (

M
J
)

 

 
H2 (vol)

Biogas (vol)

H2 (energy)

Biogas (energy)

 Fig. 2: Energy requirements for H2/Biogas blending ratios 

by volume and by energy. 
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This system has a reduced capital cost by eliminating 

storage, FCs and their ancillaries. The use of biogas 

infrastructure for storage and distribution of the gas 

further reduces the costs. Blending improves energy 

content, combustion efficiency and prolonged usage 

of biogas. 

 

3.2 H2-FC Combination 

This set-up consists of an electrolyser and a FC that 

uses hydrogen immediately it is produced. Storage is 

eliminated and a buffer tank may be provided to 

ensure continuous flow of H2. The peak and base 

electrical load requirements for a single household 

are obtained from [13] as 0.42kW and 0.17kW 

respectively. This is taken as a representative of a 

typical rural load profile in Africa. For this 

combination, the electrolyser is rated from the peak 

power demand to allow the system to respond to 

transients since there is no storage. Using efficiency 

values of 56% for the electrolyser, 50% [14] for the 

FC and 90% [14] for the auxiliaries gives a rating of 

 90.050.056.042.066.17.1  kWkWkW . If 

other forms of EES are incorporated to meet the peak 

load, the rating is obtained as 0.67kW (~0.7kW) from 

the base load.  

 

This system reduces the storage costs and it has a 

higher efficiency than a system incorporating H2 

storage. It has a higher capacity rating if other forms 

of EES are not incorporated and it cannot respond to 

transients adequately due to fuel starvation. 

 

3.3 H2-Storage (and FC) combination 

This section considers a H2-storage-FC system and a 

H2-storage system. The daily energy demands 

corresponding to the base and peak loads are 

 hrskWkWhMJ 2417.008.47.14   and 36MJ = 

10kWh respectively. This translates to 

 23.3308.412.0 kgHkWhkWhkg  and 0.30kg of 

H2 by using the low heat value (LHV = 33.3 

kWh/kgH2), since there is no heat and water recovery 

in the FC. 

 

Compressing a unit mass of H2 requires 10-15MJ/kg 

(~ 12MJ/kg) and 50.4MJ/kg for liquefaction [15]. 

Hydrides can utilize the waste heat from FCs and 

ICEs to supply 15MJ/kg at 20 atm [15]. By using the 

daily energy demand, the storage efficiencies are 

computed as 90% for compression, 59% for 

liquefaction and 88% for metal hydrides utilising 

waste heat. These efficiencies are comparable to 

others found in literature. According to [14], the 

efficiency of compression is 90%, that of liquefaction 

is about 65%. If electrical energy from the FCs is 

used to charge the metal hydrides, the efficiency 

reduces to about 50% [16] and by utilising waste heat 

or an independent secondary thermal system, the 

efficiency approaches 90% [16].  

 

3.3.1 H2-storage-FC combination 

Efficiencies of storage, electrolyser, FC and 

ancillaries are used in computing the electrolyser 

rating. For compression, the electrolyser rating is  

 90.090.050.056.017.075.08.0  kWkWkW

and for liquefied hydrogen it is 1.1kW. Metal 

hydrides using electrical power from the FC gives a 

rating of 1.4kW, and by using waste heat or a 

secondary thermal system, the rating becomes 0.8kW. 

The above are computed using the base load demand. 

Ratings obtained by using the peak power demand 

are 1.9kW, 2.8kW, 3.3kW and 1.9kW respectively.  

 

 3.3.2 H2-storage combination 

In future, some of the utilities will provide bottled 

hydrogen for applications like FCs, cooking, space 

heating and filling of hydrogen vehicles and ICEs. 

This negates the need of FCs and their ancillaries in 

this set-up. The electrolyser ratings are obtained as 

3.7kW, 5.8 kW, 6.7kW, 3.4 kW and 3.8 kW when 

thermal loads (cooking and lighting) are considered. 

For electrical loads, the ratings are 0.4kW, 0.6kW, 

0.7kW and 0.4kW for base load demand and 

~1.0kW, 1.4kW, 1.7kW and ~1.0kW for peak power 

demand. These values correspond to systems 

incorporating compression, liquefaction and hydride 

(use of power from the FC and independent thermal 

system or use of waste heat) storages.   

 

H2-storage (and FC) systems can respond to 

transients due to the availability of fuel in storage. It 

is also practical especially for residential applications 

and adaptable to any locality unlike biogas systems 

that entirely depend on the availability of 

biodegradable materials. It is versatile, that is, it can 

meet electrical and thermal loads and fuel ICEs. The 

H2-storage system will find applications in refuelling 

fuel cell vehicles and other ICEs which are hydrogen 

based. Compression of hydrogen reduces space 

requirements significantly. This set-up however, has 

higher losses due to more ancillaries. A summary of 

all the scenarios is shown in Table 2. 

 

4. ELECTROLYSER DESIGN PARAMETERS 

 

The H2-compression storage-FC (electrical load) 

topology is selected from Table 2 whose rating is 

0.749kW ≈ 0.8kW. The hydrogen requirement per 

day is 

   22 /3.3324749.0/5398.0 kgHkWhhrskWdaykgH 

giving a hydrogen production rate of  

  hrsdaykgHhkg 24/5398.0/0225.0 2 . 

The relationship between the production rate per 

hour, the number of electrolyser cells ηc and the 

electrolyser stack current Iely is given as [17,18] 
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Table 2: A comparative summary of the electrolyser ratings for different scenarios 

Key: Ely. – Electrolyser; F.C. – Fuel Cell; Aux. – Auxiliary; Comp. – Compression, Liq. – Liquefied.      
*
Hydride storage powered by an electrical system (FC), a part of the primary system. 

 
+
Hydride storage powered by an independent system such as a solar water heater system.  

 
×
Hydride storage utilising waste heat from a FC or ICE.  
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 (1) 

where z is the number of electrons transferred per 

mole of H2O (z = 2e
-
) and F = 96485 C/mol or 

As/mol is Faraday's constant. The number of 

moles/sec is zFiAsmols elcc  /100.3~ 3 , 

where )()/()( 22 cmAcmAiAI elcely  with Aelc being 

the active area of electrodes. Aelc for a typical stand-

alone PEM electrolyser cell is about 100cm
2
 with a 

maximum current density i of 1.0A/cm
2
 at an 

operating cell voltage of about 2.0-2.2V [1]. 

Therefore, ic 7891.5 . At low current densities 

hydrogen generation is low; otherwise it is high at 

the expense of degrading membranes [1]. The 

operating current density is chosen in the mid-band 

of 0.4-0.8A/cm
2
. Setting it to 0.55A/cm

2 
gives 11 

electrolyser cells. The maximum stack voltage Uely is 

therefore, VcellsV 2.21124  . Substituting ηc = 

11 into eqn (1) gives a nominal stack current Iely of 

52A which is close to 55A computed from the 

current density and an active area of 100cm
2
. The 

resulting DC power rating of the electrolyser is in 

the range of 0.80-1.25kW corresponding to 1.5-2.2V 

cell voltage for a rated current of 52A. 1.5V is an 

approximation of the thermoneutral voltage Utn = 

1.48V - the minimum cell voltage above which 

current starts flowing. Below this voltage hydrogen 

is not produced [1]. 

 

Temperature response for a 14-cell stack with 

100cm
2
 active area without insulation was done by 

[1] in thermally self-sustaining mode. The 

temperature of the feed water was at 22˚C. The stack 

reached its operating temperature as the current 

density increased to 1.0A/cm
2
, with the water exiting 

at 85-86˚C. From the temperature and current 

density data adopted from [1], the variation of 

temperature as a function of current density was 

modelled using MS Excel as a polynomial of degree 

2 as 

1267.151333.83)( 2  iiCTely
          (2) 

An optimum current density of 0.8A/cm
2
 at an 

operating temperature of 80˚C [1] can be achieved 

by adjusting the current or the active area. For a 

rated current of 52A, the active area reduces to 

65cm
2 

or the current can be increased to 80A for an 

active area of 100cm
2
.  

 

The efficiency of hydrogen production is referenced 

to the lower heating value (LHV) of hydrogen as 

[17] 
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)/(   .

)/3.33(  

2

22

kgHkWhuseenergysp

kgHkWhHofLHV
eff        (3) 

Specific energy use, sp. energy use, is the ratio of 

the input power of the electrolyser over the actual 

content of hydrogen generated. It is given as [17] 

)/( 

)(
)/(use    

2

2
hkgH

kWIU
kgHkWhenergysp

elyely
    (4) 

Combining eqns (1), (3) and (4), the efficiency 

becomes 

)/3.33(
1000

5816.7 2kgHkWh
FUz

eff
cell

  (5) 

It is therefore dependent on the cell voltage Ucell and 

it is highest when the cell voltage approaches 1.48V. 

Faradic efficiency which is usually high (over 90%) 

[1] for non-degraded cells, is neglected in this 

analysis.  

 

Figure 3(a) shows the effect of cell voltage on the 

stack voltage and power for constant current and H2 

production rate. Figure 3(b) illustrates the effects of 

cell voltage on efficiency and specific energy use. 
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Fig. 3: Electrolyser parameters vs. cell voltage for ηc = 11 

cells at Iely = 52A at a H2 production rate of 22.5g/hr 

 

A buck-boost converter with continuous conduction 

mode (CCM) is selected for regulating the input 

voltage to the electrolyser. It can boost low voltages 

(for low wind speeds) and buck high voltages (for 

high wind speeds). The relationship between the 

output voltage of the converter Vo which is the input 

voltage Uely of the electrolyser, the phase voltage Vac 

of the generator, number of cells ηc and the cell 

voltage Ucell is given as   
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The electrolyser current Iely is also expressed in eqn 

(6) as a function of the phase Is(rms) (or line current) 

for a wye connected generator. The equations are 

derived by manipulating buck-boost and rectifier 

equations found in [19]. Vac changes depending on 

the wind speed; hence to hold Vo constant, the duty 

ratio D can be varied to correspond to the available 

wind speed. At lower duty ratios, there is poor 

switch utilisation hence Dmin is set to 0.30. Parasitic 

effects reduce Dmax to less than unity [19]; hence it is 

set to 0.75. The phase voltage range is obtained as 3-

24V giving a converter input range of 8-56V. The 

inductor and output capacitor of the converter are 

computed as 13.5μH and 7.4mF for a load current of 

52A at VcellsV 2.21124  .  

 

The H2 production rate (H2g/hr) from eqn (1), the 

converter output voltage (Vo) and the output voltage 

of a PEM electrolyser analytic model (Uely-model) 

derived from [20,21,22] were simulated using 

Simulink® and the results are shown in Fig. 4. A 

current density of 0.8A/cm
2
 (rated current of 52A 

and an active area of 65cm
2
) and eqn (2) are used to 

predict the temperature giving the plots in Fig. 5. 

For these simulations, the duty cycle was set to 37% 

at a converter input voltage of 56V. 
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Fig. 4: Model voltage Uely-model, converter ouput voltage Vo 

and production rate (H2g/hr) vs. time 
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CONCLUSIONS 

  

A PEM electrolyser contains inherent advantages 

like fast start up/down times and fast response to 

transients makes it favourable for REs. The rating of 

an electrolyser was found to be dependent on the 

load and efficiencies of system components. A H2-

compression storage-FC system is selected whose 

rating falls within 0.8-1.25kW, therefore a 1kW 11-

stack PEM electrolyser can be selected to meet the 

electrical load requirements. Maximum operating 

efficiency solely depends on the minimum 

acceptable cell voltage. 

 

An optimum current density of 0.8A/cm
2
 can be 

obtained by either varying the active area or the 

electrolyser current. From the simulations in Figures 

4 and 5, the current density was able to maintain the 

operating temperature at 80˚C; ensuring self-

sustaining thermal mode of the electrolyser at a 

hydrogen production rate of 22.5g/hr.  The converter 

output voltage was found to be lower than the PEM 

electrolyser voltage. In the model, the overpotentials 

are dependent on a number of variables such as 

pressure, temperature, and current density which 

may have affected the results of the model.  

   

The generator and electrolyser currents and voltages 

are related using eqn (6). The nominal current of the 

generator will have to ensure electrolyser operating 

conditions like the current density, temperature and 

hydrogen production rate are achievable. Similarly 

the rated voltage of the generator will also have to 

ensure the electrolyser voltage is met while keeping 

the efficiency maximum. This can be achieved by 

limiting the electrolyser voltage using a converter 

and allowing the current to fluctuate according to the 

wind speed. 

 

A study should be done to optimise the selection of 

the generator and EES to ensure the effects of 

varying wind are mitigated. The use of wind profile 

data (which was not available during the writing of 

this paper) in the sizing of the system components 

should be considered.  

 

This paper serves as guide and in the event of sizing 

an actual system, it is important to get the power 

requirements and efficiencies of all the system 

components before making the final decision on the 

topology to select. 
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AN INVESTIGATION INTO THE RELATIONSHIP BETWEEN
BREAKDOWN PROBABILITY AND TIME-TO-BREAKDOWN FOR
VARIOUS GAP GEOMETRIES UNDER LIGHTNING IMPULSE
CONDITIONS

Hugh G.P. Hunt, Trevor D. ter Wolbeek, Nick J. West and Ian R. Jandrell

School of Electrical & Information Engineering, University of the Witwatersrand, Private Bag 3, 2050, Johannes-
burg, South Africa

Abstract. The process of electrical breakdown in an air gap is not always a predictable event and is dependent
on the strength of the electric field applied to the gap. When the event does occur, there is also a time delay from
when the electric field is applied to when breakdown occurs. A Marx generator is used to apply lightning impulses
to three electrode geometries (12 mm Rogowski profile, a 12 mm rod-rod geometry and a 125 mm Rogowski
profile) in order to investigate the relationship between breakdown probability and the time-to-breakdown. It was
seen that the uniformity of the electric field within the geometry had the greatest affect on the predictability of
the time-to-breakdown. This has direct application in the design of gap geometries since a uniform geometry will
allow for much more predictable times.

Key Words. Breakdown Probability, Rogowski profile, Time-to-Breakdown, Uniform Electric Field

1. INTRODUCTION

The subject of this paper is based on phenomena
observed during the investigation of laser-induced
breakdown in spark gaps. During the experiments, it
was observed that the interaction between the laser-
induced plasma and the resulting arc was heavily
dependent on the electric field strength as well as
the time delay until breakdown [1].

In these experiments, the breakdown event was guar-
anteed since the gap was triggered by the laser beam.
However, in the case of overvoltages or impulses,
breakdown may or may not occur. This is due to
the many factors that may affect the process of
breakdown and is most easily dealt with by attributing
a probability to the breakdown event [2]. The prob-
ability of breakdown increases as the electric field
strength within the gap is increased [3].

It has also been shown that there exists a relationship
between the electric field strength and the time-lag to
breakdown [4, 5]. As the electric field strength be-
comes greater, the time-to-breakdown decreases [6].
Since the behaviour of both these parameters affects
the interaction between the plasma and the arc, it is
of interest to establish their relationship.

Using the relationship between the electric field
strength for both breakdown probability and the time-
to-breakdown, experiments were designed to investi-
gate the relationship between breakdown probability
and time-to-breakdown under impulse conditions.

In this paper, these experiments and the consequent
results are investigated and discussed. Differing spark
gap geometries are used in order to see how the
nature of the electric field affects the relationship.
The experimental setup is provided and the results
are presented as time-to-breakdown distributions for
increasing levels of breakdown probabilities together
with an explanation for the behaviour of the distribu-
tions.

2. BACKGROUND
2.1 Process of Breakdown

Electrical breakdown in a gas is essentially the flow
of current (electrons) through the gas [7]. A gas
such as air, however, is an excellent insulator at
standard temperature and pressure. When a strong
enough electric field is applied to an air gap, it can
influence any electrons present in the gap. These
electrons then collide with the air molecules and
cause them to release electrons. This process is known
as ionisation and will eventually lead to electrical
breakdown across the gap [2, 8].

The appearance of an electron in the gap is statistical
in nature due to the many conditions and factors that
affect it [3, 9]. There is, therefore, a probability asso-
ciated with the process of breakdown. As the strength
of the electric field is increased, the likelihood that
the breakdown process will occur increases [2, 3].

Also associated with the breakdown process is a time
delay or the time-to-breakdown as given by [3, 5]:

TTotal = TS + TF (1)

The statistical time, TS , is the time it takes for an
electron to present itself in the gap and is dependent
on the amount of pre-ionisation [3, 6]. The formative
time lag, TF , is the time taken for breakdown to occur
and is determined by the mechanism of breakdown
in the gap. This is in turn, dependent on the gap
geometry [3, 7, 10].

2.2 Lightning Impulse

Figure 1 shows the 1.2/50 µs lightning impulse as
defined in the IEC60060-1 standard [11].

This voltage waveform is used for many testing ap-
plications and is well understood [2]. For this reason
it is chosen for this experiment.
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Fig. 1. 1.2/50 µs lightning impulse waveform as defined in the
IEC60060-1 standard.

The waveform is applied across the spark gap - if
the gap withstands, the full waveform as shown the
figure can be viewed. However, if breakdown occurs,
the waveform shown in figure 2 can be viewed.

This is because the breakdown process has begun and
the gap quickly approaches a short circuit.

The experiment is performed by applying the
1.2/50 µs lightning impulse to different gap geome-
tries. By viewing the waveform across the gap, it can
be determined whether or not breakdown occurred.
If so, the time from the application of the impulse to
when breakdown occurs can then be measured as the
time-to-breakdown.

Fig. 2. 1.2/50 µs lightning impulse waveform under breakdown
conditions.

2.3 Probability Distributions

Figure 3 shows a generalised probability density
function for a Gaussian distribution [2]. This shows
the probability that a value of the variable Z occurs
and is given by:

p(Z) =
1

σ
√

2π
e−

(Z−ZMean)2

2σ2 (2)

The mean value, ZMean of the distribution is the
average of all the possible values that may occur.
The standard deviation (or variance), σ, is a measure
of the greatest variation from the mean value. This

distribution is described as symmetrical since the
variance is equal on both sides of the mean.

Fig. 3. Generalized probability density function for a Gaussian
distribution

The mode of the distribution is the value with the
greatest probability of occurring. In this case, this
is the same as the mean since the distribution is
symmetrical. If the distribution was not symmetrical
about the mean, it would be said to be ’skewed’ in
the direction where the most values occurred. If these
values are much larger than most of the other values
in the distribution, they are referred to as extreme
values.

3. EXPERIMENTAL SETUP

3.1 Impulse Generation

A diagram of the experimental setup is shown in
figure 4.

Fig. 4. Circuit Diagram of the Single-Stage Marx Generator.

The circuit shown is a single-stage Marx generator
and was used for the generation of the lightning
impulses. It was used for testing of the 12 mm
electrode gaps. The generator was charged using a
50 kV Cockroft-Walton High Voltage DC (HVDC)
source (Spellman SA4). A diode, rated at 160 kV, was
used to provide protection for the source. Maximum
impulse peaks of 40 kV were achieved and this was
sufficient for the testing of the 12 mm gaps.

A Tektronixr P6015 probe was used to measure the
high voltage across the spark gap and was connected
to a Tektronixr TDS 320 oscilloscope in order to
view the waveform. The probe has a 1000:1 ratio and
a voltage rating of 40 kV.

For the larger gap geometry, a multi-stage Marx gen-
erator circuit used. Using five stages, voltage peaks of
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200 kV were achieved which was sufficient to break-
down the 125 mm gap [2]. To achieve a 1.2/50 µs
impulse, two resistors of 340 Ω and 15.8 kΩ as well
as a capacitor of 1.0 nF were required. For this multi-
stage generator, a resistor divider network with a ratio
of 150355:1 was connected to the scope to measure
the voltage.

3.2 Gap Geometries

Testing was performed on three different electrode
geometries:

• A 12 mm Rogowski profile
• A 12 mm rod-rod geometry
• A 125 mm gap using the Rogowski profile

electrodes

The Rogowski profile was used to provide a fairly
uniform electric field in the gap [12]. A diagram of
the electrodes is shown in figure 5. They are made
from aluminum with a tungsten carbide coating for
heat resistance. As shown in the figure, the electrodes
have a diameter of 104 mm and a height of 70 mm.
These same electrodes were tested with a gap of
125 mm. However, given the surface area of the elec-
trodes, the Rogowski profiling no longer simulates
a uniform electric field at this gap length and the
geometry can be considered a weakly non-uniform
field.

Fig. 5. Diagram of Rogowski profile electrodes [13].

Figure 6 shows a diagram of the rod-rod electrode
geometry. This geometry was used to examine the
effects that an non-uniform electric field has on
the time-to-breakdown. Each rod has a diameter of
3.24 mm and are set 12 mm apart so as to compare
with the 12 mm Rogowski geometry.

Fig. 6. Diagram of rod-rod electrode geometry [13].

4. EXPERIMENTAL RESULTS

Using the experimental set-up as described above,
the relationship of breakdown probability to time-to-
breakdown was investigated as follows:

• The impulse voltage peak was set.
• Multiple impulses were applied to the electrode

geometry consecutively. A period of one minute
was left between each shot so as to allow the
self-healing process of air take place [2].

• For each impulse that was applied, it was
recorded whether the electrode geometry with-
stood or broke down. If breakdown occurred, the
time-to-breakdown was recorded.

• The laboratory atmospheric conditions were then
recorded using a Davis Perception II weather
station.

By examining the relative frequency of breakdowns
that occurred out of the total sample, the probability
of breakdown given the applied electric field was
established. The time-to-breakdown readings were
plotted as a distribution for this probability of break-
down. The magnitude of the impulse voltage was
then increased and the same method was repeated in
order to view how the time-to-breakdown distribution
changed as probability of breakdown was increased.

4.1 Low Probability of Breakdown

Figure 7 shows the time-to-breakdown distributions
for the three electrode geometries at a low probability
of breakdown.

The time-to-breakdown distribution for the 12 mm
Rogowski profile is shown by the solid line. As can
be seen, the distribution obtained approaches a sym-
metrical distribution with a mean time-to-breakdown
of 2.76 µs. The rod-rod electrode geometry, however,
produced a very different distribution as shown by
the dotted line. As can be seen, the distribution
is skewed to the right with many extreme values
occurring. Consequently, the time-to-breakdown is far
less predictable than that of the Rogowski profile
geometry.

The distribution for the 125 mm Rogowski profile is
also shown, using the dotted-dashed line. This distri-
bution is also slightly skewed to the right with some
extreme time-to-breakdown values. The electric field
strength was then increased increasing the probability
of breakdown.

4.2 Mid Level Probability of Breakdown

Figure 8 shows the time-to-breakdown distributions
obtained for a mid level probability of breakdown.

The 12 mm Rogowski profile distribution still ap-
proaches a symmetrical distribution, however, as can
be seen, the standard deviation of the distribution
has decreased. The mean time-to-breakdown has also
become shorter, now 2.25 µs, and the probability of
it occurring has increased.

The rod-rod geometry’s distribution is still skewed to
the right but with far less extreme values occurring.
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Fig. 7. Time-to-Breakdown Distributions for the Electrode Ge-
ometries for a Low Probability of Breakdown

The peak value (or mode) has also shortened. Simi-
larly, the distribution for the 125 mm Rogowski pro-
file also has less extreme values and is approaching
that of the 12 mm Rogowski profile.

Fig. 8. Time-to-Breakdown Distributions for the Electrode Ge-
ometries for a Mid Level Probability of Breakdown

4.3 High Probability of Breakdown

Figure 9 shows the time-to-breakdown distributions
obtained for a high probability of breakdown.

As can be seen, the 12 mm Rogowski profile’s distri-
bution is still symmetrical. The standard deviation has
decreased again as well as the mean value which is
now 1.95 µs. Even fewer extreme values occur in the
rod-rod distribution. The same is seen for the 125 mm
Rogowski profile in which almost all of the extreme
values have fallen away and the distribution is almost
exactly the same as that of the 12 mm geometry.

4.4 Discussion and Analysis

Firstly, it was seen that the most common time-to-
breakdown value or the mode of the distribution be-
came less as the probability of breakdown increased.
This was particularly noticeable in the case of the

Fig. 9. Time-to-Breakdown Distributions for the Electrode Ge-
ometries for a High Probability of Breakdown

Rogowski profile. This observation confirms what
was expected given the literature [3, 4].

The other observation that became apparent is that
the time-to-breakdown was heavily dependent on
the uniformity of the electric field. For the uniform
field (Rogowski profile), the time-to-breakdown dis-
tribution approached a symmetrical distribution and
was, therefore, more predictable. The extremely non-
uniform field (rod-rod gap) had a skewed distribution
with many extreme values. This is likely due to the
nature of non-uniform fields. While there may be
occurrences of much higher intensity fields in the rod-
rod gap, they are limited to small particular locations.
If a seed electron enters the uniform gap, the field
will have the same effect on the electron at any point
leading to a similar breakdown process every time.
In the case of the non-uniform gap however, a seed
electron may enter at a point of low electric field
and no breakdown will occur. It may then move into
a high intensity field later and only then cause a
breakdown. As a result, the time taken for breakdown
in a non-uniform field is unpredictable [3].

Also notable is the comparison between the 125 mm
geometry and the 12 mm geometry. Firstly, the larger
gap had some extreme values which is most likely
due the slight non-uniformity in the electric field
as discussed in section 3.2. Of more interest is the
observation that, on average, the larger gap takes the
same amount of time for breakdown to occur as the
smaller gap.

4.5 Applications

These results have application in the design of any
gap geometry in which the time-to-breakdown is
of interest. For example, surge protection devices
(SPD’s) and more specifically, gap arresters. The
time it takes for the arrester’s gap to breakdown and
conduct current to ground is critical to the protection
the device can offer [14, 15]. Using uniform electrode
geometries for the arrester gaps may lead to more
predictable breakdown times.
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5. CONCLUSION

An experiment has been performed in order to inves-
tigate the relationship between breakdown probability
and the time-to-breakdown for various gap geometries
under lightning impulse conditions. It was seen that,
for the three electrode geometries (Rogowski profile,
rod-rod and a 125 mm gap) there was a decrease
in the average time-to-breakdown as the probability
of breakdown increased. However, it was seen that
the uniformity of the electric field in the gap had
the greatest effect on the time-to-breakdown. For a
uniform field, the time-to-breakdown data was seen
to approach a symmetrical distribution whereas the
distribution was skewed to the right for the non-
uniform electric field data. This observation becomes
relevant to design of gap geometries where time-to-
breakdown is of interest since a uniform electric field
will yield far more predictable times than a non-
uniform field. More specifically, this is of particular
interest in the design of gap arresters.
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A PRELIMINARY INVESTIGATION INTO 2D RECONSTRUCTION
OF BRANCHED LIGHTNING DISCHARGE CHANNELS IN A 3D
ENVIRONMENT

Y.C. Liu and K.J. Nixon

Dept. of Electrical and Information Engineering, University of the Witwatersrand, Johannesburg, South Africa

Abstract. The study of lightning models provides insight into understanding the behaviour of the natural
phenomenon. By producing 3D lightning models, a greater understanding of the spatial propagation of a lightning
channel can be obtained. A preliminary study was performed to determine whether branched lightning channels
could be modelled from one photograph in a 3D environment. Photographs of lightning strikes were obtained using
Axis 207 surveillance cameras. Cross-polarised optical filters were used to limit the captured light intensity of
the strike. The digital images captured from the cameras were processed manually using an image editor. Three
images were used to create a model; the orginal image, a white straight-line image and a mirrored image of the
original. These images were placed with 90◦ separation in the 3D environment. Fourteen branched models were
reconstructed. An average error of 1.68% was calculated for an image comparison between the filtered image and
a model image. This paper extends on work performed by Liu and Rapson in 2008.

Key Words. 3D reconstruction model, branched lightning channels, lightning photography, image processing.

1. INTRODUCTION

L IGHTNING models form the basis of research
into further investigating the physical behaviour

of the natural phenomenon [1]. By obtaining a three
dimensional (3D) representation of a lightning dis-
charge, the channel can be properly analysed in a
3D visualised space. A system was implemented to
capture two dimensional (2D) images of a discharge
channel and represent the lightning discharge as a
3D model. Liu and Rapson designed, developed and
implemented a preliminary system [2], which was
tested primarily using single-channelled high voltage
discharges in a controlled laboratory environment.
This paper extends their work, by testing the mod-
elling capabilities of branched lightning channels.
This paper provides an overview of the modelling
procedure; from photographing the lightning chan-
nels, to creating the models in a 3D environment.
Examples are provided for each stage using one
model dataset. Five models are presented to provide
a variation of results.

2. PROBLEM STATEMENT

The nature of lightning occurrences is studied to
broaden the understanding of the lightning mecha-
nism. This knowledge provides a beneficial contri-
bution to lightning protection systems and further
understanding the nature of this phenomenon. Light-
ning protection becomes evident with a cloud-to-
ground (CG) strike with the potential to cause damage
to electrically sensitive devices, power distribution
lines and even structural buildings [3]. The physical
distribution of lightning events is typically considered
using photography of the discharge channel from a
single perspective. This solution lacks the ability to
fully grasp the spatial propagation of the channel,
which highlights a need to develop a system that is
capable of reconstructing a discharge channel within
3D space. The reconstruction must ultimately be able
to determine the channel’s directional data and distin-
guish between split branches. By constructing a 3D

model of a discharge channel, a better understanding
of how the path of a large channel or lightning strike
develops its pattern.

3. BACKGROUND

The difficulties involved with the photography of
lightning, and a brief summary of the 3D modelling
solution developed by Liu and Rapson will be briefly
discussed.

3.1 Photography of Lightning:

The basis of modelling a lightning discharge requires
photographs of the channel. The difficulties involved
with capturing images of a lightning strike include:
the flash duration and the unpredictability of the oc-
currence. For research purposes, it is difficult to verify
whether the correct data of the channel is captured on
the photograph. There are several research solutions
to the photographing lightning channel attachments
to tall structures, such as studies performed on the
Fukui Chimney in Japan [4], CN Tower in Toronto,
Canada [5] [6] [7]. These papers investigate lightning
attachments to tall structures using digital images
from conventional video cameras, or high-speed cam-
eras. These studies provide valuable insight into the
photography of lightning discharges. No mention of
a 3D model is included in these papers, although
some produce images from multiple capture devices
to provide a sense of spatial distribution. Cummins
et al provide preliminary experimental results that
could ultimately lead to producing a time-resolved
3D model of CG lightning discharges [8].

3.2 Liu and Rapson’s Solution

The 3D reconstruction of general high voltage chan-
nels provides insight into their formation, and ulti-
mately its spatial propagation.
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Fig. 1: A basic representation of the reconstruction method (a) 3D
reconstruction algorithm (b) A 2D representation of the algorithm
using cylinders for modelling [2].

Liu and Rapson devised a method of recreating the
laboratory scenario in a software application, extend-
ing normals from the image to the central y-axis,
and creating a pixel-high cylinder where the normals
meet [2]. Figure 1 (a) and (b) illustrate a simplified
representation of the algorithm functionality. The
system produces a 3D model of a discharge chan-
nel samples from in a controlled environment. They
focused on reconstructing unbranched high voltage
channels in a laboratory environment. This modelling
algorithm provided a total error of 11% from 70 tests,
through the comparison of the filtered image to an
image of the model from the same perspective.

4. SYSTEM OVERVIEW

The system developed by Liu and Rapson [2] was
modified to account for a physical investigation,
which is the focus of this paper. The physical inves-
tigation considers a discharge environment in a real-
world scenario, which includes the capturing of image
test data from lightning strikes. The system described
in Figure 2 will attempt to render an accurate 2D
model of the channel in 3D space. The following lists
a summary of the system and contents of this paper.

1) The discharge environment is selected to pro-
vide image samples of the lightning strikes.

2) The method of acquiring photographs, and op-
timising the data is discussed.

3) The image processing required for reconstruct-
ing the model is demonstrated, including the
data filtering and description of the algorithm
used.

4) An example of the reconstructed model will be
presented with a discussion on the modelling
capabilities.

5) The testing framework and the sampled results
will be presented and discussed.

5. DISCHARGE ENVIRONMENT AND DATA
ACQUISITION

The test data was taken in the late thunderstorm
season in Johannesburg, South Africa. The reason
for obtaining test data in this location was due to its
high ground flash density. The capture of image data
includes the consideration of the devices used and
optical filters required. Figure 3 displays a set of test
images resulting from this stage. The images provide
a time-resolved lightning strike with multiple strokes.
This would provide a scope for future reconstruction
of time-resolved models.

(a) (b)

Fig. 3: Consecutive images with 10 ms time separation taken of
a cloud-to-cloud (CC) lightning strike.

The camera used for digital capture was the
Axis 207W wireless surveillance IP camera [9]. The
camera was set according to the settings as demon-
strated in Table 1. These were chosen as per the
implemented system in [2].

Table 1: Camera configuration for the physical investigation.

Parameter Value
Frame rate (fps) 15
Pre-Buffer (s) 2
Resolution (pixels) 640× 480
Colour Grayscale
Triggering method Motion detection

Captured images require the data of only the in-
tense light of the discharge channel. For the pur-
pose of the experiment, only wavelengths of the
visible light spectrum were desired for modelling the
discharge [10]. The insignificant data needed to be
filtered out. Optical filters were required to obtain the
usable data in the images. A combination of cross-
polarised filters and camera configurations provided
images that could be used for the reconstruction. The
images in Figure 4 demonstrated the different varia-
tions in the captured images using different layers of
optical filters. A disadvantage to using optical filters
is the possible loss of image detail brought about by
damaged lenses but this is neglected for the purpose
of this experiment.

Discharge 

Environment

Data 

Acquisitioning

Data

Conditioning

Reconstructed 

Model

- Live Lightning Events - Capture Devices

- Data Filtering: Optical

- Data Filtering: Digital

- Algorithm

- 3D Environment

Testing 

Framework

- Image Comparison

Fig. 2: Block diagram demonstrating the expected system overview and flow.
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(a) (b)

Fig. 4: Different images taken with and without filters. (a) No
filters (b) Cross-polarised filters.

Figure 4 (a) shows the image captured of a lightning
discharge channel without optical filters. It is ob-
served that the image is extremely overexposed. Two
linearly polarised lenses are placed perpendicularly
to construct a cross-polarised filter, which reduces
the intensity of light entering the lens. The image
captured from this filter is illustrated in Figure 4 (b).

6. DATA CONDITIONING

The images needed be to filtered further so the
channel information could be isolated. Due to the
greyscale ambiguities from the photographed images,
digital filtering was required. Once the images were
filtered to explicit black and white images, the rel-
evant data was extrapolated from the images and
conditioned to provide a reconstructed model.

6.1 Data Filtering: Digital

The application requires black and white images to
extract the relevant data points from the image. The
white pixels represent the channel information, and
the black pixels are ignored. The digital filtering pro-
vides a means to isolate the channel information. The
images were manually processed, and then filtered
again in the application. This may seem ambiguous,
but the purpose of manually filtering the images
ensured that the less pronounced branches in the
channel were portrayed in the model. The filtering in
the application just ensures that the inserted images
have usable data.

(a) (b)

Fig. 5: Manually processed images taken of lightning strike.

The images in Figure 5 depict the result of manually
filtering the photographs from Figure 3, using an im-
age editor. These images were overlayed and amalga-
mated to combine the discharge channel information,
as shown in Figure 6. Each of these images can be
used as individual test samples.

Fig. 6: Amalgamated lightning strike from individual images.

The images were inserted into the modelling frame-
work in the preparation of data conditioning. The
filtering process includes a tracking function, to de-
termine the relevant channel information from the
image, and crops it to a smaller size, to decrease the
processing time of the reconstruction.

6.2 Algorithm

The 3D algorithm was written in C++ programming
language, integrated with VTK — an open source,
cross-platform visualisation toolkit. The application
could reconstruct a model using two or three im-
ages; each configuration may have different options
for reconstruction. Using the VTK 3D environment,
the filtered images were arranged on a set of axes
in 3D space, mapping the experimental setup. The
algorithm was designed to process the setup in layers
over the y-axis. This method eliminated the third
dimension, reducing the algorithm to a 2D problem,
as demonstrated in Figure 1. Normals of the white
segments were projected to the centre of the setup,
where they were compared to the normals from other
perspectives. Each layer of the discharge was assumed
to have a cylindrical body. The centres of two images
determined the centre point of the cylinder, where the
average thickness of the images determined the radius
of the cylinder. The third image was used to verify
the existence of the cylinder.

y

xz

Fig. 7: Algorithm for one image reconstruction.

Since only one image perspective was taken per
lightning strike, it was expected that the model could
not have any 3D definition. Thus, a white straight-
line image was placed 90◦ from the original image, as
depicted in Figure 7. Due to algorithm limitations for
two images, the split branches in the channel were not
accounted for, and only the main channel at which the
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points intersected was modelled. This was resolved
by using three images place with a 90◦ separation.
The third image was created using the image editor
to provide a mirrored imaged of the original. This
was placed 180◦ from the original image to identify
the channel branching.

7. MODEL

Fourteen models were constructed using test data ob-
tained in the physical investigation. Figure 8 provides
an example of the models that were created. A visual
comparison of the model with the filtered image used
for the reconstruction is presented. The image of
the reconstructed model was taken from the same
perspective as the filtered image for the appropriate
comparison.

(a)

(b)

Fig. 8: Filtered image (a) compared to reconstructed model (b).

It can be observed that the algorithm is not perfect,
and does not flawlessly reconstruct the channel path,
even with the ambiguity of the mirrored image. The
reconstruction seems to break down when the channel
thickness thins in the path. This could be explained
by the fact that the original image and the mirrored
image do not get perfectly aligned to receive the
logical identifier as an indication that a cylinder
exists. This property is confirmed in some of the
other samples which produce continuation of thicker
channels and corresponding paths.

8. TESTING AND RESULTS

In order to quantitatively verify the model accuracy,
the images in Figure 8 were compared using a tester
application. An image difference in pixels was pro-
duced, identifying the pixel mismatch between the
two images. Equation 1 provides the error calculation
for the model verification, where ε is the pixel mis-
match determined by the tester application, h and w
account for the height and width of the tested image
in pixels.

% error =
ε

h× w
× 100 (1)

Table 2: Testing information for model

Parameter Value
Image difference ε 321.51
Height h (pixels) 500
Width w (pixels) 160
Percentage Error (%) 0.40

There could only be one value for h and w, since
the tester application requires identical image sizes.
The error calculation takes into account the total error
of the entire image, and not only of the significant
channel information. This may provide a misleading
result, since the calculation is a function of the image
size (which includes the redundant black pixels).
Equation 1 presents an error of 0.40% for the created
model in Figure 8 using the information in Table 2.
All fourteen samples were tested with the results
provided in Figure 9 with an average error of 1.68%.
It should be noted that Model 1 in Figure 9 is the
model demonstrated as the running example within
this paper. The error ranges from 0.16 to 8.47%,
which is a considerably large range and could be
accounted for by several different factors. There were
a few things that specifically accounted for the error:
the thickness of the channel did not match; there were
missing links in the channel path; and the image
of the model was slightly off-centred, providing a
mismatched image for comparison.
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Fig. 9: Results for error calculation of branched test models.

It was only possible to determine the error of the
filtered image to the image acquired from the model
from the same perspective. Other errors occuring in
the system that should be taken into account, but
could not be quantified include: lightning to optically
filtered images, optically filtered images to manually
filtered images, manually filtered images to applica-
tion filtered images.

9. ANALYSIS

The models of fourteen datasets were successfully
reconstructed. The models provided an average error
in comparison to the filtered images of 1.68%, even
though the error calculation has been identified as
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being misleading. Also, the cylinder radius for the
channel was determined by the thickness of the
straight-line image placed 90◦ relative to the lightning
image, which could account for the inaccuracies of
the model thickness. This work presents the first
recorded testing data of the algorithm using branched
channels acquired from a physical investigation. The
full system error could not be easily quantified.

The average error of the high voltage discharges from
[2] can be seen to differ by an order of magnitude
to the average error obtained in the physical investi-
gation of this paper. This could be accounted for by
several factors from the laboratory investigation: more
tested datasets and a combination of the different
algorithm configurations (differing when using 2 or
3 images), more images with possible inaccurate
angular placements in the environment setup.

10. FUTURE WORK

More models need to be reconstructed and tested
for the physical investigation in order to provide a
better perspective on the algorithm performance. This
will also provide better comparisons to the test data
obtained from the experimental investigation.

A detailed testing platform needs to be established,
taking into account only the significant information,
instead of testing the entire image. This includes
determining the reason for the offsetted image of the
model for error comparison, thus providing a better
means for comparison. Currently, a more comprehen-
sive testing framework is being developed. This test
would compare two images with a branched channel
which would determine the points of branching and
channel path termination. This would map out the
position of the points in question and compare the
number of significant points and accuracy of the
image of the reconstructed model.

Of course, this paper provides a proof of concept to
obtaining 3D models of lightning discharges. This
provides a platform for reconstructing the lightning
models using multiple-perspective images of a strike.
This would require a scaled version of the work
performed in [2].

11. CONCLUSION

This paper presented a preliminary investigation into
considering the plausibility of modelling a 2D light-
ning image in a 3D environment. It has been shown
that it is possible to capture lightning images us-
ing an Axis 207 surveillance camera with a cross-
polarised optical filter. The channel information was
extracted from the image using manual and applica-
tion filtering. Fourteen branched discharge channels
were successfully modelled using three images per
photograph. The algorithm configuration using three
images with a 90◦ -separation provided an error of
1.68% from fourteen test models. A comprehensive

testing method needs to be developed to obtain a more
accurate error calculation. Additional test data needs
to be obtained in order to provide more models for
comparison. And lastly, this proves that in theory, by
scaling the system in [2], a 3D model of a branched
lightning channel can be obtained.
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1. INTRODUCTION 

The stability of a microgrid, which is interconnection 
of several distributed energy resources, is its ability 
to return to normal or stable operation after having 
been subjected to some form of disturbance. 
Conversely, instability means a condition denoting 
loss of synchronism or falling out of step. Stability 
considerations have been recognized as an essential 
feature of microgrid planning. For proper working of 
microgrid, the stability problems are to be taken care, 
covering the steady state, dynamic and transient 
condition. The study of steady state stability mainly 
concerned with the calculation of maximum limit for 
the DER loading before losing synchronism, 
provided the loading is increased gradually [1].  In 
microgrid, dynamic instability is more probable than 
steady state instability. The dynamic instability may 
occur due to sudden fluctuation of load and the 
system oscillation may occur which has to die out 
completely within a short time. If the oscillation of 
the system output persists for a longtime, then the 
microgrid will be dynamically instable, which may 
be a serious threat to the interconnection of DERs. 
This paper shows a feasible method to study the 
dynamic stability of a microgrid. Initially, the 
individual DERs are presented with their first order 
transfer functions based on assumption on the 
linearity of the systems with reference from the study 
of Battery Energy Storage (BES) facility system 
[2][3].  

 

 

 

2. RESPONSE OF DISTRIBUTED ENERGY 
RESOURCES AGAINST FREQUENCY AND 

POWER FLUCTUATION 
 

The widespread use of various kinds of distributed 
power sources would impact the quality of the power 
supply within a microgrid power system, causing 
many control problems. This paper discusses the 
dynamic stability of microgrid operation and presents 
the control scheme of combining fuel cell, 
electrolyzer system and micro-turbine as a hybrid 
system to enumerate the microgrid system's ability to 
solve power quality issues resulting from frequency 
fluctuations due to sudden and random load 
fluctuation [4].  

With reference to [3], large Battery Energy Storage 
(BES) facility may provide significant dynamic 
operation benefits for electric utilities. One area in 
which a BES facility could be useful is the frequency 
regulation requirement. This feature is significantly 
important in island power systems. In [3], D. Kottick, 
M. Blau and D. Edelstein quantified the effects of a 
30 MW battery on frequency regulation in the Israeli 
isolated power system. The study was performed on a 
single area model representing the whole power 
system and containing a first order transfer function 
that represented the BES performance. In reference 
to [2] and [3], in this paper, each source is presented 
with their first order transfer functions. Next section 
focuses on the stability of each system against fast 
frequency fluctuation and sudden output power 
unbalance. Each system is observed with their output 
waveforms showing overshooting due to sudden 
power fluctuation and finally reaching steady state 
condition.  
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2.1 Fuel Cells 

With reference to [5], in order to introduce and apply 
small fuel cell cogeneration to a building, it is 
necessary to investigate the response characteristics 
of the power and heat power with load fluctuations. 
In particular, the power demand pattern of an 
individual house is a load that has usually gone up 
and down rapidly for a short time. If a system is 
controlled to follow such a load, the difference in the 
response and load increases. As a result, the power 
quality (voltage and frequency) of this power system 
may worsen. “Fluctuation in a short period, such as 
an inrush current” and “fluctuation in a long period to 
cause in change of demand” are included in the 
power load. “Change over a long period” means a 
step change in the power demand. With the change 
factor of the transient power demand, such as with an 
inrush current, there is a change over a long period in 
the demand. When “transient power demand” is 
defined as load fluctuation and “change over a long 
period” is defined as demand fluctuation, the power 
load changes of an individual house have large 
fluctuations of both. If the transient response of a 
single cell of a fuel cell is examined, it seems that 
stable response characteristics are acquired for the 
load fluctuation characteristics of the household 
appliance items used in common homes [5]. As 
referred in [2], the sudden real power fluctuation of a 
fuel cell generator can be represented by its transfer 
function ∆PFC = [KFC / (1+ TFC S)] ∆f  

where,  
∆PFC = Real time power fluctuation 
∆f = Frequency fluctuation due to sudden 
fluctuation of real power  
PFC = Output power of Fuel Cell  
KFC = Gain of Fuel Cell  
TFC = Time Constant of Fuel Cell 
 

 
Fig.1.1:  Output Power versus Frequency Control of Fuel Cell for 
Step Change in Output  

 
Fig. 1.2:  Output Power versus Frequency Control of Fuel Cell for 
Random Change in Output  
 
In the Fig. 1.1 and Fig. 1.2, the fuel cell is presented 
with the Proportional plus Integral control scheme 
where the sudden fluctuation of output power is 
simulated with a step and random change of output 
respectively. Due this step change in output power, 
the fluctuation of frequency is shown in Fig. 2. 

 
Fig.2:  Frequency Variation in Fuel Cell for Step Change in Load  
 
Sudden fluctuation of frequency due to that 
disturbance in output is shown with overshooting and 
damping and finally reaching steady state. The 
variation of output power and system response due to 
random & step variation of output power is shown in 
Fig. 3 and Fig. 4 respectively. 

 
Fig.3:  Output Power Variation in Fuel Cell for Random Change 
 in Load 

 
Fig.4:  Output Power Variation in Fuel Cell for Step Change 
in Load  
 

2.2 Electrolyser System and Microturbine 
 
As referred in [6], it is well known that the power 
output of microturbine can be controlled to 
compensate for load change and alleviate the system 
frequency fluctuations. Nevertheless, the 
microturbine may not adequately compensate rapid 
load change due to its slow dynamic response. 
Moreover, when the intermittent power generations 
from wind power and photovoltaic are integrated into 
the system, they may cause severe frequency 
fluctuation [6].  

In order to study the fast dynamic response, each 
system is studied separately to observe the absorption 
of the frequency and power fluctuations. Simulation 
results exhibit the robustness and stabilizing effects 
of electrolyzer and microturbine.  
The sudden real power fluctuation of an Electrolyser 
system can be presented as [2], 
∆PES = [KES / (1+ TES S)] ∆f ;  
where,  
∆PES = Real time power fluctuation 
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∆f = Frequency fluctuation due to sudden fluctuation 
of real power  
PES = Output power of Electrolyser system 
KES= Gain of Electrolyser system, 
TES = Time Constant of Electrolyser system 
 

 
Fig. 5.1: Scheme for Step Change in Output of Electrolyser 

 
Fig.5.2: Scheme for Random Change in Output of Electrolyser 

The proportional integral control schemes are shown 
in Fig.5.1 and Fig. 5.2. Disturbance is created at the 
output in two modes; one is sudden fluctuation which 
is simulated with sudden step change in output and 
the other is random power fluctuation simulated by 
random noise signal generated by Simulink tool box. 
The frequency fluctuation for step change in load and 
power variation due to random and step load 
fluctuation are shown in the following Fig. 6, Fig. 7 
and Fig. 8 respectively. 

 
Fig.6: Frequency Variation in Electrolyser System for Step  
Change in Load 

 
Fig.7: Output Power Variation in Electrolyser System for Random 
Change in Load 
 

 
Fig. 8: Output Power Variation in Electrolyser for Step Change  

in Load  
 
The above outputs show the satisfactory damping of 
the overshoot occurred due to disturbances applied as 
mentioned above. 

A Microturbine block which is normally intended for 
base load supply is shown in the Fig. 9. 
 

 
Fig.9: Output Power versus Frequency Control Scheme for 
Microturbine 
 
Considering the linear power versus frequency droop 
characteristic, the transfer function based formulation 
is shown below [2]. 
∆PMT = (-1 / KMT) ∆f; 
where, ∆PMT = Real time power fluctuation, 
∆f = Frequency fluctuation due to sudden fluctuation 
of real power, 
KMT = Droop property of Microturbine output 
Variation of output power in Microturbine due to 
step change and random fluctuation of load is shown 
in Fig. 10 and Fig. 11 respectively. The waveform 
obtained shows zero error after damping off the 
overshoot. 
 

 
Fig.10: Output Power Variation in Microturbine for Step Change 
in load 
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Fig.11:  Output Power Variation in Microturbine for Random  
Change in load 
 

3. TRANSFER FUNCTION BASED MODEL OF 
MICROGRID: STUDY OF FREQUENCY 
AND OUTPUT POWER FLUCTUATION 

 
In the previous sections, the Fuel Cell, Electrolyser 
system and Microturbine are studied separately and 
are simulated to observe the dynamic instability.  

In this section, the transfer functions of DERs are 
integrated as shown in the Fig. 12 forming microgrid. 
The integrated system is tested for dynamic 
instability with a step change in the output power. 
Proportional plus integral control strategy is used and 
the output power wave form obtained is shown in the 
Fig. 13 below. The result shows satisfactory 
performance of the microgrid model against dynamic 
instability. The model is studied for random load 
fluctuation and the response is observed as shown in 
Fig. 14. Step response output data are shown in Table 
1. 

 
Fig.12: Transfer Function based Model of Microgrid 

 

 
Fig.13: Output Power variation in Microgrid due to Step Change in 
Load 

 
Fig.14: Output Power Variation in Microgrid due to Random 
Change in Load 

 
Table-1 : Step Response obtained after Linear Analysis of 

Microgrid 

 FC ES MT MG 

Peak 
Amplitude 

0.887 0.95 -25 -3 

Overshoot (%) Infinity 
at t=0 

Infinity 
at 
t=1.09 

2.5*103 7.7*103 

Rise Time 
(Second) 

0 0 0.845 0.902 

Settling Time 
(Second) 

11.7 14.2 1.5 10.4 

Final Value 0 0 -0.962 -0.0385 
 FC = Fuel Cell, ES= Electrolyser, MT= Microturbine, 

MG=Microgrid 

 
4.     STABILITY ANALYSIS OF MICROGRID 

 
The microgrid shown in Fig. 12 are studied for 
stability analysis with Pole-Zero mapping [7] using 
Matlab-Simulink. The main objective of this section 
is to check if there is any root of the characteristic 
equation on the right half of s-plane. The step change 
in output power is considered as input and the output 
power variation is considered as output. The result is 
shown in Fig. 15. It shows that no pole is located on 
the right hand side of the imaginary axis of S-plane, 
supporting stability of the microgrid system. 

Polynomial Stability Test:  The microgrid shown in 
Fig. 12 above also studied for “Polynomial Stability 
Test” using Matlab Simulink tool box. This block is 
used to check the pole locations of the denominator 
polynomial, A(z), of a transfer function, H(z) as 
mentioned below. 
Mathematical Formulation:  
H(Z) = [B(Z)/A(Z)]  
={b1+b2Z

-1+….+bmZ-(m-1)}/{a 1+a2Z
-1+….+anZ

-(n-1)} 

 
 
Fig.15: Pole-Zero Mapping of Microgrid 
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The poles are the n-1 roots of the denominator 
polynomial, A(z). As is typical in DSP applications, 
the transfer function above is specified in descending 
powers of z-1 rather than z. “The Polynomial 
Stability Test Block” uses the Schur-Cohn algorithm 
to determine whether all roots of a polynomial are 
within the unit circle. If any poles are located outside 
the unit circle, the transfer function H(z) is unstable 
showing zero(0) at the output of the Simulink test 
block. For the system to be stable, the output of the 
block should display one (1). After simulation of the 
current system, the value 1 is obtained at the output 
of the “Polynomial Stability Test Block” indicating 
that the polynomial in the corresponding column of 
the input is stable. 

 
5.   CONCLUSION 

 
Renewable energies are environmentally focused but 
the output power fluctuation of renewable energies 
may cause excess variation of voltage or frequency 
of the grid. Increase in the amount of renewable 
energies would violate the quality of the grid [8]. To 
maintain the quality of the grid, the design of a 
microgrid should meet some specific criteria which 
can judge its performance. There are many factors 
responsible towards smooth integration of the DERs 
to form microgrid. Eventually, all the possible factors 
should be considered at the stage of research and 
development prior to the system put in actual 
operating mode for effective utilization of R&D cost.  

Among many prime factors, a microgrid must be 
studied for stability at design level. It is necessary to 
develop suitable tool or method to check the stability 
criteria of a proposed grid. In this paper, the authors 
have suggested few methods to study the dynamic 
stability of a proposed microgrid due to sudden 
fluctuation of load by representing each component 
of the microgrid in the form of their transfer function.  
It is realized from this work, that there are many 
features such as linearity or non linearity of the 
system, gain, time constants, etc. which decide the 
transfer function of a DER and the transfer function 
may vary as per the assumptions considered for those 
factors even for the same system. So the stability 
analysis has many dimensions to be dealt with in the 
future research work. Further research efforts will 
attempt to accumulate all the possible factors for 
integration of distributed energy resources and 
stability analysis of microgrid. Progress of this 
research will be reported in due course. 
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1. INTRODUCTION  

 
Partial discharges (PD) are ‘microsparks’ that occur 
in electrical insulation and are caused by enhanced 
electrical stress due to insulation defects [1]. The 
discharge process gradually causes physiochemical 
degradation of the insulation and in most cases 
progresses to total failure. PDs are therefore, in most 
cases, precursors of electrical insulation failure and 
can be considered as indicators of insulation 
condition integrity.    
 
There are various ways of detecting PD – the 
common being acoustic, phase resolved, time 
resolved and frequency domain methods. PD 
diagnosis in the frequency domain has been studied 
by various researchers and it is now generally agreed 
that, in some cases, there are aspects of the method 
that make it superior over other PD diagnosis 
techniques [2-6]. 
  
This paper presents preliminary results of an 
experimental investigation into how PD frequency 
spectra evolve over long time ageing period under 
continuous PD activity for different defects in 
polymer electrical insulation. The work intends to 
contribute to the fundamental understanding of PD 
phenomena as well as enhance effectiveness of PD 
diagnosis technologies. It searches for answers to the 
question: Can different types and ‘ages’ of solid 
insulation defects be uniquely recognised through 
characterisation of the corresponding PD frequency 
spectra? 
 
The rest of the paper is structured as follows:  
Section 2 gives an overview of the frequency domain 
PD detection techniques as this was the method used 
in this work. It is followed by the description of the 
experimental methodology. Results are then 
presented and discussed in sections 4 and 5 
respectively. The paper is concluded in section 6.  
 
2. AN OVERVIEW OF THE FREQUENCY 

DOMAIN PD DIAGNOSIS METHOD 
 

Frequency domain PD detection entails displaying 
discharge signals as spectra of frequency components 
and these can extend into the GHz range. 

2.1 The strengths of the frequency domain PD 
detection techniques 

 
Some of the features of PD diagnosis in the 
frequency domain that make it preferable under 
certain circumstances over other methods include: 
i. In the frequency domain it is possible to view the 

entire bandwidth of the PD together with any 
other interference. Suitable portions of the 
spectrum that are free from external interferences 
can be selected and the rest of the spectra 
discarded thereby improving detection sensitivity.  
It is for this reason that PDs are detected in the 
high or ultra high frequency portions of the PD 
frequency spectra in high voltage equipment such 
as GIS (gas insulated systems) and power 
transformers. These equipments impose minimum 
frequency dependent distortions in the high to 
ultra high frequency range [7]. The lower 
frequency portion of the spectrum can be 
discarded as it is usually polluted by harmonics 
from machines and drives and also 
communication signals. 
 
In power cables the significantly high frequency 
dependent attenuation characteristics of the cables 
prevents most high frequency interferences from 
propagating along the cable. When detecting PDs 
in a cable accessory with the sensor being close to 
the accessory, the rest of the power cable filters 
out any high frequency signal travelling towards 
the accessory. The accessory is therefore shielded 
from high frequency interferences. High detection 
sensitivities can therefore be achieved within the 
high and ultra high frequency range [8]. 
 

ii.  In some cases PD defect recognition is more 
effective in the frequency domain than other 
methods. PD frequency spectra can exhibit more 
PD type dependent distinctive features than the 
corresponding time domain signals [5,6]. An 
example of success in this regard is that reported 
by Thayoob and co-workers [3]. They used PD 
frequency domain signals to successfully 
recognise various soil conditions under which the 
power cables with PDs were operating in. 
  

iii.  PDs in a cable with water trees can be 
distinguished from that without water trees by 
using the frequency domain techniques as 
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reported by Ahmed and Srinivas in [4]. A PD 
pulse travelling through a cable portion with 
water trees encounters partial reflections and 
diffractions caused by the water trees. The 
phenomenon manifests as increased white noise 
background on the PD frequency spectrum.  
 

2.2 The use of a spectrum analyser in detecting PDs 
 
Generally there are two ways of detecting PDs in the 
frequency domain. They can be detected as time-
resolved pulses that can then be appropriately 
transformed into equivalent frequency spectra. 
Alternatevely PDs can be detected and displayed 
directly as frequency spectra using a spectrum 
analyser. The spectrum analyser enables viewing of 
the PD signal together with the accompanying 
interfering signals such that the instrument can be 
tuned to select portions of the signal that give the 
best S/N ratio. Furthermore, in the zero span mode, 
the spectrum analyser can display phase-resolved PD 
and this flexibility makes the instrument more 
attractive than others. For more detailed studies and 
discussions of spectrum analyser PD detection 
methodology in comparison with other conventional 
methods, the reader is referred to [2] and [4].  
 
In this work, a spectrum analyser was used as 
described in the next section.  
 
 
 
 
 
 

3. THE EXPERIMENTAL INVESTIGATION 
 

3.1 Experimental Setup 
 
The experiment to investigate time variation of 
broadband PD frequency spectra of different defects 
was set up as depicted schematically in Figure 1. The 
setup was an accelerated ageing test rig comprising 
of an array of test cells being subjected to long term 
exposure to PD activity. Each test cell had a defect 
artificially made to simulate the common defects that 
are found in high voltage solid polymer insulation 
like in power cables.  

In order to compare the PD activities from different 
defects in different test samples, all the test cells 
were dimensioned such that PDs would be initiated 
almost at the same voltage of about 7 kV; this 
voltage was chosen as it would give discharge 
conditions similar to those in MV power distribution 
cables. The cells were simultaneously subjected to 
continuous voltage stress at twice the PD inception 
level. Acceleration of the PD induced degradation 
was achieved through elevation of the supply voltage 
frequency to 400 Hz. At suitable intervals of 2 hours 
PD frequency spectra were recorded for each cell in 
complete isolation from the rest of the other test cells 
in order to avoid cross-interference. While 
accelerated ageing was done at elevated frequency of 
400 Hz, tests were conducted at 50 Hz power supply 
voltage giving electrical stress conditions that are 
similar to those of normal operational conditions of 
medium voltage power equipment. 
 
 

 

 

Figure. 1: PD frequency evolution experimental investigation 
setup. 
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The 1 MΩ water resistor connected in series with the 
test cells (as shown in Figure 1) prevented the flow 
of excessive short circuit currents in the event of 
complete failure. 
 
The PD signals were detected as power frequency 
spectra by a 3.5 GHz sweep-tuned spectrum analyser 
that was connected and controlled through a 
computer as shown in Figure 1. The spectrum 
analyser was set to maximum hold mode and with a 
resolution bandwidth of 1 MHz, traced the frequency 
spectra for a minute using sweep time of 62 ms.  
 
For each test cell the PD frequency spectra and the 
corresponding time and date of measurement were 
recorded and stored for further analysis. All tests 
were conducted in a Faraday cage type screened high 
voltage laboratory. Prior to commencement of the 
tests, the background noise spectrum was recorded 
while the supply voltage was on but held below the 
PD inception level. The atmospheric conditions in 
the test environment, though not deliberately 
controlled, were monitored such that the temperature 
and humidity were about 20 0C and 50% respectively 
and varied within about 1% throughout the duration 
of the tests. 

4. RESULTS  

 
All the PD defect types produced frequency spectra 
that had distinct features. Except for corona in air the 
frequency spectra of the other defects evolved in 
different ways depending on the defect type as a 
function of ageing time from initial inception to total 
failure. Each PD type had frequency spectra 
descriptors that clustered distinctly when plotted 
against the ageing time as shown in the second 
column of Table 1. 
 
Among possible features or descriptors that 
characterise a frequency spectrum, the frequency 
bandwidth, magnitude variance and average 
magnitude exhibited distinct trends for each defect 
type as a function of long time ageing. In this paper 
on the account of space and scope, only the 
bandwidth results are presented. 
 

The bandwidth of the spectrum, in this work, is 
defined as the highest frequency component whose 
magnitude is at least 5% above the background noise 
level. 

Table 1: The simulated defects, their corresponding bandwidth scatter plots and typical frequency spectra at various ageing phases. 

Defect type Scatter plots of the spectral bandwidth as a 
function of time of ageing 

Ageing 
phase 

Typical PD spectra 

 

0 50 100 150 200 250 300 350 400 450
0

100

200

300

400

500

600

700

800

900

1000

Time of ageing (hs)

F
re

q
u

en
cy

 b
an

d
w

id
th

 (
M

H
z)

Cluster 1

Cluster 2

 

 
Moderately 
aged 
 
 
 
 
 
Severely 
aged 

0 200 400 600 800 1000
-80

-70

-60

-50

-40

-30

Frequency (MHz)

M
ag

n
it

u
d

e 
(d

B
)

0 200 400 600 800 1000
-80

-70

-60

-50

-40

Frequency (MHz)

M
ag

n
it

u
d

e 
(d

B
)

0 200 400 600 800 1000
-75

-70

-65

-60

-55

-50

-45

Frequency (MHz)

M
ag

n
it

u
d

e 
(d

B
)

 
0 100 200 300 400 500 600 700

0

200

400

600

800

1000

Time of ageing (hs)

F
re

q
u

en
cy

 b
an

d
w

id
th

 (
M

H
z)

Cluster 1

Cluster 2

 

 
 
Moderately 
aged 
 
 
 
 
 
 
Severely 
aged 
 

0 200 400 600 800 1000
-80

-70

-60

-50

-40

-30

Frequency (MHz)

M
ag

n
it

u
d

e 
(d

B
)

0 200 400 600 800 1000
-80

-70

-60

-50

-40

-30

Frequency (MHz)

M
ag

n
it

u
d

e 
(d

B
)

 
0 50 100 150 200 250 300 350 400 450

0

100

200

300

400

500

600

700

800

900

1000

Time of ageing (hs)

F
re

q
u

en
cy

 B
an

d
w

id
th

 (
M

H
z)

Single cluster

 

 
 
 
Moderately  
and 
severely 
aged 
 
 

0 100 200 300 400 500 600 700 800 900 1000
-80

-70

-60

-50

-40

-30

-20

-10

Frequency (MHz)

M
ag

ni
tu

d
e 

(d
B

)

Proceedings of the 19th Southern African Universities Power Engineering Conference
SAUPEC 2010, University of the Witwatersrand, Johannesburg TOPIC G. HIGH VOLTAGE

Pg. 307 Paper G-4



4.1 Void defects 
4.1.1 Observations 

 
The time distribution of PD frequency spectra 
bandwidth exhibited two distinct clusters as shown in 
the cluster plots in Table 1. 
 
Void PD evolution Cluster 1 occupies the period of 
about 50 hours of PD activity from the moment of 
initial inception. This period of PD defect ageing is 
characterised by distinctly stochastic behaviour. The 
bandwidth varied randomly within a maximum limit 
of about 1 GHz and minimum of 200 MHz. 
 
Void PD evolution Cluster 2 is the period that 
followed 50 hours of continuous ageing (cluster 1). It 
was the longer of the two time-clusters with a time 
length of up to 500 hours up to the moment of total 
failure. In this period of the void defect life the 
following were noted: The PD frequency spectra 
bandwidth had relatively narrow variations with a 
maximum of about 350 MHz and a minimum of 215 
MHz. The average bandwidth was much smaller than 
that of cluster 1. Another interesting characteristic of 
cluster 2 PD activity is that there were incidences of 
complete evanescence of PD signals and in some 
cases for prolonged periods of up to tens of hours. 
 
4.1.2 Possible interpretations and theoretical 

model 
 

In terms of the space charge dynamics in an 
insulation gas filled cavity, the evolution of PD 
mechanisms could be explained using a model that is 
based on a concept that assumes that all discharges in 
small cavities are cathode emission sustained 
processes [9,10]. Figure 2 gives a sketch of a 
simplified space charge distribution pattern in cavity 
during a discharge event.  

 Figure 2: A sketch of simplified space charge distribution 
with a cathode emission condition in a gas filled insulation 
cavity during a discharge event initiation process. 

The avalanches that are initiated by a seed electron 
create a cloud of positive ions that drift towards the 
cathode. As the cloud gets nearer the cathode it 
enhances the electric field and emits photons. As the 
photons bombard the cathode, secondary electrons 
are released that in turn initiate secondary avalanches 

eventually resulting in gap discharge. The extent of 
the cathode effect is a function of the positive ion 
cloud that in turn depends on the gap overvoltage. In 
un-aged defect, due to scarce electrons, the 
overvoltage would relatively be large resulting in 
bigger and faster avalanches.  
 
Such discharges have been termed spark type, fast, 
streamer-like etc. Observed in the frequency domain, 
as in this work, the wide bandwidth would be 
attributed to the fast rise-time pulses. The random 
variations of the PD frequency bandwidth could be 
attributed to the cosmic dependent statistically 
random availability of discharge seed electrons. 
 
As the defect ages due to continuous PD activity the 
cavity wall modifications and liquid PD by-products 
store electrons and act as sources of free electrons. 
This causes discharges to initiate at smaller gap 
overvoltages. It results in PD pulses with slower-rise 
and fall-times, wider widths and smaller heights. 
Such PD types have been given names such as 
pseudo-glow, Townsend-like or slow discharges [9-
11]. The discharges have slower fall-time and wider 
width with the latter directly corresponding to the 
depth of the cavity [9,12]. In the frequency domain as 
observed in this work, the Townsend-like discharges 
manifested as spectra with smaller bandwidth and 
magnitude in cluster 1 of the Table 1 cluster plots. 
The readily available seed electrons could be 
responsible for the observed reduction in the extent 
to which the PD frequency bandwidth varied from 
one discharge to another. 
 

As the cavity wall becomes extensively ‘polluted’ 
many free electrons act as seed electrons and 
therefore several independent discharge avalanches 
initiate concurrently on many points on the cathode. 
In severely aged cavities, the cavity surfaces are 
littered with solid crystals having been formed from 
liquid PD byproducts. The crystals cause localised 
stress enhancement that become PD sources. Such 
PDs were termed pitting discharges by Morshuis [11] 
and eventually lead to treeing followed by total 
failure. Optically the discharges glow over the entire 
cavity and therefore are also known as glow, 
pulseless or swarming discharges [7,11]. In this work 
these PDs could not be detected because of the low 
frequency response limitations of the spectrum 
analyser and the largely capacitive (the guard 
electrode and coupling capacitor cable sample) 
sensors used to detect the PDs. Consequently no 
signal was detected and the spectrum analyser 
displayed only the background noise spectrum as 
shown in Table 1. 

4.2 Surface discharges 
4.2.1 Observations 

 
As with void discharges, the time distribution of 
surface discharges frequency spectra bandwidths 
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exhibited distinct clusters as shown in the second row 
of Table 1. 
Surface discharges evolution Cluster 1 occupied 
the first 100 hours of continuous accelerated ageing 
where the frequency spectra bandwidth varied over a 
wide range bounded by a maximum of about 500 
MHz and a minimum of about 200 MHz. 
 
Cluster 2 of the surface discharges occupied the 
time period after 100 hours of continuous ageing up 
to the moment of total failure. Discharges in this 
period were characterised by significantly reduced 
bandwidth (compared to that in cluster 1). Moreover 
the random variations of the bandwidth (from one 
measurement to another) were also greatly reduced 
and lay within maximum of 200 MHz and minimum 
of 40 MHz. Another interesting characteristic of 
cluster 2 surface discharges is that unlike in the case 
of void discharges, there were no instances of 
complete discharge evanescence.  
 

4.2.2 Possible interpretations 

The evolution of surface discharge spectral signals 
observed in this work is discussed using the theory of 
surface discharge mechanisms drawn from similar 
work done by other researchers such as [13,14]. 
 
In the initial stages of the PD activities, the 
availability of PD seed electrons is dependent on the 
ionisation of air from cosmic radiation. There is 
therefore relative scarcity of the seed electrons and 
this causes discharges to occur at relatively higher 
overvoltages. Furthermore the discharge initiation 
delay period varies randomly with a significant 
scatter. Cases of prolonged delay in discharge 
initiation would result in big bandwidth and 
magnitude. In this work this surface discharge 
phenomenon manifested as a cluster of randomly 
varying frequency spectra features with wide ranging 
scatter as shown in cluster 1 of surface discharge 
cluster plots in Table 1.  
 
As the defect ageing progressed, visible whitish 
material developed as a coating on the insulation 
surface as well as splutter on the adjacent metallic 
electrode surfaces. The corresponding PD signal at 
this stage had smaller and less varying bandwidths 
and average magnitudes. The amount of deposits 
increased with time of ageing and the corresponding 
signal bandwidth and average magnitudes decreased 
until the defects completely failed. On the surface 
discharge cluster plots, this period of evolution is 
indicated as cluster 2.  
 
On closer examination of the surface discharge areas 
on the polyethylene insulation sheets, visible signs 
(cracks and craters) of erosion appeared on the 
insulation surface that had been close to the edge of 
the metallic electrode as shown in the photo of  
Figure 3. 
  

It can be suggested that the coated metallic electrode 
surface together with the morphological changes of 
the adjacent insulation surface, reduced the ambient 
electric field. Consequently the corresponding PDs 
would be slower and smaller. In this work, 
measurements that were conducted in the frequency 
domain showed PDs with narrow bandwidth and 
small magnitudes. The microcavities seen as craters 
in the insulation could be sources of localised intense 
discharges that would eventually create electrical 
trees to completely bridge the insulation causing a 
short circuit. Figure 3 shows a portion of a sample 
that had failed due to surface discharges after about 
800 hours of ageing under PD activity.  
 

 
 
Figure 3: Portion of some of the surface discharge samples 
showing visible signs of cracks and microvoids after long 
term (800 hs) ageing under PD activity.  

4.3 Point to plane corona discharges in air  
 
As intuitively anticipated, corona discharges in air 
did not show any significant evolutional changes 
during the entire time of observation. This was 
because the discharge environment had no polymer 
dielectric boundaries that would undergo 
physiochemical changes and cause changes in the 
discharge mechanisms. The corona discharge 
frequency bandwidth however exhibited consistent 
narrow variations (as shown in the corona cluster 
plots in Table 2) that could be attributed to the 
natural random nature of electrical discharges and 
possible minor surface erosions of the metallic 
electrodes. 

5. DISCUSSION 

 
The manner in which the PD frequency spectra 
evolved with time from initial inception to total 
failure depended on the type of defect causing the 
PD. While corona PD, as expected, exhibited no time 
dependency characteristics, void and surface 
discharges changed as a function of ageing time.  
 
Based on these experimentally observed phenomena 
and subject to further tests, as an answer to the 
research question that motivated this work, a PD 
defect recognition criterion in solid polymer 
dielectrics could be tentatively suggested in general 
terms as follows; 
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When continuously monitoring PD frequency 
spectral signals under online conditions and taking 
regular periodical measurements: 
i. If an unknown defect gives spectral features (such 

as bandwidth and magnitude) that significantly 
change with time but with no incidences of 
complete extinction, then it is likely to be a 
surface discharge defect that is progressing to 
total failure. 

ii.  If an unknown defect gives a PD signal with 
spectral features (such as bandwidth and 
magnitude) that significantly change with time 
and have incidences of complete extinction, 
then it is most likely to be a cavity defect that is 
progressing towards total failure. 

iii.  If an unknown defect gives a PD signal with 
spectral features (such as bandwidth and 
magnitude) that are consistent and not 
significantly changing with time, then it is likely 
to be corona in air and may not be a major cause 
for concern. 

 

6. CONCLUSION 
 

This work has shown that the frequency content of 
partial discharge signal is a function of the type of 
insulation defect causing the discharge and is also 
strongly influenced by the age related 
physiochemical changes in the defect such as in void 
and surface discharge defects. Where there are no 
physiochemical mechanisms such as corona in air 
discharges, the frequency content of the PDs is 
generally consistent notwithstanding the natural 
normal statistically random variations. These 
phenomena could be used as a basis for developing a 
novel PD defect recognition criterion.  
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