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AN AUTOMATED SYSTEM APPROACH FOR CENTRE PIVOT 
FIELD IRRIGATION 
 
F Adlam*, R.J. Oberholster** and B. Swart***  
 
 *Department of Electrical Engineering, Nelson Mandela Metropolitan University, Port Elizabeth 
6031, South Africa E-mail: frank.adlam@nmmu.ac.za  
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6031, South Africa E-mail: s207003291@live.nmmu.ac.za  
***Department of Electrical Engineering, Nelson Mandela Metropolitan University, Port Elizabeth 
6031, South Africa E-mail: s207019268@live.nmmu.ac.za 
 
 
 
Abstract: This paper describes the design, development, installation and commissioning of a 
prototype automated centre pivot field irrigation system. Most South African farmers use basic centre 
pivot irrigation systems creating a market opportunity for fully automated systems. Weather 
prediction, soil type, soil moisture content and penetration depth of water in the soil are parameters 
taken into consideration to control irrigation optimally. It is computer controlled and wireless 
networked to provide angular mechanical in-line tower monitoring, real-time alarms, remote access 
and human machine interface. SCADA provides control, recipe selection, historical data logging, 
system animation and user interface. The initial project phase results are encouraging and the project 
is in its second phase. 
 
Keywords: centre pivot field irrigation, soil, control system, automation, HMI, networking. 
 
 
 

1. INTRODUCTION 
 

Irrigation is an important factor in commercial agriculture 
to ensure profitable crop yield. Investing in a suitable 
irrigation system contributes to sustainable crop 
profitability [1].  
 
Centre pivot field irrigation, as in figure 1, is a popular 
form of irrigation due to the efficiency of irrigating large 
areas. It consists of a single water pipe and electrical 
cable running underground to the centre of the field to be 
irrigated where it serves as a base for tower connections 
[2]. A tower consists of an arced pipe with sprinklers 
hanging from it, as well as electrical driven wheels used 
for pivot rotation.   
 

 
Figure 1: Centre pivot field irrigation 

 
The system is modular and scalable by adding or 
removing towers [2].  Soil types and moisture content are 
important factors in optimum irrigation [3]. 
 

2. EXISTING BASIC CENTRE PIVOT SYSTEMS 
 
Basic centre pivot systems are widely used in agriculture 
but do not use resources optimally in contributing to 
increased crop yields and profitability [4]. The following 
topics are problematic in basic centre pivot systems: 

 
x over or under irrigation  
x human error 
x electricity and water utilisation  
x hardware failures 
x labour management  
 
2.1 Over or under irrigation 
 
To design an effective irrigation control system, the 
system designers need to have a good understanding of 
over and under irrigation of soil. 
 
Over or under irrigation has a direct influence on crop 
growth.  Plants mainly absorb water through osmosis at 
root level.  Osmosis is the process where a water solution 
moves through a partially permeable membrane from a 
high concentrate to a low concentrate.  As the membrane 
is partially permeable, minerals can be selectively let 
though while water cannot be prevented from going 
through.   
 
When soil is severely over watered the salute 
concentration in the soil is much higher than inside the 
plant cells.  Water is now forced into the plant cell until 
the plant cell’s solute concentration is equal to the solute 
concentration in the soil or the plant cell ruptures in the 
plant.   
 
With slight over watering the force of water into the plant 
causes the membrane to fail in controlling the mineral 
absorption of the cell.  This often leads to slightly over 
watered plants revealing a nutrient deficiency.   
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Low levels of oxygen in the soil causes a delay before the 
plant resumes growth known as plant stress or crop stress.   
Over watering can also cause minerals to be flushed away 
from the roots when water drains through the soil. 
 
When under watering occurs the plant enters stress as it 
uses more energy taking in water than what it can 
produce.  This is known as the wilting point.  The plant 
cells loose so much water that the ectoplasm pulls the 
cell’s sides inward giving the wilted look.  Because the 
plant cells do not rupture from under watering the 
recovery time is much less than in over watering.  It is 
often good for root growth if the plant is slightly under 
watered for at least once a season.  The roots will grow 
toward water in the soil, and into areas where new 
minerals are located. 
 
2.2 Human error 
 
Farm workers require soil and crop knowledge to 
determine the estimated amount of water to be irrigated. 
Incorrect settings result in over or under irrigation. Other 
errors are the lack of water leak detections and routine 
mechanical maintenance inspections. 
 
2.3 Electrical power and water utilisation 
 
Existing irrigation systems motors are powered through 
electrical drives operating at very low speeds, consuming 
more power due to torque decreasing exponentially with 
motor speed.  Water resources are wasted with over 
watering in the form of runoff and excessive water 
drainage. Due to extended runtime water is lost due to 
evapotranspiration and extra electricity is consumed to 
move the tower over larger distances. 
 
2.4 Hardware failures 
 
Due to the lack of early warning systems and water leak 
detection hardware failures occur including:  
x punctured wheels 
x clogged or damaged sprinklers 
x defective water valve 
x soil shifting above the PVC pipeline  
x malfunctioning electrical contactors 

 
2.5 Labour management 
 
The labour act determines that for any additional hours 
worked, over and above their contractual weekly hours, 
farm workers should be remunerated overtime or be 
given time off. Growing very water sensitive crops 
needing additional irrigation and care will cost on 
average 1.5 times more in labour during weekends and 
public holidays.  
 
If substitute labourers lacking skills and experience are 
used, additional training has to be provided which  
increases operational risk and cost. It puts management 
resources under considerable strain [4]. 

 

2.6 Control system 
 
Manual systems with some advanced timing features 
mostly use controlling relay logic and are a proven 
technology [5].  It however, lacks full automation, 
intelligence and remote access.  A fully automated system 
will technically increase the complexity of the system, 
but also make the system simpler from an operator point 
of view once the relevant experience or training has been 
acquired [4]. 
 

3. SOIL FACTORS AND MOISTURE CONTENT 
FOR OPTIMUM IRRIGATION 

 
In designing an automated system for optimum irrigation, 
at least a basic understanding of soil factors to be 
considered and its moisture contents are required.  
 
Irrigation scheduling means to keep the soil moisture 
content within an allowable depletion level. The reasons 
to why irrigation scheduling would be applied are as 
follows [6]: 
 
x Prevent under & over watering 
x Prevent unnecessary crop stress  
x Creating the ideal air-water balance in the soil 
x Promoting root development 
x Improving fertilizer uptake 
x Save on energy costs 
x Manage soil water buffer effectively 
x Facilitate crop manipulation 
x Optimize salinity management to assist the farmer in 

selecting specific fertilizers or next type of crop 
depending on the estimated salt content of the soil. 
[6] 
 

Soil factors to consider for optimal irrigation: 
 
x Each soil texture and structure needs to be watered 

differently due to absorption rates to maintain correct 
air-water balance for optimal plant growth. Soil types 
can vary in just one field, thus it would be ideal to be 
able to apply water to suit the needs of each 
individual area [6]. 

x Temperature affects the water absorption of soil and 
can only be partially influenced by watering cycles, 
but on the average irrigation field it is unpredictable 
[6]. 

x Soils consisting of multiple layers of soil of various 
types (stratified) influence water movement through 
the soil therefore it is important to be able to control 
watering parameters to focus on a specific depth of 
interest [6]. 

x During hot days or dry weather conditions, roots 
make less contact with its soil resulting in the 
absorption of less water than normal and irrigation 
time must be increased [6]. 
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x Applied water can take up to 24 hours to reach 
various depths still being monitored for soil 
moisture, the soil moisture values cannot be used 
directly to control an automated system. Thus, 
additional calculations and processes must be 
implemented to apply water accurately to the field. 
These can be established by doing a soil analysis 
over time to determine the amount of water needed to 
raise soil moisture at a certain depth by a specific 
amount. The outcome can then be used to generate a 
specific formula which will determine the water 
requirements, so that after a 24 hour delay from 
application the moisture level at a certain depth 
should be at the desired limit [5].  

 
4. PROTOTYPE AUTOMATED CENTRE PIVOT 

FIELD IRRIGATION DESIGN  
 
An operational basic centre pivot irrigation system was 
selected as a prototype for automation.  Information about 
the current electrical and mechanical systems was 
gathered to determine which system changes should be 
made to facilitate automation.  
 
4.1 Wireless soil probe location in irrigation area 
 
Wireless communication is used as it makes probe 
placement easy in a field from 4 to 40 Hectares.  Current 
probe battery life is one season and solar powered probes 
are under development. 
 
The system was designed to facilitate up to eight wireless 
probes with the intention that the irrigation area is divided 
into eight equal sections. The minimum recommended 
number of probes to be used would be three. It should be 
distributed across the irrigation area, as accurately as 
possible to the control system, indicative of the different 
soil types or conditions in the field. 
 
4.2 Mechanical design 
 
A special angle control cam was designed to change the 
existing angle control system from a start stop system to a 
variable electrical drive system shown in figure 2. 
 

 
Figure 2: RnB Solutions Control Cam 

 
This was achieved by analysing the existing system to 
obtain the angular gain on the control cam. The angular 
gain is obtained by using a double lever system from the 

pivot pipeline to the rod which holds the control cam 
shown in figure 3. 
 

   
Figure 3: The shown Agrico control cam system was 
changed to facilitate pivot rotational control with 
electrical variable drives. 
 

4.3 Network design 
 
Figure 4 show the SCADA system situated in the farm 
house use an 802.11g wireless network link in bridge 
mode to connect the controller and HMI onto the LAN.  
The LAN is reachable via WAN using port forwarding on 
the router of the house.  A VPN server is used to give 
access to the WAN from the internet.   

 
Figure 4: Wireless Link Layout Diagram 

 

4.4 Control system design 
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The block diagram in figure 5 shows the overall 
functionality of the automation system.  

 
Figure 5: Control System Block Diagram 

 
The function of each sub-system is: 
 
x Main Controller: It functions as the core of the 

system, controlling all processes, calculations and 
data handling. The P3000 Programmable Automation 
Controller (PAC) is used due to the 50MB memory 
capacity that can be used for data as well as 
providing flexibility with multiple communication 
protocols. 

x Local User Interface: An HMI was selected allowing 
users advanced control and system animation.   

x Motor Control: It controls the movement of each 
tower of the pivot using variable speed drives. Motor 
speeds need to be accurately controlled keeping all 
the towers of the system in-line and irrigating at 
specific rates. Modbus gateways were added to the 
drives allowing Modbus TCP communications 
between the main controller and motor drives.  

x Intelligent soil probes: Used to monitor soil moisture 
levels and report to the main controller. A DFM soil 
probe package was selected as it incorporated 
multiple wireless probes that can measure at multiple 
levels in the soil. A RS-485 Modbus RTU facilitates 
stable and robust communication between controller 
and probes. 

x Weather Station Controller: The weather station 
controller logs and calculates weather data for 12 to 
24 hour weather predictions. The main controller 
uses the data to determine irrigation time periods. A 
wireless Davis weather station system was chosen 
for the application. It is a cost effective solution with 
advanced weather analysis capabilities. Historical 
data can be accessed over a RS-232 serial interface 
with the main controller. 

x Pressure Sensor: An analogue pressure transmitter 
was selected providing the main controller with 
flexible set point adjustability.  The pressure is used 
for safety and process interlocking. 

x Angle Sensor: It detects the actual position of the 
pivot tower array in the field. An absolute encoder 
provides accurate positioning using Gray coded 
digital inputs. The 1024ppr encoder sensitivity is less 
0.5 degrees of pivot rotation. 

x Remote Interface / Data Logger: The remote 
SCADA system needs to interface with the main 
controller for data logging, real-time alarms, HMI 
and historical data. 

 

4.5 SCADA and HMI design 
 
The SCADA system was designed in consultation with  
the farmers.  A help file was created to guide SCADA 
users.  All system options can be accessed via labelled 
buttons located on the left hand side of Human Machine 
Interface shown in figure 6.   
 

 
Figure 6: SCADA Graphical User Interface 

 
The screen list diagram in figure 7 gives a partial view of 
system functionality such as: 
 
x ‘Drives Overview’ where each drive can be selected 

for status or configuration. 
x ‘Pump Overview’ for water pump status. 
x ‘Soil Overview’ for soil temperature and moisture. 
x ‘Weather Overview’ for current weather details. 
x ‘General Graphs’ for rotational angle, irrigation rate, 

water pressure and more. 
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Figure 7: SCADA Screen List Diagram 

 
5. SYSTEM IMPLEMENTATION AND TESTING 

 
All sub systems have been integrated into the existing 
centre pivot. 
 
x The mechanical system modifications have been 

tested to comply to design specifications. 
x Each sub system was tested individually for 

functionality, fully integrated and commissioned. 
x Soil samples were taken from the field at the 

designated locations for the wireless probes. 
x The probes were placed in the designated locations 

and irrigated with pre-determined amount of water 
per time duration. 

x The logged data was carefully studied to determine 
timer values, system constants and recipe settings 
for each field soil type.  

x The SCADA system uses logged data for system 
functionality verification. 

 
During the initial testing phase the following difficulties 
were experienced:  
 
x Weather station RS-232 Driver: The 3rd party 

software driver documentation was still in draft 
format creating integration problems which were 
solved by “port sniffing” and communication data 
analysis.  

x Modbus gateway module random failures: Motor 
drive harmonics caused network failures.  

x Harmonic Interference – When the drives were 
operated at frequencies below 45 Hz harmonic 
interference was experienced on various devices. 
High pitch sound emitted from switch mode power 
supplies on the local farm grid was observed. 
Installation of line reactors on the power input side 
of the motor drives reduced harmonics by 60% 
solving the problem. 

 
6. INITIAL RESULTS 

 
The project is currently in its second testing phase and the 
initials results are encouraging. The farmer reported the 
following: 
 
x There is visual evidence of increased growth in crop 

density which appears to be greener and healthier. 
x The weed density has decreased which is good 

considering that the system has been operational 
from spring this year, a period when weed growth 
tend to increase in comparison to winter. 

x The overall running time of the pivot is less 
compared to the same period last year.  

x Although the system run time has decreased, it 
cannot be assumed that power consumption has been 
reduced as pivot motors run at variable speeds. 

x System run time has decreased therefore it can be 
concluded that water usage has been reduced. 
 

7. CONCLUSION 
 
The automated prototype centre pivot field irrigation 
system has been designed, installed and commissioned 
according to the specification and continual feedback of 
participating farmers,  resulting in decreased pivot run 
time and water utilisation. 
 
Real-time user feedback and automated pivot control 
have reduced operational, maintenance and labour costs. 
 
Initial results are based on the farmer’s comparison of 
historical data and visual observation.   
 

8. RECOMMENDATIONS 
 

During the second project phase data should be logged, 
analysed, interpreted and integrated into the system using 
scientific methodology.  Overall system reliability should 
be calculated taking sub-system reliability into account. 
 
Neural networks will provide a higher level of system 
decision making and should be considered. A modular 
approach to product commercialisation should be 
evaluated as it will provide three simple to advanced 
levels of automation to the market. 
 
Government structures for product development 
assistance and guidance can be consulted towards 
successful product commercialisation. 
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Abstract: This paper presents a methodology for determining the power consumption of home 
entertainment equipment as well as the effect that such devices have on harmonic distortion levels. 
Home entertainment equipment includes television sets, DVD players and home theatre. The 
methodology presented consists of two parts, performing measurements and generating results. The 
methodology presented includes steps for mathematically combining the measured voltage and 
current waveforms of individual devices. The goal is to determine total current and voltage 
waveforms for a combination of devices. The methodology also describes how to analyze the 
resultant synthesized waveforms so as to determine the power consumption at each harmonic. 
 
Keywords: harmonic distortion, home entertainment, power consumption, television 
 
 
 

1. INTRODUCTION 
 

Modern digital home entertainment equipment demand 
power of high quality from the grid. The number of home 
entertainment devices is increasing, yet our understanding 
of the effect that they have on power quality is 
incomplete.  
 
Bredekamp et al measured the power consumption of 
home entertainment equipment in 2004 [1]. The 
shortcoming with this study was that it did not include 
LCD, Plasma and LED based TV sets. Also, no study was 
conducted on combinations of home entertainment 
equipment to establish, compare, evaluate and analyse 
their real power consumption under standby and running 
operating conditions. In a typical household home 
entertainment device such as DVD players, amplifiers, 
decoders and TV sets will often be placed in a single 
storage unit or console which can be evaluated as a unit. 
 
Roth et al [2] studied the power consumption of a variety 
of consumer electronic devices including home 
entertainment equipment. This study did not include 
digital televisions (LCD, LED, Plasma). 
 
Besides their power consumption, one must also consider 
that home entertainment equipment are non-linear loads 
[3]. Some work [4] has been recorded to date that 
investigate the harmonic distortion generated by 
televisions. The bulk of power studies performed on 
television sets so far have focused on the standby mode 
power consumption with little or no attention to the 
power and harmonics during on-mode. [5][6][7][8][9] 
 
One area of concern is the prevalence of simulation 
studies as opposed to the analysis and comparison of 
actual measurements with calculated and/or modelled 
results.  

2. RESEARCH STATEMENT 
 

The main contribution of this research will be the 
development of a methodology for the measurement and 
evaluation of the harmonics produced by home 
entertainment devices as well as the power consumed by 
such devices at fundamental and harmonic frequencies. 
 
For the purpose of this research home entertainment 
devices will include televisions, DVD players and hi-
fi/surround sound equipment.  
 
The developed methodology will contain procedures for 
combining the harmonic and power measurements from 
separate devices mathematically as if the devices are 
connected to the same power outlet socket, like they 
would be in a console.  
 

3. THEORETICAL BACKGROUND 
 
3.1 Linear and Non-Linear loads: Most if not all 
domestic loads are non-linear. A non-linear load is an ac 
load where the current is not proportional to the voltage. 
Loads that fall into this category are loads such as Silicon 
Controlled Rectifier (SCR) controlled light dimmers, 
computers, laser printers, switch-mode power supplies, 
refrigerators and televisions .[3] 
 
Figure 1 shows a measured current waveform for a 
typical non-linear load, in this case a DVD player. The 
current waveform no longer has a sinusoidal shape and is, 
instead, severely distorted. . The current waveform in 
figure 1 is a complex waveform which according to 
Fourier can be represented as the sum of sine and cosine 
functions of different amplitude and frequency or 
harmonics [10]. Figure 2 shows a bar graph of these 
harmonics. Harmonics labelled 1, 5 and 7 indicate the 
odd harmonics and correspond to 50, 250 and 350 Hertz, 
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respectively while 3 and 9 correspond to triplen 
harmonics [10]. The load current harmonics in figure 2 
are typical for a non-linear load as they contain odd and 
triplen harmonics. The reason for this is that waveform of 
figure 1 is periodic. Even harmonics are usually only 
found with non-periodic waveforms. 
 

 
 

Figure 1: Measured current waveform of a typical non-
linear load 

 

 
 

Figure 2: Spectrum view of the waveform in figure 1 
showing the harmonic components 

 
3.2 Calculation of power in the presence of harmonics: 
To determine the power under non-sinusoidal conditions, 
it is necessary to first represent the current and voltage 
waveform in such a way that the separate harmonics can 
be viewed. Figure 1 represents a complex waveform that 
can be represented by: [11] 
 

                                 (1) 
 
Where: 
 
Ynm= amplitude of the harmonic numbered n 

ѱn  = phase angle of harmonic numbered n 

m = peak value of harmonic 

 

The process of harmonic analysis is then a case of finding 
the coefficients Y1m, Y2m …etc., and the phase angles Ψ1, 
Ψ2 … etc. Fourier analysis of the waveform in figure 1 
will allow us to determine the aforementioned 
coefficients and phase angles.  
 
Figure 3 demonstrate how a single circuit with non-
sinusoidal voltages and currents can be decomposed into 
three separate circuits each with sinusoidal voltages and 
currents. Figure 3 (B) will allow us to calculate the power 
due to the fundamental while figures 3 (C) and (D) will 

allow us to calculate the powers due the third and fifth 
harmonics [12]. 
 

 
 

Figure 3: Decomposition for a linear load being fed from 
a voltage source (background harmonics) 

 
Figure 3(A) shows a linear load being powered from a 
distorted voltage source, Vsource (background harmonics). 
The linear load produces a current, Icircuit. Performing a 
Fourier analysis on the waveforms of Vsource and Icircuit 
will allow us to express both waveforms in terms of their 
harmonic components using equation (1) [10]: 
 

 
 
Figure 4: Vsource and Icircuit expressed in terms of their 
harmonic components 
 
In figure 4 the combinations marked B, C and D 
correspond to the voltage and current components of 
harmonics 1, 3 and 5 in figure 3 (B), (C) and (D), 
respectively. In terms of phasor diagrams Vsource and Icircuit 
from figure 3 can also be expressed as: 
 
From figure 3, the power due to harmonic n can be 
expressed as: 
 

              
                                               (2) 

Vsource 

Icircuit 

V3 

I1 

V1 

V5 
I3 I5 
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Where: 
 
Pn = the power due to harmonic number n 

Vn = RMS value of the voltage at harmonic n 

In = RMS value of the current at harmonic n 

   
   = the phase difference between voltage harmonic n 

and current harmonic n 

 

 
 

Figure 5:  Phasor diagram for Vsource and Icircuit  

 
Depending on the values of ѱI1 and ѱV1 in equation (2) Pn 
can be negative. This means that PT in the presence of 
harmonics can be expressed as [12]: 
 

                
 
                   (3) (2.31) 

Where: 
 
P1, P3 and P5 = the power due to harmonics 1, 3 and 5 

respectively 

Ph = power due to harmonics 

PT = total power 

 
The RMS values of Vsource and Icircuit can be expressed as: 
[12] 
 

                                            (4) (2.32) 

 
and 
 

                                              (5) 

 

4. TELEVISION POWER MEASUREMENT  
 
4.1 Average Picture Level: When measuring the power 
consumption of a television set the APL (Average Picture 
Level) has to be taken into account. APL is an indication 
of the brightness of a scene being viewed on a television. 
The brighter the image being viewed, the higher the APL 
value and visa versa. The reason APL is important is that 

the power consumption of a television set varies with 
picture brightness. For a CRT set, the brighter the image 
being displayed, the more intense the electron beam of 
the CRT has to be with a corresponding increase in 
current drawn. The same is true for plasma sets except 
each pixel has its own electron source. The brighter the 
image being displayed the more electrons are needed per 
pixel with a corresponding increase in current drawn. 
LCD based TVs do not produce light. The image is 
formed by filtering the light (with coloured liquid crystal 
filters) produced by a back-light. The back-light is often a 
cold cathode fluorescent tube or LEDs. Back-light 
modulation (BLM) is a technique introduced with LCD 
TVs whereby the back-lights’ intensity is varied 
according to the brightness of the scene. 
 
This means that the power consumption of an LCD panel 
with no back-light modulation remains constant for all 
APLs while the power consumption of a plasma, CRT 
and LCD television with BLM will vary with APL [13]. 
 
APLs for all countries are very similar varying from 30% 
in Australia to 35% in Japan. Unfortunately, APLs below 
40% is the region where television energy consumption 
has its greatest variation. 
 
It is vital to consider APL as a factor when measuring 
television power consumption. 
 
4.2 International Electrotechnical Commission (IEC) 
62087: For the purposes of this research we are interested 
in the power consumption of a television set at a specific 
and static APL which requires the use of a static test 
pattern. The IEC 62087 standard uses a three bar black 
and white pattern for the measurement of On Mode 
power. This pattern has an APL of 50%. Televisions at 
this APL level will show a power consumption of 100%. 
 
To more realistically test the power consumption of 
television sets, the revised IEC test method includes 
natural moving image test clips that produce more 
realistic measurements of power consumption.  
 
4.3 JEITA: The other standard relevant to the 
measurements performed in this research is the Japan 
Electronics and Information Technology Industries 
Association (JEITA) standard that uses four patterns, 0% 
Black (black display), 100% White Raster (brightest 
display), three bar Black and White (50% APL) and 
colour bars (50% APL). The results of the measurements 
are then averaged. 
 
4.4 Conclusion: Jones and Harrison [13], argued that the 
IEC 62087 and JEITA standards for measuring power 
consumption in television sets are inadequate and 
unrealistic. It was shown that in addition to the power 
consumption of the pictures being displayed the test 
method should also consider the contribution to power 
consumption of the following factors: 

Vsource Icircuit 
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x Audio – How much amplification is provided for 
audio and what are the typical listening levels? 

x Digital Tuners – These tuners often stay active 
during standby in order to download updates to 
television firmware. 

x Standby Power – How much power does the set 
consume during standby mode? 

x Energy Saving Features and Settings – What 
energy saving features are available and are they 
enabled by default. 

 
5. MEASUREMENT METHODOLOGY FOR HOME 

ENTERTAINMENT EQUIPMENT 
PART A 

 
This section introduces the methodologies developed for 
the measurement, and results generation, of home 
entertainment equipment. This section also includes the 
harmonic study methods used to arrive at the data needed 
for analysis and conclusions. 
 
The methodology can be divided into two parts, A and B. 
During part A, measurements are performed, followed by 
part B where the results are generated.  
 
5.1 Part A: Perform Measurements: The first step in the 
methodology is to develop a measurement setup for 
conducting the required investigation. Figure 6 shows the 
general measurement setup used. The setup provides for 
the measurement of individual, as well as combinations, 
of devices. Voltage and current transducers are applied 
between the device(s) and the power socket outlet (LN) to 
measure current and voltage. 
 
A power quality analyzer is used together with a 
computer (PC or laptop) to record measurements. 
 
5.2 Step 2: Select Power Quality Analyzer and 
Transducers: The second step in the methodology is to 
select a power quality analyzer and appropriate 
transducers as the investigation involve the measurement 
of non-sinusoidal quantities. An instrument such as the 
Fluke 43 Power Quality Analyzer would be a suitable 
choice. It is, however, vital to choose a current clamp 
transducer capable of accurately measuring currents of 
less than 2A such as the Fluke 80i-110s.  
 
5.3 Current Clamp Arrangement: To accurately measure 
the very small currents in question it was necessary to 
construct and add a toroidal coil. Current from the load is 
passed through a 10 turn toroidal coil. The current probe 
is clamped around the coil during measurements to form 
a dedicated current clamp arrangement. By transformer 
action, this multiplies the current in the probe jaws by 10 
providing a more substantial current to the transducer as 
step down transformers step up current. 
 
5.4 Voltage Transducer Arrangement: For power 
measurements the Fluke 43B also requires a voltage 
transducer which is provided for the 220VRMS (50Hz) 

AC level. The voltage transducer takes the form of two 
crocodile clips clipped to a stripped portion of the power 
cable between the device to be measured and the wall 
socket outlet. See figure 6. 
 
5.5 Power Measurement Arrangement: To measure the 
power consumption of a device, a piece of 2-core cable is 
placed between the device to be measured and the power 
socket outlet as shown in figure 6. 
 

 
 

Figure 6:  General measurement setup 
 
Inserted into one of the conductors of the 2-core cable is a 
10-turn toroidal coil such that the load current passes 
through the coil. The jaws of the current probe are then 
clamped over the coil. During measurements the coil was 
fanned out to minimize inductance. Clipped onto a 
stripped portion of the 2-core cable is the voltage 
transducer. 
 
5.6 Step 3: Set up monitoring software on computer: 
FlukeView is the software that accompanies the Fluke 
43B. FlukeView provides a graphical user interface 
(GUI) that enables a user to view/store the meter screen 
captures (e.g. the parameters set for measurements, power 
consumption, THD etc), voltage and current waveforms 
and spectrums. The generated results are saved as files on 
the computer. 
 
5.7 Step 4: Select single device to measure: Select the 
home entertainment device to measure. 
 
5.8 Step 5: Is device a television?:  
For this next step, the device to be measured is identified. 
Section 4 describes APL and the IEC 62087 and JEITA 
as being essential considerations for television power 
measurement. Thus the methodology makes specific 
allowance for TVs and takes APL into account (Step 5, 
Figure 7).   
 
5.9 Dedicated APL methodology for the measurement of 
television sets: The importance of this methodology is 
that power consumption is measured whilst considering 
APL settings. This is a contribution not found in existing 
literature. To facilitate field measurements of home 
entertainment devices where it might not be possible to 
introduce customized test images, the methodology does 
not use any special testing video material. The dedicated 
APL methodology for television sets are: 
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Figure 7:  Detail of steps in part A, Perform Measurements 
 

x All power saving features was bypassed. This 
was done to determine the worst-case scenario 
power measurement.  

x All televisions were set to display a snow 
pattern. A snow pattern on a television set has a 
random distribution of peak white and black 
pixels. Lawrence Berkeley National Laboratory 
also used a “snow” pattern to perform television 
power measurements [14]. A snow pattern 
simply provides a standard “image” that will be 
the same on all sets measured. 

x Controls for brightness, contrast and colour 
saturation was adjusted to represent actual 
viewing APLs.  

x The sound on all televisions was muted during 
testing.  

x All measurements were captured to a computer 
running FlukeView 

 
5.10 Measure individual devices (audio/DVD/CD): 
Single devices are measured using the setup of figure 6. 
To ensure maximum power drawn, CD/DVD players 
were measured while actually playing back a disc. Also, 
the volume controls of home theatre amplifiers were 
adjusted to the middle of their range. 
5.11 Steps 7 and 8: Select and measure combinations of 
devices: Select a combination of devices as they may be 

grouped together in a home entertainment console. The 
television would be operated under APL setup and 
CD/DVD devices under disc playing operation. The 
volume controls of amplifiers are set to their mid-points. 
 

6. PART B, GENERATE RESULTS 
 
Once the measurement stage of the research methodology 
(Part A) has been completed, the next stage, Part B 
(Figure 8), is completed. Part B is the methodology to 
generate the results using the FlukeView and Microsoft 
Excel software. Figure 8 shows the methodology used to 
generate visualisation results for the measurements taken 
during the Part A (steps 1-8) investigation. 
 
6.1 Step 1: Display measured voltage and current 
waveforms in FlukeView: The measurement results for 
each device were first displayed in FlukeView as voltage 
and current waveforms. The discrete time samples that 
make up these waveforms, in FlukeView, are then 
exported to Microsoft Excel for further processing. 
 
6.2 Step 2: Export discrete time samples of waveforms to 
Microsoft Excel as a spreadsheet: Microsoft Excel was 
used to synthesise the total current waveforms from 
separate measurements and also to generate the current 
and voltage harmonic spectra through the use of the Fast 
Fourier Transform function. Finally, Excel was used to 

6 

6 
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calculate the power due to each harmonic as well as the 
total power using equations (2) and (3) respectively. 
 
Voltage and current waveforms captured to FlukeView in 
Part A, steps 5, 6 and 8, were exported to Excel for 
further processing by using the “Copy Data” option in 
FlukeView under the “EDIT” menu with the data values 
pasted into Notepad. The sampled current and voltage 
samples are then pasted into Excel with headings 
indicating which device it is associated with. Each device 
has a column for current samples and one for voltage 
samples. The current and voltage samples are aligned in 
time. The same procedure is used if the data represents 
voltage and current measurements for a combination of 
devices.  
 
6.3 Perform calculations in Microsoft Excel: At step 3 
the methodology splits into two paths depending on 
whether one will be analysing the data from devices 
measured as a combination/individually, or synthesizing 
voltage and current for a combination of devices using 
data from individual device measurements. The next 
section will demonstrate how Microsoft Excel was used 
to perform calculations specific to portions of the 
methodology. 
 
6.4 Step 6.b: Synthesize total current waveform from 
individual current measurements: One of the goals of this 
research was to combine results from home entertainment 
devices mathematically and determine the total current 
that would be drawn by the combination using individual 
device measurements. By applying equation 6, the total 
current waveform was synthesised by the addition of two 
or more sampled current values at the same sampling 
interval. The instantaneous total current is then given by: 
 

                                                  (6) 

 
Where: 

 

i(t)s = the total instantaneous synthesised current 

i(t)1= instantaneous current for device 1 

i(t)1+n= instantaneous current for device 1+n 

 

6.5 Steps 4.a and 7.b: Perform FFT on voltage and 
current waveforms: Once the total current waveform was 
synthesised in step 6b (section 6.4), the Fast Fourier 
Transform tool in Excel was applied to the total current 
waveform data to determine the frequency spectrum.  
 
Using this process, a list of the current harmonics 
magnitudes and their associated phase angles were 
produced. The same procedure was followed for the 
voltage waveform to determine the voltage spectrum. 
 
 

6.6 Step 8b Plot total current and voltage spectra: 
Plotting the data generated in section 6.5 against 
frequency will produce the current spectrum. Similarly 
the magnitudes of the voltage frequency components can 
be plotted against frequency to produce the voltage 
spectrum. 
 
6.7 Step 8a and 11b: Calculate power at each harmonic 
and the total power: Apply equation 2 to calculate the 
power due to each harmonic. Use the magnitudes and 
phase angles of the currents and voltages at each 
harmonic to determine the power due to each harmonic as 
well as the total power using equations 2 and 3. 
 

7. RESULTS 
 

Bredekamp et al [15] applied the presented methodology 
to conduct case studies grouping devices together, as they 
may be found in a console at home, to determine the 
effect that a combination of home entertainment devices 
has on harmonic distortion levels.  
 
Levels of current harmonics for case studies including an 
LCD or Plasma television as part of a group of devices 
was found to be below the maximum allowed by the EN 
61000-3-2 standard. The EN 61000-3-2 standard places 
limits on the levels of current harmonics produced by 
home entertainment devices. It was also found that the 
evaluated LCD and Plasma television sets complied with 
the maximum limits on current harmonics. 
 
The power consumption of individual home 
entertainment devices was also measured. The total 
power consumption of a combination of devices was also 
calculated from individual device measurements by using 
the specially developed methodology.  
 
It was found that the power consumption of LCD 
television sets was below the maximum imposed by the 
Energy Star standard which governs power consumption. 
Only in one case was the power consumption of an LCD 
set slightly above the maximum set by the standard. 
 
The power consumption of Plasma televisions were 
mostly above the maximum set by the Energy Star 
standard. It was found that LCD based television sets use 
less power that Plasma sets of equivalent screen size. It 
was also found that the typical range of power 
consumption for a home entertainment “unit” or console 
was 100 to 200W. 
 

8. CONCLUSION 
 
The research concludes that the current harmonics of new 
LCD and Plasma based televisions does not pose any 
concern for power quality. 
 
By applying the methodology and evaluating and 
comparing the results, Bredekamp et al also demonstrated 
the validity of the methodology. 
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Figure 8:  Detail of steps in part B, Generate Results 
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Abstract: This paper presents the derivation of the open loop transfer functions of a three-
terminal MTDC VSC system using inductive modelling methodology intended for stability 
studies and to design the controllers using vector current control scheme. In using the 
inductive technique, each transfer function was derived by characterising the step response 
caused by a step input applied to the MTDC VSC system running at steady state simulated 
in PSCAD/EMTDC. Each characterized step response plot along with the corresponding 
error from the measured step response is presented.  
 
Keywords: HVDC, multi-terminal, vector current control, transfer function. 
 
 
 

1. INTRODUCTION 
 
The innovation in the field of power electronic devices, 
dc cable systems and controls technology, resulted in the 
development of voltage source converter (VSC) based 
high voltage direct current (HVDC) transmission 
technology, which has given rise to a lot of interest and 
investigation by energy developing companies. The major 
motivation behind such interest and investigation in VSC 
HVDC transmission system is its ability to form an 
integration path for renewable resources available from 
remote locations, often offshore or near the sea. Hertem 
discussed this methodology of massive integration of 
renewable resources into Europe as the European super-
grid, and discusses its potential and obstacles [4].One of 
the major obstacles of the super-grid is balancing of 
power and hence stability of the VSC HVDC 
transmission system functioning as multi-terminal VSC 
HVDC meshed grid. This is due to the unpredictable 
generation output of the renewable sources of energy 
from different remote locations. The other issue is 
transmission of power from remote locations to load 
centres. Hence, this paper focuses on developing a 
mathematical model of a multi-terminal VSC HVDC 
system.  
 
The development of analytical mathematical models of 
many dynamic systems such as VSC based HVDC 
transmission systems has been appreciated in the field of 
electrical power systems engineering [7], [8]. It 
isessential that the analytical mathematical model 
predicts the dynamic behaviour of the non-linear 
system.In general, there are two methodologies that are 
used in obtaining an analytical mathematical model of a 
dynamic system. The often used method is the “deductive 
modelling”, which involves describing the dynamic 
system using differential equations and established 
principles in order to obtain a mathematical model. On 

the other hand, the least used method is “inductive 
modelling”, which involves using experimentation input-
output data from the original system to obtain the 
mathematical model in a form of transfer functions [5]. 
Basically, the inductive model can be described as the 
ratio of the system‟s step response to the step input to the 
system assuming one is working in frequency domain, 
which results in the transfer function. Research has 
revealed that multi-terminal direct current (MTDC) VSC 
systems involve complex interaction equations between 
the converters via the DC grid, the interaction of which 
normally leads to stability problems, and the higher order 
nature of the system makes it virtually impossible to 
develop accurate analytical models using deductive 
modelling [7] – [9].  
 

2. MTDC VSC SYSTEM 
 
The MTDC VSC system presented in this paper has three 
VSC terminals each connected to a stiff AC grid as 
shown in Figure 1. The MTDC VSC system contains the 
phase reactor, dc capacitors, HVDC cable. Normally the 
transformer and the passive filter are included, but in this 
paper are omitted for simplicity of the analysis. 
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Figure 1: Three-terminal VSC HVDC transmission 
system 

2.1 VSC principle of operation 
 
The operation of the VSC HVDC system can be thought 
of as a variable voltage source connected to an AC 
network via a three-phase reactor.This implies that the 
amplitude, phase angle and the frequency can be 
controlled independently of each other. The phase voltage 
of the converter is given by the following equation; 
 

hamornicswtMUV DCC �� )sin(
2
1 -                (2.1.) 

 
Where w  is the fundamental frequency, DCU is the dc 

voltage across the dc link, t is time, -  is the phase shift 
of the output voltage depending on the position of the 
modulation wave, and M  is the index ratiowhich is the 
modulating (sinusoidal) wave signal to the carrier wave 
signal.According to [1], in order to control reactive and 
active power, magnitude and phase shift of the 
modulating (sinusoidal) wave signal can be controlled 
independently to give any combination of the voltage 
magnitude and phase shift of the converter voltagein 
relation to the ac system (grid) voltage. The active power
P  is given by the equation (2), and the reactive power Q  
is given by the equation (3) below, where 

LX  is the 
reactance of the phase reactor. 
 

L
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From equation (2), when the shift angle 0�- the 
converter voltage CV  is phase advanced in relation to the 

ac system voltage SV , resulting in a voltage drop V'  
across the reactor. In this case, the VSC will deliver 
active power to the ac system while absorbing it from the 
dc link, operating as an inverter. On the other hand, when 
the shift angle 0!- the ac system voltage SV is phase 

advanced in relation tothe converter voltage CV , resulting 

in a voltage drop V'  across the reactor. In this case, the 
VSC will absorb the active power from the ac system and 
inject it to the dc link, operating as a rectifier. The 
reactive power on the other hand, according to equation 
(3) is dependent on the difference in voltage magnitude 
between the converter and the ac system. When

0)]cos([ !� -CS VV , VSC absorbs reactive power 

from the ac system and when 0)]cos([ �� -CS VV , the 
VSC sends the reactive power to the ac system, as shown 
in Figure 2. 
 

 
 

Figure 2: VSC HVDC mode of operation observed from 
VSC1 

Using a consistent rule for defining positive and negative 
directions for current and power flows makes 
understanding the overall system operation easier [3]. In 
this study, AC current and AC power will have positive 
value if each is going away from the VSC-HVDC at the 
point of common coupling to the dc link. 
 
2.2 Vector current control 
 
The three-terminal VSC HVDC system to be modelled in 
this paper has three terminals each having a different 
control configuration to maintain stability of the whole 
system.The three terminals are each connected to a stiff 
grid where the grid voltage is constant. Hence, only the 
active power or dc voltage and reactive power can be 
controlled at each station as shown in Figure 3.  
 

 
Figure 3:Three terminal HVDC grid 

In the case of dc voltage droop control, two or more 
terminals participate in dc voltage control, thereby 
sharing the duty of instantaneous power balancing among 
them [10]. This control scheme offers redundancy in the 
MTDC VSC system because if one terminal goes out of 
service, the remaining terminal will carry out the task of 
regulating the dc voltage to compensate for the 
unbalances in the MTDC system.  
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Figure 4: Vector current control Schematic diagram 

For each VSC terminal, as shown in Figure 4, a vector 
current (or inner current) is the chosen strategy. The 
three-phase voltages and currents are transformed to a d-q 
synchronous reference frame [1]-[3], where the d-axis is 
aligned to the voltage of phase A measured at the point of 
common couple(PCC). A PLL is used in determining the 
angle θ for the transformation. This implies that the q-
axis component of the measured voltage is zero [1]-
[3].The control scheme shown in Figure 4 assumes a 
balanced condition of the system, as the positive and 
negative sequences are not shown. However, in practice, 
the negative and positive sequence components are taken 
into account.The active power controller calculates the 
active reference current Id* given the measured power P 
at PCC and the reference power P*through a feedback 
loop. The active reference current Id*is then sent to the 
current controller. Similarly, if a dc voltage controller is 
used in the case of a dc slack bus control scheme, it also 
calculates the active reference current Id* given the 
measured dc voltage Udcat the dc link and the reference 
voltage Udc*through a feedback loop, and is sent to the 
current controller. On the other hand, the reactive power 
controller calculates the reactive reference current Iq* 
given the measured reactive power Q and the reference 
reactive power Q* through a feedback loop, and sends it 
to the current controller. The current controller then 
calculates the reference converter voltage, Vdz* and 
Vqz*, and through d-q to three-phase Park transformation 
the three-phase signal in p.u are obtained. The three-
phase reference voltages are used to generate firing 
signals for the converter using PWM. 
 

3. MTDC VSC SYSTEM MODELLING 
 
This section defines two different approaches or 
methodologies used to derive a mathematical analytical 
model, namely the deductive modelling, and the inductive 
modelling techniques. In general, there are two 
methodologies that are used in obtaining a mathematical 
analytical model of a dynamic system. The often used 
method is called the “deductive modelling” [5], which 
involves describing the dynamic system using differential 
equations and established principles in order to obtain a 
mathematical model. 
 
 

On the other hand, the least used method is the “inductive 
modelling”, which involves using analysis of input-output 
data from the original system operating at a steady state 
to obtain the mathematical model in a form of transfer 
functions [5].Basically, the inductive model can be 
described as the ratio of the system‟s step response to the 
step input to the system assuming one is working in 
frequency domain, which is simply a transfer function.  
 
In ref. [7]Jovcicet. al. presented the analytical model for a 
two terminal VSC HVDC transmission system. The 
converters used were 2-level VSCs with bipolar 
configuration using PWM firing signal generation for 
control of the converters. The model was simulated in 
MATLAB as a small signal dynamic model linearized 
around the steady state. The analytical model of the 
overall VSC transmission system consists of three models 
for each sub-system namely, the dc system model, AC 
rectifier model and an ac inverter model presented in state 
space form.  However, the control scheme chosen for the 
VSC was the magnitude-angle control method unlike the 
often used vector current control. The system process was 
described using differential equations, which implies that 
the methodology used to obtain the analytical VSC model 
was “deductive modelling”. Haileselassieet. al. 
investigated an MTDC VSC system that has 5 VSC 
terminals [9]. It is configured to use two VSC terminals 
as sending converter stations, and the other three 
converter stations are configured to be receiving 
converter stations. The aim of the investigation was to 
compare two control schemes: control scheme 1 using the 
vector current control approach that uses PI controllers 
and the control scheme 2 using PID controllers in order to 
compare the performances and analyses dynamics of the 
MTDC VSC system. The approach used to develop an 
analytical model was similar to the methodology 
presented in [7], [8].  
 
The discontinuous and non-linear nature of transfer 
functions through the converters also gives rise to 
difficulties to developing an analytical model.A literature 
review of the above papers [7]-[9] shows that the most 
used approach in developing a mathematical analytical 
model of MTDC VSC Systems is deductive modelling. In 
fact there was no literature encountered that used the 
inductive approach for this purpose. However, it is 
evident that MTDC VSC systems involve complex 
interaction equations between the converters via the DC 
grid, the interaction of which normally leads to stability 
problems, and the higher order nature of the system. 
Based on this premise, an inductive modelling approach 
is proposed in developing a mathematical analytical 
model in a form of plant transfer functions for a MTDC 
VSC system in this paper. 
 

4. INDUCTIVE MODELLING OF VSC HVDC 
 
In implementing the inductive modelling approach, the 
VSC HVDC system was linearized around the steady 
state operating point. Once the system was run to a steady 
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state at open loop in, the system was perturbed by 
applying a step input. The output step response was then 
measured. The plant transfer function was determined by 
obtaining the ratio of the Laplace transform of the step 
response to the Laplace transform of the step input. The 
open loop controlled three-terminal VSC HVDC system, 
shown Figure 6, was modelled in PSCAD/EMTDC. A 
step input was applied to the reference voltage Vdz or Vqz 
one at a time in each VSC terminal, while all other inputs 
at other terminals are fixed. Then step responses of the 
DC voltage, active power and the reactive power in each 
terminal were measured.  
 

 
Figure 6: VSC HVDC in open loop connection 

The MTDC VSC system has three terminals, hence six 
inputs. Each step input corresponds to 9 step response 
outputs. A step input to Vdz1 will not only affect VSC1 
terminal outputs, but also VSC2 and VSC3 outputs. This 
implies that a change in each VSC terminal will cause a 
disturbance to other VSC terminals via the dc link. 
Hence, the number of open loop transfer functions of grid 
connected three-terminal VSC system is 54. If a 
deductive model were to be used in deriving the transfer 
functions, this indeed would require complex interaction 
equations between the converters as evidently stated in 
[7]-[9]. However, in using the inductive model, the 
derivation of complex interaction equations can be 
avoided.  
 
5. PSCAD/MTDC SIMULATION RESULTS 

The three terminal VSC test system shown in Figure 
1wassimulatedin open loop control in PSCAD/MTDCto 
operate at steady state. To demonstrate the VSC is 
operating as expected, measurements at VSC2 terminal 
were recorded and displayed in Figure 7 and Figure 8.  
 

 
Figure 7: Three phase current at VSC2 

 
Figure 8: DC Voltage at VSC 2 

 
Table 1: Summarized results of measured DC voltage, 

active and reactive power at steady state operation 

A summary of the steady-state operating conditions are 
illustrated in Table 1.  
 
The process used to calculate the dc voltage, active 
power, and reactive power transfer functions where the 
inputs at VSC1 terminal are excited is as follows: 
1. Simulate the three-terminal VSC HVDC system such 

that it reaches steady-state.  
2. Fix the d-q axis reference voltage inputs in VSC 2 

(Vdz2, Vqz3), VSC3 (Vdz3, Vqz3), and Vqz1 in VSC1. 
3. Apply a step increase of a small signal 0.05 (small 

signal model) to the d-component of the reference 
voltage Vdz1 at VSC1, and measure the reactive power 
Q_A (at VSC1), Q_B (at VSC2), and Q_C (at VSC3) 
step response. Similarly measure the active power 
P_A (at VSC1), P_B (at VSC2), and P_C (at VSC3) 
step response. And finally, measure the dc voltage 
Udc1 (at VSC1), Udc2 (at VSC2), Udc3 (at VSC3). 

4. Fix the d-q axis reference voltage inputs in VSC2 
(Vdz2, Vqz3), VSC3 (Vdz3, Vqz3), and Vdz1 in VSC1. 

5. Apply a step increase of 0.05 to the q-component of 
the reference voltage Vqz1 at VSC1, and measure the 
reactive power Q_A (at VSC1), Q_B (at VSC2), and 
Q_C (at VSC3) step response. Similarly measure the 
active power P_A (at VSC1), P_B (at VSC2), and 
P_C (at VSC3) step response. And finally, measure 
the dc voltage Udc1 (at VSC1), Udc2 (at VSC2), Udc3 (at 
VSC3). 

6. Capture the input/outputs data obtained in steps 2-5 
i.e. the input and the step response of each output, and 
export it to MATLAB. 

7. In MATLAB, use the System Identification Tool Box 
to approximate or characterize each step response in 
time domain.  

8. Validate each characterized step response with the 
exact measured step response and Compute the error.   

Three Phase Current at VSC 2
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9. If the error is greater than +-2, then repeat step 5 and 
step 7. 

10. Use the System Identification Tool Box to calculate 
each transfer function of which there would be 18 
transfer functions for two input signals. 

 
 

Figure 9: Reference voltage input Vdz1 at VSC1 terminal 

 

 
 

Figure 10: Measured and characterized dc voltage (Udc1) 
response at VSC1 

Using the characterized DC voltage (Udc1 at VSC1) 
Figure 10, the transfer function estimated using SITB in 
MATLAB is: 
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The error between the measured and the characterized 
DC voltage step response is shown in Figure 11. 
 

 

Figure 11: Error between measured and the characterized 
step response 

Figure 11 clearly illustrates that the characterized DC 
voltage Udc1 step response adequately approximates the  
measured DC voltage Udc1 at VSC1 since the error is less 
than 0.2 kVdifference between the measured result and 
characterised response, which is approximately a 0.34% 
error. However, the error shows significant dynamics.  
The rest of the 53 transfer functions derived are included 
in the file “Additiona results tranfer functions” attached. 
 
6. SENSITIVITY TO INITIAL CONDITIONS 

The inductive modelling can be visualized by a block 
diagram shown in Figure 12. 
 

 
Figure12: Inductive Modeling Block diagram [8] 

According to ref. [6] and [11], the measured process 
output response ym(t), will consist of the uncorrupted 
process output and additional process noise and/or 
measurement noise n(t). The inductive model will 
therefore have a system response described as, 
 

U(s)
N(s)  + H(s)=(s)H

^
             (6.1.) 

 
Hence, it was then stated that inductive model technique 
may contain sensitivity to noise.Based on the premise that 
the output response is dependent on the initial conditions, 
this section investigates the sensitivity of the derived step 
response equations. The investigation presented in this 
paper is for VSC 2 terminal step response equations. 
 
The process used to investigate the sensitivity of the 
derived step responses at VSC 2 for the step input Vdz2, 
is as follows: 

1. Model the three-terminal VSC HVDC system at 
open loop, shown in figure 6, in 
PSCAD/EMTDC. 

2. Simulate the three-terminal VSC HVDC system 
such that it reaches steady-state of the set initial 
condition (IC), capture a snap-shot at this point. 

3. Fix the d-q axis reference voltage inputs in VSC 
2 (Vqz2), VSC 3 (Vdz3, Vqz3), and in VSC1 
(Vdz1, Vdz2). 

4. Apply a step increase of 0.05 to the d component 
of the reference voltage Vdz2 at VSC 1 at 1.5 
seconds, and measure the reactive power Q_B 
(at VSC2) step response. Similarly measure P_B 
(at VSC2) step response. And finally, measure 
the dc voltage Udc2 (at VSC2),  
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5. Capture the step response data obtained in step 4 
and export it to MATLAB. 

6. In MATLAB, plot the original characterized step 
response and plot the measured the step response 
from PSCAD with a different initial condition 
and plot the error between them.  

 
Figure 13:Sensitivity of Udc2 at VSC 2- step input Vdz2 
 
 

 
Figure 14:Sensitivity of Udc2 at VSC 2- step input Vdz2 
 
Fig. 13 clearly illustrates that the characterized dc voltage 
at VSC2 (Udc2) step response isnot too sensitive to initial 
conditions, since the profile of the measured step 
response is not altered except for the small deviation in 
magnitude where the error is less than 0.45.However, 
based on the increased error of 0.8 inFig. 14,illustrates 
that the sensitivity of the characterized Udc2 step 
response increases with the increase in the difference 
between the original initial conditions and varied initial 
conditions. Hence, the mathematical model derived is 
dependent on the initial conditions at steady state.  
 

7. CONCLUSION 
 
Presented in this paper is the inductive approach in 
developing a mathematical model for the MTDC VSC 
system. The open loop transfer functions were derived 
using the system identification toolbox in MATLAB. Due 
to the interaction between the converters via the dc link 
one input chance affects outputs at other terminals. It is 
essential that a mathematical model takes into account the 
interaction or coupling effect between the converters, 

thus motivating the necessity to derive all transfer 
functions. For each transfer function, the characterized 
step response used to obtain the transfer function, was 
compared to the actual measured system step response. 
The resulting error was found to be insignificant. In 
addition, the step responses used to derive the transfer 
functions provedto be more sensitive to initial conditions 
when the variation of the initial conditions became large. 
Hence the mathematical model derived is dependent on 
the initial conditions of the MTDC VSC system operating 
at steady state. 
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TABLET BASED WIRELESS MEASUREMENTS FOR POWER
APPLICATIONS
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⇤ School of Electrical & Information Engineering, University of the Witwatersrand, Private Bag 3,
2050, Johannesburg, South Africa

Abstract: There are a number of benefits to using wireless measurement equipment in power
engineering environments. Such a system would separate users from dangerous or complex
environments. A further improvement on such a system is the addition of a wireless tablet device
(Apple iPad) being used as the user interface to Measurement Device. This system is discussed in terms
of its application in a power engineering environment, and the design decisions are presented. The final
device is a wireless oscilloscope, that samples a live real time signal at 132.1 kS/s, with 8 bit resolution.
The measured signal is continuous, and the recorded data is capable of being saved and resent for later
analysis.

Key words: CC3000, Chain of Responsibility, iOS, MSP430, Oscilloscope, Round-Trip Time,
Wireless.

1. INTRODUCTION

A wireless measurement system offers many advantages
over traditional fixed line instruments, the most important
of which is the ability to separate the user from dangerous
environments. A further improvement would be the
addition of a wireless device that is capable of providing
the user interface (UI) to the measurement device. This
paper presents the design, testing and analysis of a
measurement device that connects wirelessly to a tablet
device. This device acts as a wireless oscilloscope used
on an educational three-phase test bench, however the
concepts and practical application of this measurement
device have a broader application in the power industry.

A wireless measurement device could be used inside
a machines laboratory, electrical substation or even an
entire manufacturing plant. It could be used at multiple
points along a transmission line, or even used to control
and monitor smart grid configurations. In addition to
this, using an tablet as a UI offers improved comfort
to managers and test personnel, and due to the wireless
capabilities, the user is safe from large moving equipment,
and high voltage environments. In summary this device
would offer safety, convenience and versatility.

A high level overview of the system components is
presented, as well as the major sub-systems. Each
subsystem highlights the important design decisions used
in terms of the intended power environment where the
device will be operated. The complete system test
methods and results are discussed, and important findings
are elaborated. The final results after optimisation are
presented and future work is highlighted.

2. BACKGROUND

The wireless measurement system has been designed for
use on an educational three-phase test bench, situated in

a machines laboratory. This bench outputs 9 channels
representing the different line voltages and currents, as
well as the phase voltages. These benches test variations
of three-phase loads, as well as motor configurations.
Although these benches operate at 50 Hz, the motor tests
introduce signals with higher order harmonics that may be
relevant in the testing process. All of these factors are
relevant in a variety of power engineering applications, and
designing the system to handle these allows reuse of the
system in alternative environments.

There are many different variations in how this system
could operate, however for this design the system is being
used to demonstrate a laboratory to students. Thus the
device must be capable of recording a test session, and be
able to resend the test data. Therefore it is necessary for
the saved data of the measured signal to be continuous.
An emphasis must be made on the fact that a live real
time signal is continuously being sampled and sent over a
wireless network. Given these specifications the following
design criteria were defined for the measurement device
and the wireless platform:

• Capable of sampling 8-bit data at � 100 kS/s.
• The measured signal should be complete (no missing

data).
• iOS based application provides basic scope

functionality
• The measured signal should be recorded for later

analysis.

Existing solutions of this nature include those offered by
National Instruments [1]. This solution is capable of
continuously acquiring up to 51.2 kS/s of simultaneous
24-bit data on four channels.
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3. SYSTEM ARCHITECTURE

Figure 1 depicts a high level overview of the components
of the system developed in this project. A design goal is
to achieve as much decoupling as possible, in particular
between the tablet device and the measurement device.
Therefore each component and device, as a whole, may
be developed almost independently of the other.

Figure 1: High level overview of functional components of
the system.

The Apple iPad was chosen as the tablet device due
to its popularity among the academic staff, and the
advantages that the iOS development environment offers.
The tablet has Bluetooth and WIFI available for wireless
connectivity, however WIFI was chosen because it is
widely used, and because it offered higher speeds. The
TCP/IP protocol was chosen over UDP as the primary
communications protocol between the devices. This is
primarily because TCP guarantees the data throughput, for
a trade-off on faster speeds [2]. Furthermore, TCP allows
the load of introducing packet overhead such as Cyclic
Redundancy Checks (CRCs) to be removed from the low
level microprocessor used for the measurement device. All
these factors must be considered for the system to be used
in alternative applications.

4. THE COMMUNICATION PROTOCOL

The tablet device and measurement device are configured
in a client-server architecture. This allows the
measurement device to listen for connections and simply
serve requests made to it by clients (tablet device). In
order to maintain a decoupled design a custom protocol
was defined as seen in the sequence diagram Figure 2. The
protocol is kept simple to reduce processing requirements
on the microprocessor. The protocol also defines a
standard interface between the measurement devices and
clients connecting to it. This decouples the microprocessor
implementation from the iOS implementation by reducing
dependency on implementation details.

To facilitate the protocol a general message structure is
defined in Listing 1. The Command field in the message
defines the type of action being requested or the type of
response. The DataSize field describes the amount of
actual data to expect. The DataLoss field is defined for

Figure 2: Sequence diagram of protocol messages.

diagnostic and testing purposes. The Data field contains
the data associated with the request or response. The first
three fields are referred to as the message header, and are
required in all messages.

Listing 1: General Structure for protocol messages.

<Command ><DataSize ><DataLoss ><Data >

5. IOS DEVELOPMENT

iOS is an embedded device operating system used by
Apple Inc. for their mobile devices. Programming in iOS
offers a unique approach to software engineering practices
due to their required design patterns. The following
sections describe the core functional components of the
iOS software implementation, and can be summarised into
four main focus areas:

• Network and Thread Management.
• Network Data Storage Mechanism.
• Protocol Parser Design.
• Real Time Software Oscilloscope.

5.1 Network and Thread Management

Given that drawing to the display is slow and runs on
the main thread, it potentially blocks incoming data and
impedes the performance of the network [3]. Streaming
data from the Network Management component and
processing and storing it in the Network Data Storage
component is process intensive and renders the display
unresponsive. Therefore the receiving stream of the
Network Management component is run in a separate
thread.
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It is this threaded behaviour that allows the the iOS device
(tablet) to maintain a high data throughput and a responsive
user interface. This is verified in the performance testing
in Section 7.1. This increase in performance comes at the
price of complexity. Since data is received by one thread
and displayed by another, accessing data has to be made
thread safe through the use of “locks” to ensure that only
one thread accesses the data. This is also known as the
Readers-Writers Problem [4].

5.2 Network Data Storage Mechanism

The measurement device continually streams new data
on request. This data needs to be managed for use in
saving and displaying the data. Thus the data needs to be
accessed from a central location. Network data is stored
centrally and is maintained by the NetworkDataStore
class. The NetworkDataStore class is implemented as a
singleton [5]. This allows for the data to exist only once.
In addition the NetworkDataStore class may only be
associated with one network connection at any one time to
ensure consistency of the data in the event that unexpected
hopping between measurement devices occurs.

The implementation also allows for the management of the
amount of data that can be streamed and saved to the iPad.
Performance tests revealed that approximately 24 million
data points could be stored in RAM before the application
is forced to close. The data limit is set to 20 million
providing some leeway for conversion and saving to disk.
This assumes that the application is the only one running
on the iPad.

5.3 Protocol Parser Design

The protocol used for the communications in this system
has the message structure in Listing 1. Each part of the
message has a unique function and is explained in detail in
Section 4.

Using the Chain of Responsibility design pattern allows
network messages to be parsed and processed by objects
in the parsing chain and hiding the details of this parsing
from clients of the parsing chain [5]. Each class in
the chain implements the ProtocolParserInterface
and may or may not contain a reference to another
class implementing the interface. Each class defined
encapsulates the behaviour required to parse each section
of a message for the network and are named accordingly.
These relationships are expressed in Figure 3.

The parsing objects here encode data contained in Message
objects into raw byte data that is of an acceptable form
for the communications protocol. Message objects are
supplied by clients of the parser. Message objects are
an object oriented representation of protocol messages.
Inversely messages received as raw byte data can be parsed
into Message objects that are useful to clients of the parser.

This method of using Message objects is intentionally
used to decouple the protocol parsing from the network
management.

Figure 3: Protocol Parser classes in chain of responsibility.

5.4 Real Time Software Oscilloscope

The main view of interest in the application is the real time
oscilloscope. The oscilloscope allows limited time scaling,
amplitude scaling and amplitude shifting. The scope uses
information provided by a device management class to
display meaningful information on the screen. Figure 7
shows the scope in operation.

The drawing functionality of scope is achieved through
the use of core-plot, an open source plotting framework
for OS X and iOS [6]. The scope reads data from
the NetworkDataStore class described in Section 5.2
periodically by means of a timer which manages the
refresh rate of the scope.

6. EMBEDDED SYSTEMS DEVELOPMENT

6.1 Background

An embedded system based around a Mixed Signal
Processor (MSP) from Texas Instruments was chosen as
the microprocessor in the Measurement Device (MD) [7].
The specific device chosen is the MSP-EXP430FR5739
& CC3000 experimenter’s kit [8]. The experimenter’s
board is capable of operating at 24 MHz, and sampling
at a maximum rate of 200 kS/s. This kit was chosen
because it has support for a plug in Wi-Fi module, and
Application Programming Interfaces (APIs) have been
provided to simplify development [8]. In addition to
the Wi-Fi support provided by Texas Instruments, and
the simplicity of connecting the Wi-Fi module, the MSP
device has been designed to operate under low power
modes, and supports Direct Memory Access (DMA).
DMA is capable of transporting memory from one register
to another without the intervention of the main processor,
thus allowing two processes to run simultaneously [7].

One of the primary disadvantages with this device is
its input voltage range for the ADC, which is 0-3.6 V.
This requires further signal conditioning of the measured
signal to be transformed to a value within this range,
otherwise the device could be damaged. The limited
voltage range also requires a high level of accuracy in
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the signal conditioning, otherwise the resolution of the
measurements will drop. The other limitation of the device
is that it only has 16 kB of memory, which limits the
amount of buffer space for storing sampled data.

6.2 Design Pattern

The initial design pattern relied on a single buffer being
populated, and then being sent. This meant that while
the buffer was being sent, samples were missed. This is
the traditional approach used in embedded system design
before the introduction of DMA [7]. The implemented
design pattern used in the MSP is built around the simple
principle that for a signal to be continuously sampled and
sent, the MSP would have to be able sample and send at
the same time. Using DMA allowed for samples to be
transferred from the Analogue to Digital Converter (ADC)
to a memory buffer, while another memory buffer is sent.
This results in data being sampled and sent at the same
time. Figure 4 shows the implemented design pattern,
and also emphasizes the simplicity of creating a Wi-Fi
connection on the MSP. The device waits for a client to
connect through the router on the TCP/IP layer, and once a
client connects it waits to receive a request message.

Figure 4: Improved Design Pattern.

This design pattern revolves around the use of DMA, and
switching between two buffers. When a “Send Data”
request is received the ADC and DMA are started (both
run in parallel to the main processor). When an ADC
cycle completes the DMA retrieves the sample data, stores
it in a buffer, and restarts the ADC. This is raw data,
with 8 bit resolution. This process repeats with the DMA
incrementing through the buffer until filled, after which the

DMA triggers an interrupt and allows the buffer to be sent.
The packet header is then added to the data, and sent by the
sending function API. Before the send function is started,
the DMA is activated again, and the newly sampled data is
passed to the secondary buffer. This process continues for
a set amount of packets, and then stops to check for new
messages from the client. Note that the sending function is
a blocking action in the main code, and only one packet is
sent at a time. This limits the speed of the system. There
are two variables that effect the performance of the system:
sampling rate, and packet size. The effects of these are
presented in sections 7.2 and 7.3.

7. TESTS AND FINDINGS

The testing procedures applied to this system all focus on
the effective sampling rate and lossless data throughput.
Three components of the system are identified as possible
sources of throughput throttling and data loss. Namely:

• Speed of data acquisition and processing in software.
• Non-determinant Round-Trip Times (RTT) [9].
• Microprocessor sampling rate and buffer size.

These are tested for performance and lossless throughput.
The sections below describe this in detail.

7.1 Data Acquisition Performance

To ensure data is throughput continuously the iOS based
software is required to process the data at a rate greater
than or equal to what it receives. By setting the
measurement device to deliver maximum throughput, the
load on the iPad is analysed. Maximum throughput
delivered to the iPad is compared to throughput test run
on a Unix machine. Table 1 compares performance
on the iPad versus performance on the Unix machine.
These results indicate that the iPad is capable of handling
maximum throughput.

Table 1: Throughput performance.

Max Throughput
iPad 189.15 kB/s
Unix Machine 184.8 kB/s

7.2 Effect of TCP/IP and Round-Trip Time

The use of TCP/IP introduces secure data transfer at the
expense of non-deterministic events that cause the Round
Trip Times (RTTs) of messages to be inconsistent [9].
If RTTs are longer than the time it takes to fill ADC
buffers, then data loss results from samples not being
recorded. Thus throughput does not reflect sample rate.
The effect of this can be seen visually on the application as
discontinuities in the signal. Throughput only reflects true
sampling rate when zero samples are missed in-between
packets being sent. Thus an analysis was performed using
the ping network utility with a payload of 1472 bytes
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(maximum allowed) [10]. The round trip times result in
the probability distribution in Figure 5.

Figure 5: Cumulative distribution indicating percentage
chance for RTTs occurring.

Figure 5 indicates the RTT required to send 1472 bytes to
a host and back. The implemented protocol in Section 4.
sends messages of approximately 1455 bytes in size, to
which the response is an acknowledgement. It is thus
reasonable to assume that the RTTs indicated by the Ping
program are a worst case and serve as a starting point for
optimizing sampling rate to match throughput without loss.

Figure 5 shows that the time taken to fill a buffer is
7.9 ms with the MSP sampling at 200 kS/s. This figure
also indicates that 97% of the RTTs occur at 14.5 ms or
less. Therefore the sampling rate of the MSP must be
adjusted downward (slower) until the time taken to fill a
buffer matches the time taken to send a buffer. Under
this situation almost no samples will be missed in-between
packets being sent. Note that due to the probabilistic nature
of the RTTs, there is never a 100% probability that no
samples will be missed, but the effects can be mitigated.

7.3 Measurement Device Speed Test

Using “Netcat”, and a Linux command line script a
connection was established and streamed data was piped
into a file for 5 seconds. Using the time and file size, a
simple calculation shows the throughput of the device in
“kilobytes per second” (kB/s) (see Figure 6).

Figure 6 shows that there is a substantial difference
between the two design patterns, and that rate of
throughput slows down after 600 bytes in a packet. The
maximum throughput achieved is 184.8 kB/s. There is an
upper bound for the size of the data in a sent packet (1460
bytes), which is a limitation of the Wi-Fi module, as well
as the API of the sending function [11]. The throughput
values presented are the true data transmission rates, where
the true data consists of the sample data in the packets, and
not the packet headers. This throughput consists of purely
sample data, but does not guarantee the sample rate.

Figure 6: Transmission Rate of MD & Design Patterns.

8. FINAL RESULTS

The process of finding the optimal sampling time indicated
that a sample rate of 100 kS/s would provide a 97% (or
greater) probability of reliable and continuous data being
sent. Using this theory, the MSP code was incrementally
adjusted to slow down the sample rate until the average
missed ADC cycles were found to be near zero. When the
missed ADC cycles are zero, then the throughput is equal
to the sampling rate. The final transmission rate (sample
rate) for the MD is 132.1 kS/s. At this rate the time to fill
the buffer is 11 ms.

In summary the MD is configurable to measure one of 9
input channels. The measured signal is continuous, and
the application provides the functionality to save the data
and email it. The transmission rate (sampling rate) is above
the required 100 kS/s.

9. FUTURE WORK

The implemented iOS solution uses threading to achieve
high performance and ensures data integrity by using
“locks”. Threading introduces a large amount of
complexity, therefore for improved stability further testing
must be done to improve thread safety and performance.
Lastly a significant performance increase may be achieved
if “lazy instantiation” is used to convert raw byte data to
objects, as not all the data processed by the Protocol Parser
is displayed on the screen.

This project has the capability of being applied in
alternative power environments where different system
success criteria exist. For example, it may be possible
to optimise the packet size for different situations, such
as a trade-off in transmission rate for power requirements
(using less energy for portable applications) [12]. This
may be necessary at points along a rural transmission line.

The protocol is very simple and as such relies heavily
on the guarantees provided by TCP. The possibility of
using UDP instead of TCP is a serious consideration,
and may require further research. By using UDP, the
probabilistic RTT concerns would not have been a factor.
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UDP would have transmitted at a consistent rate, and
combined with its lower overhead of memory, would have
improved the transmission rate of the device. There is no
guarantee that the data will arrive safely, and CRC may
be required. This adds its own memory overhead to each
packet sent. Additionally, the main sending loop inside
the MSP would become more complex, effectively slowing
down the throughput. It is not feasible to implement UDP
in this project due to the MSP used, but may be possible
on a device with higher specifications.

Apart from system noise, another signal issue that occurred
is shown in Figure 7. In-between packets the same
inconsistency occurred, where a portion of the samples
would be shifted down, and then followed by a negative
impulse. These are not samples being lost, as confirmed
by a Wireshark capture test. This abnormality cannot be
explained, and requires further investigation.

Figure 7: Signal Error.

The method used in determining the RTT is inaccurate,
however for this project the theory provided is accurate,
and guided the developers to the correct approach of
finding a solution. For the system to be optimised even
further, the RTT will have to be calculated more accurately.

10. CONCLUSION

Three main designs have been presented: the simple
network protocol, the iOS based application and the
Measurement Device (MD). The protocol allowed for
decoupled design and operation. In the application the
use of threading was vital, and on the measurement device
DMA and dual buffering ensured reliable and high speed
data transmission. Testing revealed that the message RTTs
are non-deterministic due to the probabilistic nature of
the network. To mitigate this the sampling rate was
lowered to compensate for RTT variations. The modular
design proposed allows for future work to be carried out
in other power engineering applications. The final system
is a wireless oscilloscope that is capable of continuously
sampling a live real time signal, and transmitting that data
over a wireless network. The signal is sampled with an 8
bit resolution at 132.1 kS/s, and is represented visually by
a software oscilloscope on a tablet device. All the design
criteria for the three-phase test bench have been met, and
the device operated correctly in the machines laboratory.
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CALCULATIONS OF GEOMAGNETICALLY INDUCED 
CURRENTS (GICs) IN THE NAMIBIAN TRANSMISSION 
NETWORK 
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Abstract: Geomagnetically Induced Currents (GICs) in electrical transmission network creates major 
problems to power systems including increased non-active power, transformers operating in non-
linear regions and generation of harmonics. Over the years, different GIC calculation tools have been 
developed. In this paper, power system nodal admittance method for GIC calculation is compared 
with a previous technique applied on the Namibian network. In addition, the Namibian network in 
2002 is compared to the existing network in 2012. It is found that the GIC magnitudes in some 
substations have increased more than in others.  
 
Keywords: GIC, Namibian network, storm, transmission lines, non-active power, harmonics 
 
 
 

1. INTRODUCTION 
 

The sun undergoes an 11 year solar cycle of sunspot 
activities. Near the end of the cycle, the sunspots 
frequently erupts sending large masses of charged 
particles towards the Earth’s surface. The interaction of 
the charged particles with the Earth’s magnetic field 
causes the fluctuations of the magnetic field. As the 
magnetic field fluctuates, a ground quasi-DC current 
induced also known as Geomagnetic Induced Current 
(GICs). GICs flow in the electrical transmission networks 
through the grounded neutral of power transformers [1,2] 
 
Previous solar storms that had significant effects on 
power system networks are; the 1989 Quebec storm that 
resulted in a blackout of the entire Quebec region of 
Canada [2], the Halloween storm that resulted in a 
blackout in the city of Malmo in southern Sweden [3] and 
transformer damage in Southern Africa [4]. 
 
Previous work done [5] looked at the risk of GICs on the 
Namibian network. This study looks at GICs in the 
Namibian network using a different approach called the 
Nodal Admittance network. Comparisons with the a, b 
parameter method and the Nodal Admittance method are 
made and thereafter GIC calculations are performed for 
the existing Namibian network  

1.1 Susceptibility of the Namibian network 
 
Previously, it was believed that areas located in regions 
of low/mid-latitudes such as Namibia and South Africa 
were not highly susceptible to GICs. However, since 
2002 research done on the Southern African network 
showed that the network is also susceptible to GICs [5,6]. 
Magnitudes as high as 108 A were calculated at Alpha 
substation in the South African network using the 13 
March 1989 storm data.  
 
One of the reasons for the susceptibility of the Southern 
African networks is the high ground conductivity and the 

presence of long transmission lines and this situation is 
evident in the Namibian transmission configuration.  
 
1.2 Effects of GICs on power systems 
 
GICs enter the transmission network via grounded neutral 
of star-transformer. Thereafter, the current divides 
equally among the three phases of the transformer. Under 
normal operations of the transformer, i.e. in the absence 
of GICs, a linear relationship exists between the magnetic 
flux and the magnetisation currents. At the same time, the 
magnetic flux confines itself within the magnetic core.  
However, sometimes, the presence of GICs biases the 
magnetic circuit and causes transformers to operate in the 
non-linear region of the B-H loop, with an increase in the 
leakage flux. In a non-linear region, the saturated core 
becomes of much higher reluctance which then forces 
flux - referred to as leakage flux - to follow other 
alternative paths in regions of less reluctance (such as air, 
oil and tank walls). This causes transformers to draw 
larger excitation currents, which introduce even and odd 
harmonics [6].  When the amount of GIC is significant or 
large enough, the transformer goes into  half cycle 
saturation which may lead to increased Var consumption, 
possibility of voltage collapse, harmonics production, 
overheating and noise. 
 

2. COMPARISON BETWEEN A AND B 
PARAMETER METHOD AND THE NODAL 

ADMITTANCE METHOD  
 

2.1 a and b parameter method 
 

Previously GIC calculations were done using this method 
developed by [7]. This method is divided into two parts 
[7] namely:  

x Geographical calculation 
This includes the use of Faraday’s induction law to 
calculate the electric field strength components Ex and 
Ey in the whole network at any particular time. It is 
important to note that this particular method used a 
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uniform electric field and uniform ground resistivity for 
the entire network. 
 

x Network calculation 
This includes the calculation of network constants, a and 
b parameters, of each substation using the network data. 
 
Thereafter, the GIC for each substation can be calculated 
using equation (1) 
 

                   
Where: 
 
a, b are network parameters 
Ex is the electric field component in the x direction 
Ey is the electric field component in the y direction 
 
 
 
2.2 Network Nodal Admittance method 

 
The network nodal admittance method used in this paper 
is described by Trichtchenko et all [8] and explained in 
details by Oyedokun et all [9]. The method is divided into 
two sub-sections namely: 

x Earth Surface Potential (ESP) calculations 
The ground conductivity model together with measured 
magnetic field data from magnetic observatories is used 
to calculate the electric field given in V/km at each 
network position. Thereafter, the ESP can be obtained 
from the electric field. This step accommodates non-
uniform plane waves and non-uniform ground 
conductivity. An approach to ground conductivity in 
Southern Africa has been formulated [10]. 

x Network calculations 
From the ESP induced in the network, the GIC 
magnitudes at each point in the network can be calculated 
at different nodes in the transmission network using 
Ohm’s and Kirchhoff’s laws. The network modal 
admittance method allows the flexibility of using 
different electric field and different ground conductivity 
for each substation in the network. This is crucial because 
at any particular point in time, different regions of the 
network are exposed to different electric fields. 
 
Based on approximate agreement with measurements, the 
use of a uniform electric field and ground conductivity 
may have been an adequate approximation; however, 
research has shown that the use of an interpolated electric 
field improves the error between measured and simulated 
results [11].  
 
3. CORRELATION BETWEEN KOEN’S AND THE 

NODAL ADMITTANCE RESULTS 
 
The a and b parameter as described above was applied to 
Namibian network shown in Figure 1 [6]. For that study, 
only transmission lines of 220 kV and 400 kV were 
considered. Only long lines (>100 Km) were included for 

it is believed that shorter lines do not make significant 
difference to the results [6].   
 

Ruacana

KokerboomAries

Aggeneis Auas

Van EckNama

Gromis Omburu

Onjemond

220 kV
400 kV

 
Figure 1: Namibian Network [6] 

 
The network depicted in Figure 1 was used in the 
network nodal admittance method using the same 
uniform field and ground conductivity parameters that 
were used in 2002 and results were compared to previous 
calculated results obtained using the a, b parameter 
method [6]. Figures 2 and 3 show the results for the 
Ruacana and Kokerboom substations using both methods. 
The electric field data used are from the 13 March 1989 
storm.  
 

 
Figure 2: Simulated results for the Nodal Admittance and 

the a, b parameters Method for Ruacana substation 
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Figure 3: Simulated results for the Nodal Admittance and 

the a, b parameters Method for Kokerboom substation 
 
Despite the different methods used for GIC calculations, 
the differences between the results obtained using the a, b 
parameters and the network nodal admittance method is 
small. In both cases, the GIC calculated is shared among 
all the transformers in a particular substation. 
 
In this paper, only two substation results are shown; 
Ruacana in the north and Kokerboom in the south of 
Namibia. 
 
From the result it was found that Ruacana substation had 
the highest GIC magnitude. Research showed that 
substations located at the ends of the transmission lines 
appear to be most susceptible to GICs. This finding is 
consistent with other studies [12] that indicated 
substations located at the extremes of the network have 
the highest GICs.  
 
 
 
 

4. CALCULATION OF GICs ON THE CURRENT 
NAMIBIAN NETWORK 

 
Having compared the results obtained using the a and b 
parameters and the nodal admittance method and found 
good correlation, we applied the nodal admittance 
method to the existing 2012 Namibian network. The 
objective of this study is to see how susceptible the 
current network is compared to the network as it was in 
2002. Since there have been new substations built in the 
network, we wanted to investigate the effect this had on 
the GIC magnitudes in the network, using the same 1989 
storm data.   
 
Figure 4 illustrates the existing Namibian network. Over 
the last 10 years, the Namibian network has undergone 
many modifications in order to be able to supply the 
increased demand. 
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Figure 4: The Namibian existing network 

 
 
Figures 5 and 6 shows GIC calculation results for the 
existing Namibian network still using uniform field and 
ground conductivity. 

 
Figure 5: Previous and existing network GIC for 

Kokerboom substation 
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Figure 6: Previous and existing network GIC for 

Ruacana substation 
 
It can be seen in Figure 5 that the maximum GIC  
expected for Kokerboom increased from 15 A to 20 
A while the maximum GIC magnitude for Ruacana 
showed no change as can be seen in Figure 6. One of 
the reasons for the increased magnitude of 
Kokerboom substation can be associated with the 
changes in the network particularly in the Southern 
region. Over the 10 year period, the number of 
substations has doubled and the number of substation 
interconnections has increased from 13 transmission 
lines to 31 transmission lines.  

 
5. CONCLUSION 

 
a) The Nodal Admittance software gives results 

similar to Koen’s results using the same input 
assumptions and it can be used to analyse the 
existing network with GICs constrained 
assumptions. 

b) Changes in the network configuration resulted in 
an increased in GIC magnitudes for some 
substations. 

c) The susceptibility of some of the substations in 
Namibia to damage from GICs may have 
increased following the increase in GIC 
magnitudes.  
 

This is a work in progress for the analysis of the 
Namibian transmission network. The accuracy of the 
calculations is being tested by measurements on the 
system. The exposure of all the substations to a variety of 
geomagnetic storms will be determined. Possible 
approaches to mitigation of damage and disruption will 
be developed.  
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SMALL ENCLOSURE SHIELDING EFFECTIVENESS TESTING
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Abstract: A nested-enclosure methodology is presented for small enclosure shielding effectiveness
(SE) evaluation. Two excitation positions within the enclosure under test are investigated particularly
for the under-moded condition. A battery driven stirrer was built to paddle the fields inside the shielded
enclosure. Preliminary measurement shows a SE convergence for both used probe positions at higher
frequency. The enclosure corner-position excitation is recommended for under-moded enclosure SE
measurement.

Key words: Shielding effectiveness, stirrer, small enclosure, nested-enclosure.

1. INTRODUCTION

To meet the electromagnetic compatibility (EMC) require-
ments of an electronic system, metallic enclosures are
frequently used by engineers for radio-frequency interfer-
ence (RFI) mitigation. The enclosure plays two major
roles. The first consists of minimising the penetration
of external RFI inside the sensitive environment. The
second is the prevention of the self-generated noise from
the electronic equipment within the enclosure coupling
to the exterior. A variety of methods are available for
enclosure shielding effectiveness (SE) measurement. [1],
for instance, presents a standard for the SE measurement
of enclosures larger than two metres. In this paper,
we are interested in smaller enclosures which might find
application in sub-station equipment racks or equivalent
environments. A nested-enclosure technique is used
for the SE investigation. A portable mechanical stirrer
has been built to stir the modes inside the EUT. This
work constitutes a preliminary step towards our work on
time-domain (TD) enclosure shielding characterisation for
the Karoo Array Processor Building (KAPB) of the Karoo
Array Telescope (MeerKAT) system.

2. SHIELDING EFFECTIVENESS DEFINITION

In general, the shielding effectiveness (SE) of a material
is related to the electromagnetic propagation through that
material. [3, 4] define SE as the ratio of the incident and
transmitted field (E or H) in equation (1), before and after
incorporating the shield under test. In this definition, the
incident wave is assumed to be uniform and illuminating
an infinitely homogeneous shield.

SE =�20log10

✓
Transmitted Field

Incident Field

◆
(1)

3. MEASUREMENT PRINCIPLE

Briefly, the nested-enclosure methodology is based on a
reverberating environment principle. The EUT is placed
inside a reverberation chamber and the enclosure itself

is stirred [2]. The stirrers change the boundary of both
cavities and this allows the receiver and the transmitter
to remain in the same positions during the measurement.
In contrast, the standard measurement requires different
positions to be able to characterise the correct field value
to be used in the SE calculation.

Figure 1: The EUT, opened at the front, with the battery driven
paddling system placed in the enclosure

Figure 1 shows a picture of the portable stirrer and the EUT
used in this work. The enclosure is made of mild-steel
and is 60cm x 50cm x 40cm. Figure 2 presents the overall
setup. The vertical and horizontal stirrers of the external
reverberation chamber, the EUT and the log periodic
dipole array (LPDA) antenna used to measure the fields
outside the enclosure are all visible.

We are particularly interested in the shielding variation
obtained from 300 MHz up to 1.2 GHz at seven
non-harmonically related frequencies. In the first instance,
the enclosure’s lid was omitted; then it was closed; finally,
the lid/enclosure seam was fully covered with conductive
tape. The enclosure opening area is pointed towards the
wall, on the right side of figure 2, to avoid direct coupling
with the LPDA antenna. These measurements examine
the best method to seal the enclosure. This investigation
also gives some indication of the conductive tape shielding
characteristics.
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Figure 2: The measurement setup showing the receiving LPDA
antenna, the EUT and the horizontal stirrer

3.1 EUT stirrer

The portable stirrer is an autonomous battery-driven
stepper motor, activated by a RENESAS R8C27
microcontroller and a stepper-motor controller L297. The
motor is connected to an H-bridge formed by NMOS
power transistors and Schottky diodes. The H-bridge
acts as switches to drive the motor coils while the diodes
circulate the current back to the battery to save energy. A
significant increase in battery life was seen. This allowed
a stirring operation longer than 6 hours. A graphical user
interface is available, through an LCD panel, to help the
user to configure the stirrer. The following parameters are
configured: rotation mode (continuous or stepped), speed,
direction, initial delay and runtime. The motors stepping
type, half or full step mode, is automatically set according
to the speed. The stepper motor was particularly chosen
since it has a high torque to speed ratio, allowing for
different paddle sizes. The paddle is made of a twisted
copper sheet of 1 mm thickness, bent into a spiral-type
shape (see figure 1).

3.2 EUT Excitation

From cavity theory, it is known that the field distribution
inside the EUT is not uniform due to standing wave
patterns. The field pattern inside the enclosure, also called
a mode, have resonant frequencies given in equation (2)

F =
c
2

r⇣m
w

⌘2
+
⇣n

h

⌘2
+
⇣ p

l

⌘2
(2)

In this equation, w, h and l represent the length, the width
and the height of the cavity resonator. m, n and p are the
modes indices and c is the speed of light in air. Figure 3
shows a longitudinal cut of the H-field pattern inside the
EUT, for 4 different modes, computed using MATLAB.
We can see from this that the H-field is strong at the corner
of the enclosure (marked M) for each mode. A square loop
antenna was, therefore, placed at the bottom left corner of
the enclosure, named P1, to be able to excite the EUT. A
picture of this setup is seen in figure 4.a. The loop antenna
is fed from the exterior through a bulkhead sub-miniature
version A (SMA) connector located at the back of the

enclosure.

Figure 3: H-field pattern for four different modes over one
cross-section of the EUT

The presence of the stirrer inside the small enclosure leads
to more a uniform field distribution. This increases the
likelihood that similar fields are seen at any probe position
within the central region. In reality, this field uniformity
is not ideal for all the frequencies of the chosen range. A
frequency of at least three times the first cut-off frequency
of the EUT is necessary to benefit the stirrer’s effect,
according to [5]. To check this property, the loop antenna
was placed at a second position named P2, close to the
centre of the enclosure as seen in figure 4.b. The same
measurements as those used for the probe in position P1
were taken.

Figure 4: Enclosure excitation positions: a) Position P1: Loop
placed at the bottom left corner. b) Position P2: Loop placed

near the enclosure centre

3.3 Measurement routine

Ideally, the stirrers are synchronised for the nested
enclosure method to achieve an accurate SE result. The
stirrer shown in figure 1, inside the enclosure, is set to
rotate continuously at a speed of 30 rpm (mode-stirred)
over the measurement. The fields inside the outside RC
are recorded on a vector network analyser (VNA), through
the LPDA antenna on the right hand side of the EUT.
72 fields values are measured for each frequency of the
frequency range per revolution of the small stirrer. During
this time, both the vertical and the horizontal stirrers are
fixed. They are, subsequently, moved simultaneously by 5
degree, every time a full rotation of the EUT’s paddle is
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performed. The measurement ends once the RC’s stirrers
complete one full turn.

4. RESULTS AND DISCUSSIONS

Using the S-parameter data from the measurement, the
equation expressed in (1) becomes:

SE =�20log10

✓
S21 with shield
S21 re f erence

◆
(3)

where S21 re f erence represents the measured S21 when the
EUT is not present.

A matrix of 7 x 72 x 72 S-parameters are obtained
for each frequency of the range and for each enclosure
configuration. The average S21 of that matrix is evaluated
and used in the calculation of SE in equation (3). In figure
5, the S21 obtained at P1 is shown, when the lid is fully
taped. The dashed curve represents the average of the
overall S21 measurement and the other curves correspond
to the individual S21 at the 72 positions of the vertical and
horizontal stirrers.

Figure 5: Measured S21 when the EUT is closed and the seems
are fully taped

Figure 6: S21 average variation outside the enclosure

Thereafter, the ratio of the averaged S21 in figure 5 and
in figure 6 is calculated to find the SE of the EUT when

the lid is closed and sealed with conductive tape. Similar
results as those shown in figure 5 are obtained for the
second lid configuration. The same procedure is applied
and this gives the SE curves in figure 8. Here, a bigger
variation of more than 10 dB is seen between P1 and P2
at low frequencies (less than 900 MHz) for the various lid
configurations. The variation is less than 10 dB beyond this
frequency. Due to the fact that the low frequency part of the
range of interest is around the lowest resonant mode of the
EUT (390 MHz), this behaviour is expected. Insufficient
modes are produced inside the smaller chamber and the
stirrer is not efficient enough to smooth out the generated
fields. In this case, the magnitude of the field measured by
the probe in P1 will not be the same as the field measured at
P2. At higher frequencies, however, the number of modes
generated inside the enclosure is higher, as indicated by the
total number of modes versus frequency shown in figure
7. The stirrer’s effect is more efficient at high frequencies
and this reduces the difference between the average field at
both probe positions. The total number of modes inside a
cavity resonator of length l, width w and height h is given
in terms of the frequency f in equation (4).

N( f ) =
8p
3

wlh
✓

f
c

◆3
� (w+ l +h)

f
c
+

1
2

(4)

Figure 7: Number of modes of the EUT with frequency

Theoretically, if the lowest usable frequency of a
reverberation chamber, in [5], taken as three times the
lowest resonant frequency is used, we would expect to
measure almost the same average field at P1 and P2 beyond
1.17 GHz. The EUT is not working as a RC before 1.17
GHz. But, the trends of the curves in figure 8, for both
positions, show a SE convergence at a frequency closer to
900 MHz. We believe, however, that the SE obtained with
the probe at P1 corresponds to the accurate SE estimation
because it is placed at a maximum H-field location for all
the modes. As a consequence, the probe in position P1 is
recommended for a SE measurement with a loop antenna
for an under-moded enclosure. The probe in position P2
could be used once the RC conditions are met. However,
an extension of the frequency range must be done to check
the repeatability of the measurement and the similarity
between the SE at P1 and P2 for the over-moded condition.
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Figure 8: SE of the enclosures in P1 and P2 for all the lid
configurations

We can also see from the SE measured at P1, that the
enclosure provides a SE of at least 15 dB at its first
resonant frequency even if the EUT is left open. This
shielding decreases with frequency and becomes 0 at 1.2
GHz, which is around three times the lowest mode. As
in the previous discussion, this is caused by the resonant
property of the EUT. All signals less than, or close to,
the lowest resonant mode could not exist inside the EUT
which is now behaving like an electromagnetic waveguide.
At present, the SE seems to be decreasing linearly with
frequency. We cannot state this with confidence until the
frequency resolution is improved

From the SE measurements made at P1, represented by the
lines with circles and squares, the conductive tape effect
on the enclosure shielding can be evaluated and is shown
in figure 9. The SE at 300 MHz is very low because the
measurement reaches the noise floor of the VNA at that
frequency. This could be also seen in figure 5 and in figure
8 where the same SE is obtained, at P1, for this frequency.
The last result in figure 9 shows that the conductive tape
improvement on shielding is decreasing with frequency.
This could, however, be compromised by other issues such
as the apertures used to connect the lid to the enclosure
(shown in figure 1).

Figure 9: SE of the conductive tape

5. FURTHER WORK

A TD characterisation of the SE will speed-up the
measurement time. With the setup and the frequency
range used here, the measurement of the S-parameter
matrix mentioned in section 4. takes an hour. The overall
investigation took around 12 hours. A time improvement
of at least 60% is expected, and this will also allow a better
SE resolution.

6. CONCLUSION

The investigation of the SE of a metallic enclosure was
presented in this paper as the first step on nested-enclosure
SE evaluation methodology. A battery-driven stirrer was
specially built and used to paddle the modes in the EUT.
A loop antenna placed inside the enclosure was used to
estimate the SE over a frequency range of 300 MHz up
to 1.2 GHz. We found that the probe position at the
corner of the enclosure allowed a good estimation of the
SE for an under-moded chamber. The enclosure provided
a shielding around 15 dB near the lowest mode even when
the enclosure was left open. The effect of conductive
tape on the shielding was also evaluated in a preliminary
fashion.
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1.  INTRODUCTION 
 

Approximately every 11 years major disturbances 
occur on the surface of the sun due to its solar cycle. 
Large amounts of coronal mass ejections (CMEs) are 
then launched into space and if the earth happens to 
be within their trajectory collision with its protective 
magnetosphere occurs [1]. Complex changes then 
occur in the ionospheric current systems resulting in 
large magnetic variations that induce electric fields 
[2]. According to Faraday‟s law of electromagnetic 
induction, these induced electric fields then cause 
Geomagnetically Induced Currents (GICs) to flow in 
the ground where they enter HV transmission lines 
through the neutrals of grounded power transformers. 
Solar storms that lead to high levels of GICs are 
statistically more likely to occur during periods close 
to the solar maximum and the descending phase of 
the solar cycle, but are not limited to those times  [3].  
 
GICs typically have a low frequency (<1Hz) 
compared to the AC frequency and therefore appear 
as quasi-dc currents. When they enter power 
transformer neutrals, and the resultant offset to the 
magnetisation characteristics is high enough, half-
cycle saturation occurs. Saturation of power 
transformers then results in an increased presence of 
harmonics, overheating of transformer windings, 
increased reactive power demand, voltage collapse 
and maloperation of relays and Static Var 
Compensators (SVCs) [4]. For example, during the 
1989 geomagnetic disturbance (GMD), the Hydro 
Quebec power station caused a major blackout due to 
maloperation of relays [3-5]. Damage caused by 
GMDs is therefore extremely costly in terms of 
replacing power transformers, possible customer 
interruption costs or loss of revenue due to the time it 
takes to restore the system. 
 
The effects of GICs in power transmission networks 
have been observed for over two decades in several 
parts of the world and with the approach of the Solar 
Cycle 24 there is increasing concern in the electric 

power industry about the possible damage that may 
occur [6]. Results from a small scale transformer 
model in [7] concluded that the three limb single 
phase and five limb three phase transformers were 
highly and moderately susceptible to the effects of 
GICs respectively, while three phase three limb 
transformers were virtually immune to GICs. Later it 
was then reported [8] that a three phase three limb 
transformer had reached saturation due to the 
presence of 2nd, 4th and 6th harmonics during a 
moderate GMD. It can therefore be seen that there 
are some contradictions in literature regarding the 
core type – susceptibility function of transformers to 
GIC effects.  
 
Laboratory testing may therefore be of considerable 
value in order to adequately evaluate the electrical 
and magnetic response of transformers to GICs. It is 
imperative to carefully test transformers of different 
core types with GIC-type currents so that important 
relationships may be established. In this paper, a 
rigorously developed protocol for testing bench-scale 
transformers with varying levels of dc is presented.  
 
Also presented in this paper are two approaches to 
measuring apparent power and non-active power 
under non–ideal conditions such as those caused by 
GICs in power systems: (a) the conventional 
approach [8] and (b) the general power theory [10-
12]. These differences are investigated in the context 
of GICs and transformers. 

2. LABORATORY PROTOCOL 

2.1 Apparatus  
  
The test equipment and laboratory set up is an 
updated version of a similar procedure in an early 
report [15]. Apparatus involved three 120/230V, 
300VA three limb single phase transformers, and 
three 120/230V, 100VA three limb single phase 
transformers. Voltages and currents were measured 
by an IEC76-1 (1976) compliant Yokogawa WT1600 
Digital Power Meter. The meter is capable of 
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performing online measurements and also has a 
facility whereby the instantaneous values of the 
voltage and current waveforms can be recorded and 
stored for post processing. Fast Fourier Transforms 
were done up to the 10th harmonic (500Hz). Samples 
were taken over two and half cycles with a resolution 
of 1002 readings (20.04 kHz), thus satisfying the 
Nyquist Criterion. Other measurements required 
external circuitry and were monitored using a high 
resolution Agilent 6000 series oscilloscope. The 
transformers supplied power to a balanced bank of 
power resistors in each phase for each loaded 
experiment. The supply voltage to the transformers 
was a three phase variac from the laboratory wall 
supply (See Fig. 1). 
 

 
Figure 1: Bench-scale laboratory set up 

2.2 Purpose of experiments 
 
In the development of the protocol, the purpose of 
the laboratory test system was to emulate a GIC 
event that occurs in typical HV power transmission 
networks. Such a system normally involves a 
generator step-up transformer, transmission lines and 
a load transformer supplying the load. In this 
protocol it was important for the source transformer 
to be significantly over-rated in terms of capacity 
(VA) and voltage so that the dc that would be 
injected as a function of the much smaller load 
transformer characteristics would have a negligible 
effect on its magnetization characteristics. The 
transformers are arranged into banks of single-phase 
transformers and the transformer under test (TUT) is 
the load transformer. Fig. 2 below is a single phase 
diagrammatic representation of the laboratory set-up. 
 

 
Figure 2: Single phase diagram of the laboratory 
arrangement of dc injection into the neutral of the load 
transformer. 

2.3 Magnetization curve and parameter 
characterization 

In order to model the system as accurately as 
possible, more parameters were required and 

therefore a brief procedure of basic tests was 
undertaken. Having ensured a clean or „low 
distortion‟ supply [20], preliminary transformer tests 
were performed.   First, the applied voltage at no load 
was slowly varied from zero to 120% of the name 
plate rating and the corresponding input current i and 
output voltage v values were recorded for each 
transformer. These v and i values were then used to 
plot the magnetization curves of the transformer 
cores as shown in Fig. 3.   

 
Figure 3: Magnetization curve of the load transformer core  

The knee point of the Vout-I in curve was selected to 
be the point where a straight line drawn from the 
origin is tangent to the curve at its knee, representing 
maximum permeability, as defined in [13]. This 
depicts the „true‟ linear region of the transformer 
core steel. Possibly for economic reasons these 
transformers were designed to operate close to and 
into their saturating region and hence the name plate 
ratings represented over-excitation. In the rigorous 
transformer tests that ensued, it was important to 
distinguish between the region with distortion and the 
region without distortion with regards to the core‟s 
magnetic characteristics.  
 
The knee point voltage, Vknee, of the load transformer 
was 33.3% below the name plate rating with a 
magnetizing current Imag of 55mA (See Fig. 3 above). 
The new transformer ratings are chosen based on the 
magnetization curve of each transformer as shown in 
Table 1. The Imag magnitude at the knee point of the 
magnetization curve of the TUT was then used as a 
reference for the dc injection experiments.  
 
Table 1: New transformer ratings based on the 
magnetization curve and operating voltages used. 

Transformer New voltage rating per phase 
Source 80/150V operated as 42/80V 
Load  80/150V operated as 80/150V 
 
2.4 Open circuit and short circuit tests 
 
Open circuit and short circuit test were performed 
based on the new transformer ratings in Table 1 in 

  DC 
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order to generate parameters for simulations in 
PSCAD/EMTDC. The open circuit test was used to 
determine the line impedance elements and the no 
load losses. The short circuit test was used to 
determine shunt admittance elements.  
 
Having performed these preliminary transformer 
tests, a set of experiments was then defined to 
investigate the response of the TUT with varying dc 
injection levels in per unit of the Imag. 
 

3.  EXPERIMENTAL PROCEDURE 1 

3.1 Varying load tests 

In order to investigate the effect of the loading 
condition on the TUT, several varying load tests were 
performed. These tests involved varying the load 
from approximately 55% to 100% of the full load at 
different applied voltage levels. After a series of tests 
it was shown that an increase in the non-active power 
absorbed by the transformer was a function of the 
applied voltage and was independent of the resistive 
loading condition, as expected. 

3.2 Setting up of the DC injection circuit 

During the preliminary tests, it was decided that the 
magnitude of dc injection levels were to be a fraction 
of the magnetizing current in order to monitor the 
transformer‟s behavior before saturation and after 
saturation. It was therefore sound to use a 1.5V torch 
cell to facilitate very small dc injection levels in the 
order of 0*Imag - 1.4*Imag. A voltage divider was used 
to vary the dc as opposed to using a variable resistor 
so as to keep the equivalent neutral resistance r4 less 
than the „transmission line‟ resistance r (see Fig. 2) 
thus mimicking HV networks. A current LEM 
module measured the dc in the neutral while the 
Yokogawa Power Meter measured the dc 
components in the transmission lines (1/3 of the 
neutral dc in each phase). 

3.3 Voltage, Non-Active Power and varying DC 

Findings from a series of tests verified the power 
curve relationship between applied voltage and non-
active power and the injection of dc yields a vertical 
shift of this curve, as expected. 
 

4. POWER CALCULATIONS 

In preparation for experiments in chapter 5 whereby 
non-ideal conditions were expected, a power 
calculation comparative analysis was undertaken. 

4.1 Comparison of approaches to  Non- active 
power Q 

The concept discussed in [15] identifies the 
difference between the terms reactive power and non-
active power and describes them in a general power 
theory that was developed for m-wire systems. The 
differences in the conventional measurements [16] 
and the new approach are contrasted: 

 

a) Conventional Power Theory 

Instantaneous power p(t) is given by the following 
equation: 

𝑝 𝑡 = 𝑒1𝑖1 + 𝑒2𝑖2 + 𝑒3𝑖3    (1) 

where e and i are the instantaneous voltages and 
currents in each phase. The average power P is then 
given by average of p(t) over a whole cycle. The 
apparent power S is given by:  

𝑆 =  𝐸1𝐼1 + 𝐸2𝐼2 + 𝐸3𝐼3     (2) 

where E and I are the RMS values of e and i in each 
phase. The power factor is P/S ratio as usual. 

b) General Theory of Power 

Unlike the conventional theory, the derivation of the 
general theory [11, 12] and its application take into 
the account the losses in the neutral [15]. It was 
therefore important for the neutral resistance to be 
known for each experiment. The neutral current need 
not be measured as it can be determined using the 
instantaneously sampled values and applying 
Kirchoff‟s Law: 

𝑖4 = −(𝑖1 + 𝑖2 + 𝑖3)  (3) 

The components of S are P and Q (non-active power) 
as usual and Q is uniquely defined to have two 
components: Qa the component that can be 
compensated without energy storage, and QA the 
component that requires energy for compensation. 
This definition brings rise to a 3-dimensional power 
triangle (See Fig. 4 below) 

 
Figure 4: Complete power triangle, in which Q = Qa+QA 
and S = apparent power without any compensation, Sa the 
apparent power after compensation without energy storage 
, and SA  the apparent power after complete compensation 
so that SA= P [11]. 

4.2  Practical measurement 
 
Using the set-up in Fig. 2 and the measurement 
conditions described in chapter 2, the two power 
theories were contrasted. The injected dc ranged 
from 0*Imag - 1.6*Imag. The corresponding absorbed 
non-active power and levels of dc are represented in 
per unit in Fig. 5. 
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Figure 5: Non-active power associated with varying levels 
of DC into the load transformer in per unit. (a) 
Conventional (b) General power theory. 

It can be seen from this test that non-active power 
into the load transformer increases linearly in order 
to fulfil magnetisation requirements as reported [1, 
17] when calculated with the conventional approach. 
On the other hand, calculations using the general 
power theory, which includes the effect of the neutral 
current, show that non-active power at same 
operating voltage is higher than what is indicated by 
the conventional method, as also reported in [22]. 
The rest of the apparent power calculations in the dc 
injection experiments were therefore done using the 
general formula so as not to underestimate the 
conditions in the transformer.  
 

5. EXPERIMENTAL PROCEDURE 2 

As previously mentioned, the transformer of interest 
in all the dc injection experiments was the load 
transformer. It was important also to verify that the 
deliberately over-rated source transformer was not 
driven into saturation and merely acted as a source. 
Monitoring saturation in the transformers was done 
by (a) the tracing of BH loops, (b) measuring the 
harmonics generated, and (c) an analytical 
determination of saturation. 

5.1 BH Loops and the effect of DC injection 

The permeability µ of a magnetic material is defined 
by the ratio of the flux density B to the magnetizing 
force H. The relationship between B and H is non-
linear because the permeability varies as the Weiss 
Domains align themselves along an external field. 
This non-linear B-H relationship may be viewed in a 
hysteresis loop. 

When a current i(t) flows through the primary 
windings of a transformer of N  turns and  a 
geometric length l, an auxiliary magnetic field H(t) is 
generated [18]: 

 𝐻(𝑡) = 𝑁1
𝑙

 . 𝑖(𝑡)    (4) 

Faraday‟s law stipulates that when there is a 
changing magnetic field in the secondary windings of 
a transformer, then the induced voltage V2(t) is 

proportional to the rate of change of flux φ and the 
number of turns N2 in the windings: 

𝑉2(𝑡) = 𝑁2
𝑑𝜑
𝑑𝑡        (5) 

where φ is the product of the magnetic flux density 
B(t) and the cross section area A of the core.  B(t) can 
therefore be determined by integrating both sides of 
equation (5), and practically by tapping off the 
induced voltage V2(t) and integrating it with an RC 
circuit (R>>1/ωC). The voltage across the capacitor 
VC(t) and  i(t) were then recorded using the Agilent 
oscilloscope and the corresponding hysteresis loop 
was traced in an XY plot (See Figs. 6 and 7 below).  

 
Figure 6: Wave- traces of the magnetizing current i(t) (top) 
and the integrated voltage VC(t) of the TUT recorded by the 
oscilloscope (Voltage = Vknee, Current = Imag, Open Circuit) 

 
Figure 7: Hysteresis loop of the TUT in the laboratory at 
the knee voltage without DC (left) and with 70mA DC, 1.3 
p.u. of Imag (right). Injection of DC leads to a vertical shift 
and a distortion of top of the loop. 

 
Figure 8: Hysteresis loop of TUT modelled in PSCAD 
using the magnetic flux versus the magnetising current. No 
DC (left), and 70mA DC injected (Right). 

The diagrams above show the effect of dc injection 
on the TUT operating at its knee point voltage at no 
load. The dc injection causes a vertical shift of the 
loop as well as the flattening of its top. This effect 
can be further amplified by increasing the level of dc, 
as also reported in [14], and the transformer will 
experience „deep saturation‟. Simulations in 
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PSCAD/EMTDC showed agreement in terms of the 
shape that results from the distortion of the BH loop 
to the effect of different levels of dc injection. The 
hysteresis loops of the source transformer for all 
values of dc in per unit of Imag showed very little or 
no change both in the laboratory and in the 
simulations.  
 
5.2 Harmonics caused by DC injection 
According to recommended harmonic limits [20], it 
is important to distinguish between voltage 
harmonics and current harmonics. After a series of 
tests with dc as a fraction of the magnetizing current 
(<<maximum load current), it was seen that the 
voltage waveforms of the TUT were unaffected by 
this moderate dc. The tests performed on the load 
transformer were at open circuit. For current 
waveform analysis at a light loading configuration, 
total demand distortion (TDD) is preferred to indicate 
the measure of distortion as opposed to total 
harmonic distortion (THD). The rationale behind this 
is TDD is a function of the maximum load current, 
while THD is a function of the actual fundamental 
current and could therefore exaggerate the distortion 
levels when the transformer is lightly loaded [17,20]. 
Fig. 9 shows the harmonics generated by the TUT at 
different levels of dc injection.  
 

 
Figure 9: Current harmonics generated at varying levels of 
dc injection. 

Harmonics were recorded up to the 10th order since 
higher order harmonics were 
 very small. At no dc, the only harmonics present are 
the 3rd and 5th harmonics. With the injection of just 
11mA of dc, there is the sudden appearance of 2nd 
and 4th harmonics though they are of smaller 
magnitudes compared with the 3rd harmonic. As dc is 
increased beyond 36mA, the 2nd harmonic becomes 
significantly larger than the 3rd harmonic indicating 
commencement of saturation. The fundamental RMS 
component increases considerably with increasing dc 
owing to the significant increase in the asymmetrical 
exciting current drawn by the TUT which lags the 
system voltage by 90 degrees, leading to non-active 
power losses in the system. The same effect is 
reported in [4, 21].  Fig. 10 shows the measured 

linear relationship between the TDD of the 
transformer and increasing levels of dc injection 
similar to that in [17]. 
 

 
Figure 10: Representation of the total demand distortion 
(TDD) and increasing levels of dc injection. 

5.3 Analytical Determination of Saturation 
A series of dc experiments resulted in the 
significantly larger source transformer exhibiting 
very little or no distortion in terms of the hysteresis 
loops and harmonic content. To complete the 
rigorous approach to testing the effect of dc injection 
on the TUT while keeping the source transformer 
immune to dc, an analytical approach was 
implemented. By using several unique points on the 
BH loop and deriving a rigorous analytical solution, 
McLyman [13] defined the saturation of a 
transformer as the point where the peak exciting 
current Ipeak is twice the average exciting current Iavg 
i.e. Ipeak = 2Iavg (See Fig. 11). The exciting current 
waveform of the source transformer was therefore 
examined for all the dc injection levels. Ipeak was 
determined by selecting the maximum sample point 
over half a cycle. Iavg was determined using the 
following equation: (I0 +I1+I2+ … +In)/n, where I 
represents the value of a sample point and n is the 
total number of sample points in a half cycle. The 
source transformer remained unsaturated for all 
levels of dc injection. 
 

 
Figure 11: Definition of saturation using the magnetising 
current waveform [13]. 

 
6. CONCLUSIONS 

A rigorous laboratory protocol for testing bench scale 
transformers with different levels of dc injection has 
been presented. Laboratory and simulation results 
have been discussed and the conclusions from these 
results are therefore: 
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a) The magnetization curve can be used to 

characterize the linear region of a transformer 
core steel. The corresponding magnetizing 
current at the knee point should be used as a 
reference for dc injection levels to monitor pre- 
and post-distortion conditions of the TUT. 

b) The effect of GIC on the magnetization 
characteristics of a transformer depends on the 
relative capacity and operating voltage of the 
transformer. 

c) It was demonstrated that the increase in non-
active power demand in a transformer is a 
function of the applied voltage and the level of 
dc injected, and is independent of the resistive 
loading condition. 

d) Under distorted and unbalanced conditions the 
calculated non-active power and apparent power 
using conventional approaches differs 
significantly from those using the general theory 
of power. This may often result in over-
optimistic measurements of the power transfer 
capacity of the networks. 

e) Hysteresis loops may be used as an indicator of 
the presence of GICs whereby a vertical shift 
and a distortion of one half of the loop depends 
on the magnitude and direction of the GIC. 

f) DC injection resulted in significant harmonic 
content increase namely the 2nd, 3rd and 4th 
harmonics. However findings in [8] reported a 
substantial 6th harmonic in a three phase 
transmission transformer during a GMD. This 
dissimilarity may be due to the different core-
types under consideration. 

Further work involves incorporating the developed 
laboratory protocol for investigations in the medium 
voltage range (33kV, 48kVA) in order to test 
different core-types of transformers with dc currents. 
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Abstract: High voltage corona has beneficial applications and is used in various applications.  More 
recently, in the biomedical field, electroporation induced by high voltage corona has also been 
investigated. There appears to be great potential for the use of corona electroporation in applications 
like genetic engineering, drug delivery and cancer treatment. Research in this field is in the early 
stages and in order to successfully implement this technique, an analysis of the corona current is an 
important exercise in leading to the understanding of the development of high voltage discharge and 
the breakdown mechanism under varying conditions. There are various factors that affect corona 
discharge and these factors and their effect on the discharge are reviewed in this paper. 
  
Keywords: High voltage corona, electroporation 
 
 
 

1. INTRODUCTION 
 
Corona discharges, which are caused by the electric fields 
produced by electrodes with sharp edges, are low 
powered electrical discharges. When a sufficiently high 
voltage is applied to an electrode, an electric field is 
created around the conductor which ionizes the air around 
the conductor. If the gradient of the electric field is not 
high enough to cause arcing to ground, the discharge is 
self-contained and is referred to as a corona discharge [1]. 
 
Corona has been commonly used in many commercial 
applications in the past and more uses for this 
phenomenon are still being found [1]. One important 
application that has recently been attempted in the bio-
medical field is the use of corona to facilitate 
electroporation. Electroporation is a technique that 
utilizes electricity to assist in the delivery of molecules 
like drugs and DNA to biological cells [2]. It is a 
universal cell membrane phenomenon that allows 
transport of molecular material into cells for various 
biological applications [3]. The electric fields cause 
changes to a cell membrane which increases the 
permeability of the cell membrane [4]. The exact 
mechanism of electroporation is not known but it is 
thought that when the cell is exposed to a high enough 
electric field, aqueous filled pores are created in the 
bilayer lipid membranes. It is this breakdown that results 
in the permeability of a cell membrane, thereby making 
the process of electroporation possible [4]. Cells have a 
natural trans-membrane voltage of approximately 0.1 V 
[3]. When pulsed potentials of 150mV to 500 mV and 
with pulse duration in the region of s to ms are applied, 
rearrangement of the structure of the cell membranes 
occur, which results in the formation of pores in the 

membrane [3], [5]. Cell membranes can withstand a 
trans-membrane potential of up to 1 V and this relates to 
an electric field strength of about 2000 kV/cm when short 
pulses of duration s to ms are used [5]. For isolated cells 
of mammals, electroporation occurs at electric field 
strengths of around 1 kV/cm when short pulses are used 
[3].  
 
The traditional method of electroporation requires 
electrodes to be in direct contact with the skin and 
involves relatively high currents. This is a major 
drawback as it inflicts pain and discomfort on the subject 
being treated [2]. It also causes damage to the cell DNA 
and to the muscle tissue. Further, the area of treatment is 
relatively small and localized. It is envisaged that the 
technique of corona electroporation can be perfected so 
that this method can be utilised instead of the direct 
application of electrodes. This results in a minimization 
of the harmful effects and results in an increase in the 
area of treatment. 
 
Once the applied voltage is removed, the cell enters the 
recovery phase where the pores diminish and eventually 
disappear. Resealing of the membrane occurs within ms 
to seconds [5].  
 
Very little research has been done in the area of corona 
electroporation to date and it has not been established as 
yet exactly how corona facilitates the delivery of 
molecules to cells. In the only experiment found in 
previous research for in-vitro testing, it was assumed that 
corona electroporation could result in one of two ways. 
First, it is thought that, due to the deposition of ions on 
the sample, an electric field results in the conductive 
culture medium which results in pore formation in the 
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cell membranes. The second theory is that when the ionic 
current flows through the culture media, the ions 
exchange charge with the cell membrane, thereby 
resulting in pore formation in the cell membrane [2]. 
 
In our proposed research, no assumptions will be made 
and all factors that might affect corona electroporation 
during in-vitro testing of tissue samples will be 
investigated. For in-vitro testing, the apparatus that will 
be used is a point-plane gap. In this paper, all factors that 
affect the generation and characteristics of corona in a 
high voltage point-plane gap are reviewed and presented.  
 
It is the aim of our research to test the effectiveness of in-
vitro corona electroporation by testing all the factors that 
can have an effect on the process. Actual experiments 
using tissue samples and fluorescent imaging will be used 
to investigate each of the factors individually.  
 

2. FACTORS THAT AFFECT ELECTROPORATION 
 
2.1 Apparatus Used to Generate Corona 
 
For corona electroporation, a point-plane-gap appears to 
be the most likely configuration, especially for in-vitro 
testing in the early experimentation phase of our research.  
 

 
 

Figure 1: Typical experimental setup that can be adapted 
and used for corona electroporation [6] 

 
A typical experimental setup that can be adapted and used 
for in-vitro corona electroporation is illustrated in Figure 
1. The generation device is a point-plane gap housed in a 
cylindrical closed chamber. This experiment is conducted 
at atmospheric pressure and with artificial air. With some 
modifications, the system shown in Figure 1 can be 
modified to include varying pressure, humidity and gas 
types. A pumping system of dry air and nitrogen is used 
in this case. A spectrophotometer was used to capture the 
UV, visible and NIR emission spectra. Images of the 
discharge were captured with an intensified charge-
coupled device (ICCD) camera [6]. For this arrangement, 
the construction of the point electrode and the gap 
between the point and plane has a direct effect on the 
discharge mechanism and the corona current. The shape, 
size and number of points in the electrode as well as the 

type of material it is constructed from are all important 
considerations. The nature and amplitude of the applied 
voltage is also important. So too is the pressure, humidity 
and type of gas used (if any). For corona electroporation, 
it has also been found that the rise times of the corona 
pulses can also improve the efficiency of the method [7].  
In Figure 2, the dependence on the gap distance of the 
corona current at different positive voltages is shown. As 
the gap distance for a particular, pre-determined range 
increases, the corona current decreases accordingly [6]. 
  

 
 

Figure 2: Peak corona current versus gap distance for 
three applied voltages ( =40 s, f=100Hz, =25 m) [6] 

 

 
 

Figure 3: Graphs of peak corona current for different 
frequencies for three values of positive applied voltage at 

a chosen gap distance [6] 
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From Figure 3, it can be seen that for frequencies from 10 
Hz to 100 Hz, the peak corona current is fairly constant. 
For frequencies between 100 Hz and 8 kHz, the peak 
corona current decreases with increasing frequency. It has 
also been shown that the number of tips does affect the 
corona discharge. Firstly, the saturation current for two 
tips is twice that of the single tip. Secondly, the distance 
at which saturation is reached is twice the distance of the 
gap between the anode and cathode electrodes [6]. 
 

 
 

Figure 4: Peak corona current for one and two tips with 
increasing inter-tip distance for different applied 

frequencies [6] 
 

 
 

Figure 5: Peak corona current for one and two tips with 
increasing inter-tip distance for different applied voltages 

[6] 
 
 
 
 
 

 
 

Figure 6: Comparison of the instantaneous corona current 
for different number of tips [6] 

 
From Figures 4 and Figure 5, it is clear that the peak 
corona current for a single tip is less than that for two tips 
and Figure 6 indicates that the instantaneous current is 
greater for multiple tips. For a generator with multiple 
tips, the current increases with increasing inter-tip 
distance only up to a certain distance after which it 
remains fairly constant [6]. In experiments, the sample 
can either be placed between the two electrodes or below 
the ground electrode. In the latter case, the ground 
electrode would be in the form of a grid or ring. The 
former is termed direct treatment and the latter, indirect 
treatment. The indirect treatment method with a grid has 
shown to be less effective as the electric field, ion species 
and corona current that the sample is exposed to is 
reduced by the presence of the grid [8]. 
 
2.2 Ionic Species Produced 
 
Corona in air also results in the production of many 
species that are chemically active. These species include 
“ions, free radicals, excited atoms and molecules” [8]. 
Analysis of the emitted spectrum is therefore important in 
studying corona discharge characteristics. The reason for 
conducting the spectroscopic analysis is to attempt to 
identify some of the important excited species that exist 
in the corona discharge. These species can be of 
importance in corona electroporation [6].  
 
Different ionic species are produced when a flow of gas 
like helium is introduced. One experiment measured the 
optical emission spectrum for a 5 slm flow of helium for 
various pin densities. The results are plotted in Figure 7.  
As can be seen from the plot the emission intensity for 
both helium and oxygen atoms increased for both an 
increase in the applied voltage as well as an increase in 
the pin density [9]. The oxygen ions are as a result of the 
exposure of the experimental apparatus to air. 
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Figure 7: Optical emission intensities from He metastable 
and oxygen atoms as a function of applied voltage for 

different pin densities [9] 
 

The action of the ions produced by corona is an important 
contribution to the success of corona electroporation. 
These ions settle onto the sample and results in the 
creation of an electric field [2]. This electric field 
facilitates electroporation thereby allowing the transfer of 
molecules like DNA and drugs into the cell. A negative 
effect is that the reactive oxygen species cause damage to 
molecules within the cell like DNA and proteins and also 
affect the lipids. This, in turn, affects the lipid membranes 
surrounding the cell which can result in death to cells [8]. 
 
2.3 Applied Pulsed Voltage and its Effect on the Nature of 
the Discharge 
 
The nature of the corona discharge and the corona current 
are different for positive DC, negative DC and AC 
applied voltages because the ionization process for each 
is different [10], [8]. 
 
Negative DC: The electron emission for negative corona 
is more stable and easier to control. Therefore, it is more 
readily used in practical applications [10]. The negative 
current is greater than the positive current and is typically 
less than 100 A [8]. The pulses have fast rise times in 
the nanosecond range, last for about 100 ns and with 
repetition rate in the kHz to MHz range [11], [8]. The rise 
time of the current pulse increases and its duration 
decreases as the applied voltage increases [12]. When 
negative voltages are applied in atmospheric air, due to 
the presence of oxygen, Trichel current pulses result since 
the space charge formed is negative [8]. The onset of 
corona occurs at approximately 5 kV and the Trichel 
pulses appear immediately after corona onset [12]. It 
should be noted that negative corona discharge is 
composed of a steady component as well as a pulsed 
component. The steady component is produced by the 
applied pulsed voltage as well as the current flowing from 
the electrode to the ionized region between the electrodes 
[11]. As the negative voltage is increased, the DC part of 

the corona current increases and becomes the greater 
current component [8]. The continuous current is much 
smaller than the peak of the pulsed current, however, over 
time, the continuous current represents a more significant 
component than the pulsed component [11]. The DC part 
of the corona current, therefore, is the largest component 
of the average corona current [8]. The average corona 
current amplitude increases with increasing voltage, 
however, the amplitude of the Trichel pulses decreases 
and the pulse frequency increases. After the average 
current reaches a value of 120 A, with an applied 
voltage of approximately 11.4 kV, the Trichel pulses 
ceases and the corona became pulseless. The corona then 
changes to glow after 320 A. The rise of the corona 
current in the glow region is much steeper than in the 
previous regions and, as the voltage increases, the spark 
gap eventually breaks at about 740 A [12]. A graph 
showing Trichel pulses is presented in Figure 8 [11]. 
  

 
 

Figure 8: Graph of the Trichel pulse [11] 
 
The important characteristics of the pulse are identified as 
the repetition period p, the height of the peak Ip, area of 
the pulse Ia and the steady current Ib as depicted in the 
Figure 8. Firstly, there is a linear increase in the repetition 
frequency of the pulses with total current and with no 
dependence on the voltage. Secondly, after a Trichel 
pulse, the value of the current reduces to 10% of its peak 
level in a time of 100 ns – 150 ns. This fall in current 
continues slowly until a steady value is reached after 
about 2 s. After 200 ns, the shape of the pulse does not 
change much with a change in voltage. When the 
repetition time of the current pulse is greater than 2 s, Ib 
can be measured directly and it was discovered that it is 
directly proportional to the total current, It. For currents 
where the next pulse starts before the steady state was 
reached, the steady component of the current can be 
obtained by subtracting the Trichel pulse from the total 
waveform. For discharges where the transit time of the 
charge carriers is longer than the system time constants, 
the current in the external circuit is not equal to the 
number of charge carriers reaching the electrodes every 
second. This is because movement of the charge carriers 
anywhere in the discharge induces current in the external 
circuit. The instantaneous current is mainly as a result of 
the movement of electrons. The movement of ions in the 
drift region can only be detected when there are no 
electrons. During the tail end of the Trichel pulses, the 
movement of ions mainly contributes to the current. The 
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pulse is caused by the movement of electrons near the 
point which is an area of high field [11]. When air flow is 
introduced, the appearance of the corona is different, but 
the characteristics of the current are similar to that 
produced in atmospheric air [8]. 
 
Positive DC: The positive current is less than the negative 
current and its value is less than 100 A. In atmospheric 
air, steady state corona current is observed. The current 
pulses that are formed have a magnitude that is much 
greater than the steady state component. The frequency of 
the current pulses is in the range up to tens of kHz [8]. 
The shape of the corona discharge waveform shows three 
peaks. The first and third peaks are related to the 
capacitive current during the increasing and decreasing 
stages of the applied voltage. It is the second peak that 
represents the discharge current. A plot of this current is 
shown in Figure 9. 
 

 
 

Figure 9: Plot of corona current discharge versus time [6] 
 
There is an initial, brief peak of approximately 70 mA 
with duration of about 4 ns. At this point, there is intense 
ionization that is generated by the electric field at the tip. 
After this initial peak, the electron avalanche reaches a 
critical size and the space charges that have accumulated 
at the tip start moving towards the cathode. This is the 
primary streamer propagation and the corona current 
increases rapidly to about 175 mA when the streamer 
reaches the cathode at a time of around 50 ns. 
Immediately after, there is a change from displacement 
current to conduction current till up to about 70 ns. This 
corresponds to the secondary streamer propagation. After 
this point, the decrease in the corona current is more 
gradual and lasts for more than 300 ns. In this case, the 
pulse duration of 40 s chosen, is lower than the natural 
frequency of the corona discharge, which is in the region 
of 20 kHz. Thus, the relaxation time of the discharge 
current lasts until the next pulse (and therefore next 
corona discharge) occurs. The peak corona current 
increases as the applied voltage is increased. The peak 
corona current remains constant for applied frequencies 
from 10 Hz to 100 Hz for a particular gap distance. For 
higher frequencies from 100 Hz to 8 kHz, the peak 
corona current decreases as the frequency increases. 

When the applied frequency is low enough, there is 
enough time for the gas medium to return to original 
conditions and so the next pulse is not affected by the 
previous pulse. This happens when the applied pulse is 
lower than the natural frequency of the discharge current, 
which is in the region of 20 kHz for applied DC voltage 
[6]. It has also been proven that the rise times of the 
corona current pulses in a point-plane gap can be 
decreased by the application of overvoltage. Rise times of 
50 ns to 60 ns were observed in this manner. Further 
adjustments of the circuit made rise times of around 30 ns 
possible [7]. 
 
AC: The use of AC voltage is not common and one 
experiment was conducted on AC in helium. It was found 
that the discharge characteristics of a pin-to-plate 
dielectric plasma barrier discharge generator in Helium 
with applied AC have similar characteristics to the 
behaviour of corona discharge. An increase in the 
discharge current occurs as the applied voltage increased. 
For a given voltage, when the pin density increases so too 
does the discharge current. There is also an increase in 
the densities of the metastables and dissociated species. 
The optical emission intensities increased with an 
increase in applied voltage as well as an increase in the 
pin density. For experiments which comprise of units that 
are open systems, optical intensities of oxygen and 
nitrogen are also observed due to the small amount of air 
that leaks into the system. An increase in the applied 
voltage causes an increase in the power consumed and 
there is an increase in the plasma density. There is almost 
a linear increase in power consumed with an increase in 
gap-size up to a 4 mm gap. Further increases in gap 
distance causes a decrease in the power consumed. An 
increase in the pin density results in an increase in the 
discharge current which results in an increase in the 
power consumed [9]. 
 
2.4 Frequency and Harmonics of the Corona Current 
 
Another factor that needs to be considered to fully 
establish the characteristics of the corona onset and the 
corona effect is the frequency components of the corona 
current. It is important to be able to analyse the harmonic 
frequencies of the corona current as this provides an 
indication of the characteristics of the corona current and 
the onset characteristics of the corona current. To 
measure all the frequency components of the corona 
current, it is therefore useful to perform an analysis of the 
harmonic wave characteristics of the corona current. A 
harmonic wave is a frequency in the signal that is an 
integer multiple of the fundamental frequency.  Due to 
frequency fluctuations, it is difficult to obtain a sample of 
a full period. Major errors can, therefore, arise as a result 
of the fence effect and spectral leakage. The fence effect 
can be minimized with a high sampling rate and the wide 
frequency band. In order to further minimize the effects 
of the fence effect and spectral leakage, the method of 
windowed FFT analysis can be used. To solve the 
problem of long-range leak, a suitable window function 
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can be used or a greater measurement time can be used. 
The short-range leak can be solved by using an 
interpolation FFT algorithm. One experiment was 
conducted for which the harmonic analysis of the corona 
current was done for a high voltage conductor. In this 
case, an advanced windowed interpolation FFT algorithm 
was used. As many as 11 harmonic and sub-harmonic 
waves were identified before and after the onset of 
corona. It was observed that after the onset of corona, the 
odd-order harmonic in the corona current increases. The 
even-order harmonic also increases, but not as drastically. 
The triple- and quintuple- harmonic frequencies increase 
to a large extent [13]. The harmonic values of the positive 
DC voltage was the highest followed by negative DC 
voltage and then by the AC voltage. For values of the 
same distance between electrodes and the same voltage, 
the 50 Hz fundamental current for the AC voltage is the 
highest followed by the negative voltage and thereafter, 
the positive voltage. However, the current harmonics 
have the lowest value for the AC voltage [10]. The 
harmonic analysis of the current before and after the 
onset of corona is plotted and compared in Figure 10 
[13]. 
 

 
 

Figure 10: Harmonic wave analysis of the current before 
and after the onset of corona on the conductor [13] 

 
 
 

3. FUTURE WORK 
 
From our review of corona characteristics in a point-
plane gap, we have identified the factors that most 
probably have an effect on the degree of electroporation 
during in-vitro testing. The effect that these factors have 
on corona electroporation has not been studied before. It 
is the aim of our research to build a suitable test apparatus 
and establish the optimal conditions for in-vitro corona 
electroporation. Once in-vitro testing has been completed 
and analysed, it will pave the way for research into the 
adoption of this technique for in-vivo applications. 
 
It is hoped that the ultimate goal of research into corona 
electroporation would be its utilization in the treatment of 
cancer and AIDS. 
 
 

4. CONCLUSION 
 
As can be gathered from the above discussion, corona 
electroporation has the potential of being a useful 
phenomenon in the fields of medicine and biotechnology. 
It is a non-contact, non-invasive procedure with 
negligible side effects that can be successfully utilised for 
procedures like genetic engineering, drug delivery and 
treatment of cancerous cells. The research in this area is 
still in the early stages and continued research in this field 
is important to fully understand the mechanism and the 
factors that will enable the establishment of an optimal 
procedure. 
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Abstract: Eskom Distribution (Dx) Eastern Cape Operating Unit (ECOU) has a total of 603 power 
transformer high voltage (HV) bushings operating within its substations.  The oldest bushings in 
operation are believed to be 44 years old, youngest bushings being 1 year and average age of the 
entire population being 15 years.  With the bushing population ageing, the bushing health deteriorates 
as well.  The status of bushings required a comprehensive maintenance strategy to be developed and 
executed with the aid of a bushing failure estimation tool (BFET) to lessen unpredictable failures.  In 
order to develop the BFET, inputs had to be derived from critical electrical tests carried out on 
bushings along with other contributing factors that could negatively affect bushing health in order to 
determine which year the bushing is likely to fail.  The criteria for the BFET was made up of the 
following critical tests and contributing factors: tan delta tests, infra-red scanning tests, discharge 
activity tests, HV circuit breaker operations, overloading and environmental contamination. 
Keywords: Thermography scanning, tan delta test, discharge activity test, bushing failure estimation 
tool, circuit breaker operations, overloading, environmental contamination. 

 
1. INTRODUCTION 

Resin impregnated paper bushings (RIP) makeup 24% 
and oil impregnated paper (OIP) bushings makeup 76% 
of the total HV bushing population.  The status of HV 
bushings required a comprehensive maintenance plan to 
be developed and executed in the ECOU with the aid of a 
BFET to lessen unpredictable failures.  The purpose of 
the research was to address the following risks: Reducing 
the probabilities of bushings failing, that can lead to 
surrounding field personnel getting injured.  The 
surrounding primary plant may become damaged 
resulting in financial loss to business.  Failing to supply 
customers with electricity will lead to financial loss to 
business.  Start capturing test results of bushings and 
improve the accuracy of bushing inventory.   

In order to carry out the above a risk/condition based 
maintenance strategy was chosen as the preferred solution 
to prevent failures before it happens, due to it having 
knowledge of the condition of the asset.  The two 
solutions not chosen was routine based maintenance 
strategy using only tan delta tests every four years. The 
other option was the replacement based maintenance 
strategy, replacing the bushing after 35 years of service, 
without carrying out any tests on the bushing during its 
lifespan. 

2. HYPOTHESIS 

A Risk/Condition based maintenance strategy was 
developed to carry out critical tests on HV bushings with 
the aid of a bushing failure estimation tool (BFET).  This 

will reduce the probabilities of bushings failing in Eskom 
Dx ECOU. 

3. DATA COLLECTION AND STRUCTURE 
 
Figure 1 shows a total of 603 bushings in Dx ECOU as 
well as their age categories. In terms of age as a 
determining factor, the bushings between 0 and 30 years 
of age was operating at a lower risk then the 60 bushings 
in the 31 to 40 age category which was operating at a 
medium to high risk.  The 6 bushings in the 41 to 50 age 
category were operating at an even greater risk.   
 

 
Figure 1: ECOU Dx HV Bushing Age Category 
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3.1 Factors leading to bushing failures 
 

Table 1: Bushing Failure Reasons 

Failure Possible 
Results 

Methods of 
Detection 

Moisture 
insulation Moisture enters 

Power factor 
test 
 
Hot-collar test 

Broken 
connection 
between ground 
sleeve and 
flange 

Sparking in 
apparatus tank 
or within 
bushing. 
Discoloured oil 

Power factor 
test 
 
Uncharacteristic 
odour 
 
Dissolved gas-
in-oil 
 
Thermo graphic 
scanning 

Corona  

Internal 
breakdown 
Radio 
interference 
Treeing along 
surface of 
paper or 
internal surface 

Power factor 
test 
 
Radio-influence 
voltage test 
 
Thermo graphic 
scanning  

 
Table 1 shows a few failure modes of bushings, as well as 
the results of the failure modes [1].  Column 3 shows 
what methods can be applied in order to detect the failure 
mode.  These various failure modes, results and method 
of detection was used to enhance the authors` 
understanding with respect to bushing failure modes and 
detection methods in order to develop the bushing failure 
estimation tool. 

3.2 ECOU Substation HV Circuit Breaker Operations 

Figure 2 shows the number of operations which these 
circuit breakers have performed with respect to transient 
faults/auto reclose of operations and switching operations 
from 01 July 2011 to 01 June 2012.  Only circuit breakers 
that performed operations in excess of 24 operations per 
annum or 2 operations per month were retrieved.  The 
circuit breakers which did not exceed 24 operations per 
annum or an average of 2 operations per month was not 
included in the figure 2.  The majority of the substation 
circuit breakers below were located inland.  The circuit 
breaker operations were used as criterion in the 
development of the bushing failure estimation tool. 
 

Figure 2: ECOU SS HV Circuit Breaker Operations 
 
3.3 Power Transformer Overloading 

Table 2: ECOU Transformer overloaded above 80% 

 
 

Table 2 shows the ECOU power transformers which are 
loaded 80% and above [2].  Overloading was used as a 
criterion to establish an input in the development of the 
bushings failure estimation tool. Only transformers 
overloaded more than 100% was scrutinize to establish if 
the current flowing in the phases are exceeding the 
bushings operating capability.   

3.4 Environmental Contamination 

Light contamination (LC): Industries with low-density 
emission-producing residential heating systems and areas 
with some industrial areas or residential density, but with 
frequent winds and precipitation. Medium contamination 
(MC): Industries not producing highly polluted smoke 
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and or with average density of emission-producing 
residential heating systems, areas with high industrial 
and/or residential density but subject to frequent winds 
and or precipitation, and areas exposed to sea winds but 
not located near the sea coast.  Heavy contamination 
(HC): High industrial density and large city suburbs with 
high density emission-producing residential heating 
systems and areas close to the sea or exposed to strong 
sea winds.  Extra-heavy-contamination (EHC): Industrial 
smoke producing thick, conductive deposits and small 
coastal areas exposed to very strong and polluting sea 
winds [3]. 

3.5 Interpretation of Data 

Within the ECOU 66 bushing were at risk of failing in 
service due to their age.  The rest of the bushings were 
within safe operation due to their younger age category.  
The challenge was to operate the bushing safely until it 
becomes a risk to the ECOU, as determined by the critical 
tests and BFET.  Accompanying the critical tests is visual 
inspection to detect the bushings from failing 
prematurely.  Visual inspections do not require the 
bushing to be removed from service and is often the first 
line of ensuring the bushing is physically in healthy state.  
The results from the failure modes are techniques that can 
detect the defect in its early stages and even prevent the 
failure from happening.  The majority of the HV circuit 
breakers were located inland, as oppose to the coastal 
area.  Where the circuit breakers operated excessively, it 
was expected that a high number of faults e.g. lightning 
was evident.  These bushings can get affected by these 
faults and therefore the health status may deteriorate.  
The same circuit breaker operations challenges with 
respect to lightning were not evident at the coastal areas. 
The ECOU coastal area experience challenges with 
environmental contamination, as a fair amount of 
bushings are located within the coastal area.  Medium and 
high contamination was the extreme case for these 
bushings located at the coastal area of the ECOU.  The 
probabilities of finding a bushing being operated above 
its operating capability were low, as the majority of the 
power transformers was operating within their rated 
capacity rating.  Bushings in the ECOU are usually 
higher rated then the power transformer capacity rating 
and therefore no bushings was found to be operated 
above its capacity. 

4. CRITICAL SITE TEST AND CONTRIBUTING 
FACTORS 

4.1 Surface Discharge Test 

Discharge surveying can detect decomposing and 
pollution of the insulation. Bushings failing due to 
localized discharges are a result of accumulated surface 
contaminants. Bushing failures is often disastrous, it is 
therefore difficult to establish the exact point of failure. 
The contaminants dependence on dielectric properties, 
location and thickness can be modelled.  The results 
demonstrated that bushings are highly sensitive to 

contaminants on the lower porcelain [4].  Partial 
discharge can decompose and pollute the insulation of 
bushings, reducing insulation properties resulting in 
bushing failure.  Partial discharge measurement may be 
used to determine the ageing condition of bushing.  The 
partial discharge surveyor 100 (PDS100) tool was useful 
in determining the source and severity of the discharge. 
The dielectric strength of the bushing will therefore be 
equal to the weakest insulation impurity of the bushing. 
Table 3 shows the discharge value which the bushing 
emits which equates to a score given.  The higher the 
discharge intensity value in decibels (dbm) the lower the 
score. The discharge measurement of bushings is 
essential and was used as an input criterion in developing 
the bushing failure estimation tool (BFET) as seen in 
table 9. 

Table 3: Surface Discharge Scoring Guide 
3. Discharge Value (dBm) Score 
Below 450MHz - No Change 100 
Below 450MHz -  Change 80 - 99 
450MHz and 800MHz (< 4) 75 
450MHz and 800MHz (4) 70 
450MHz and 800MHz (5) 65 
450MHz and 800MHz (6) 60 
450MHz and 800MHz (7) 55 
450MHz and 800MHz (8) 50 
450MHz and 800MHz (9) 45 
450MHz and 800MHz (10) 40 
450MHz and 800MHz (> 10) < 20 
Greater than 800MHz (2) 80 
Greater than 800MHz (3) 60 
Greater than 800MHz (4) 40 
Greater than 800MHz (> 4) < 20 

4.2 Infra-Red Scanning (Thermography) 

The infra-red thermography plays an important role in 
determining if the bushing has any anomaly temperature.  
Bushings can be profitably inspected with thermography. 
A normal signature is at or close to ambient air 
temperature. Any unexplained, anomalies thermal 
signature or rise over ambient/another phase temperatures 
are considered indicative and warrant further 
investigation. A bad connection at the bottom of a 
bushing can be confirmed by comparing infrared scans of 
the top of the bushing with a sister bushing [5]. Table 4 
shows the temperature anomalies (ΔT) measured on the 
bushing which equates to a score given. The higher the 
temperature anomaly the more at risk the bushing was, as 
the severity increases.  The higher the temperature 
anomaly the lower the score equates.  Infra-red 
measurement of bushings was used as an input criterion 
in developing the bushing failure estimation tool as seen 
in table 9. 
 
 

Proceedings of SAUPEC 2013

53



Table 4: Infra-Red Scoring Guide 
IR Scan °C (ΔT) Score 

≤ 5 100 
10 90 
15 80 
20 65 
25 50 
30 35 
35 20 

≥ 40 5 

4.3 Tan Delta Test 

High tan delta values are undesirable and indicate that the 
bushing insulation has been contaminated with moisture. 
Low tan delta values measured is an important criterion 
to show a well dried bushing cellulose material which is 
probably equal in life expectancy to thermally upgraded 
(65 °C) transformer insulation [6].  Tan delta values for 
bushings are very dependent on the moisture content of 
the insulation.  The upper limit for OIP bushings are 
0.55% and the RIP bushings are 0.85%.  Table 5 shows 
the tan delta measurement on bushing which equates to a 
score given.  The higher the %tan delta measured on the 
bushing, the more at risk is the bushing becomes.  Each 
tan delta measurement equates to a score given.  Tan 
delta measurement of bushings is essential and was used 
as an input criterion in developing the bushing failure 
estimation tool as seen in table 9. 

Table 5: Tan Delta Scoring Guide 
% TD Value at 10kV Score 

≤ 0.30 100 
0.35 90 
0.4 80 

0.45 70 
0.5 60 

0.55 50 
0.6 40 

0.65 30 
0.7 20 

≥  0.75 < 10 

4.4 Environmental Contamination 

Bushings exposed to pollution must have adequate creep 
distance, measured along the external contour of the 
insulator, to withstand the detrimental insulating effects 
of contamination on the insulator surface [3].  Table 6 
shows that each level of environmental contamination 
categorized and equates to a score given.  The higher the 
contamination the more at risk is the bushing becomes as 
the severity increases.  Environmental contamination was 
used as an input criterion in developing the bushing 
failure estimation tool as seen in table 9. 

 

Table 6: Environmental Contamination Scoring Guide 
Environment Risk Score 

No Contamination (NC) 100 
Low Contamination (LC) 75 
Medium Contamination (MC) 50 
High Contamination (HC) 25 
Extra High Contamination (EHC) 0 

4.5 High Voltage Circuit Breaker Operations 
 
Transient phenomenon is an aperiodic function of time 
and does not last longer.  The duration for which they last 
is very insignificant as compared with the operating time 
of the system.  Yet they are very important because 
depending upon the severity of these transients, the 
system may result into outages.  High voltage bushings 
can be affected by switching operations, lightning and 
faults on the power network [7].  Continuous transient 
faults can deteriorate the bushings health status [8].  
These transients’ faults causes circuit breakers to operate 
and there indicates where majority of the transient are 
present.  Table 7 shows that circuit breaker operations 
have been categorized and score given to the relevant risk 
category.  The circuit breaker scoring guide is used as an 
input criterion in the development of the bushing failure 
estimation tool as can be seen table 9.   

Table 7: Circuit Breaker Scoring Guide 
CB Ops Risk CB Ops Score 
Low (L) ≤ 20 100 
Medium (M) 21 - 60 50 
High (H) ≥ 61 10 

 
4.6 Power Transformer Bushing Overloading 

 
Bushings are chosen at higher current rating capacity 
compared to the transformer phase current capacity in 
order not to overload the bushing, which will inevitably 
damage the power transformer.  The use of bushings with 
current ratings greater that the transformer current 
ratings, reduces the temperature rise inside the bushing at 
rated transformer current.  Overloading a bushing can 
deteriorate the bushings health which will inevitably 
result in bushing failure [8].  Therefore, it is good 
practice to choose bushings with higher-rated currents 
than that of the transformer; or to use bushings with high 
temperature paper and sealing materials.  Consequently, 
the bushings will not be overloaded, or not overloaded 
much, during the transformer overload [9].  Table 8 
shows overloaded bushings will have a value scoring 0 
and a bushing being operated within its designed capacity 
will score 100.  Bushing overloading is important and 
will be used as a criterion to develop the bushing failure 
estimation tool. 
 
 
 
 
. 
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Table 8: Overloading Scoring Guide 
Overloading Score 

No (N) 100 
Yes (Y) 0 

4.7 Bushing Failure Estimation Tool 
 

The bushing failure estimation tool in table 9 used values 
obtained from table 3, 4, 5, 6, 7 and 8 to be inserted in the 
input column of the BFET as can be seen in table 9.  
Once these values are inserted, the BFET estimates the 
year the bushing is likely to fail.  The BFET acts as an aid 
to decide when to put mitigating plans in place before the 
bushing fail, reducing the probabilities of the bushing 
failing while in operation. The BFET can also be used to 
drive the risk/condition based maintenance strategy.  
Thus plans could be put in place to order bushings when 
it enters the medium risk category.   

Table 9: Bushing Failure Estimation Tool

 

5. IMPACT OF CONDITION / RISK BASED 
MAINTENANCE STRATEGY 

The probabilistic risk assessment technology is applied to 
RCM analysis on power plant equipment.  The minimum 
maintenance risk cost is taken for an optimized objective 
to solve the optimum maintenance cycle.  A method to 
calculate the maintenance risk cost through probabilistic 
risk is can be determined to find the optimum 
maintenance cycle for power plant equipment.  The 
relationship between fault rate and maintenance activities 
including condition monitoring and preventive 
maintenance is comprehensively analysed.  Then an 
optimum model of maintenance risk cost is set up, and an 
overall maintenance strategy with optimum maintenance 

cycle can now be obtained [10].  The strategy shows the 
critical tests which were required, the craft required to 
carry out these tests, as well as what tests can be done 
without an outage.  The thermography test and discharge 
activity tests require no outage and the test can therefore 
be carried out live.  Labour cost per craft was allocated 
for each test as well as the time duration to execute the 
critical test.  An annual cycle was chosen for the 
thermography test and discharge activity tests.  While a 6 
yearly cycle was opted for the tan delta test to be carried 
out on these bushings.  Opting to carry out tan delta test 
on a 6 yearly cycle meant approximately 100 bushings 
will be tested annually.  With a population of 174 power 
transformers in operation, 26 of those power transformers 
have three 132 kV bushings on their primary side and 
three 66kV bushings on their secondary side.  The rest of 
the 149 power transformers either have three 132 kV 
bushings on their primary side and or 66kV bushings 
mounted on their primary side only.  This resulted in 
approximately 4 outages per annum for power 
transformer fitted with bushings on the primary and 
secondary side of the power transformer. Power 
transformer fitted with bushings only on the primary side 
required 25 outages to be arranged per annum to carry out 
the tan delta tests.  The 26 power transformers with HV 
bushings on their primary and secondary side needed 
approximately 5 outages per annum.  Summating these 
outages in order to carry out tan delta tests on all the 
bushings resulted in 31 outages that had to be arranged.    

5.1 Required stock level (Spares) 

An improved stock level accuracy can only be 
accomplished once a tan delta tests, surface discharge 
tests and thermography tests are carried out on all the 
bushings in ECOU.  The test results should then be 
inserted into the input data section of the bushing failure 
prediction tool.  The BFET indicated the health status of 
the bushing and estimate which year the bushing was 
likely to fail.  Only once all the bushings have gone 
through this exercise the stock level accuracy can be 
improved.  Stock level can be improved by stocking up 
on spares where bushings exceed 35 years of age as can 
be seen in table 10 below. 
 

Table 10: HV Bushing older than 35 years 
1.  
SS 

2. 
MVA 

4. 
Age 

5.  
Tech. 

6. 
Bushing 

7.  
(kV) 

Bosberg  10 37 OIP 3 66/11 
Bulhoek 5 44 OIP 3 66/22 

GHTextiles  6 42 OIP 3 66/11 
GHTextiles  7.5 40 OIP 3 66/11 
GHTextiles  7.5 40 OIP 3 66/11 

Kudu  10 36 OIP 3 132/11 
Kudu  10 36 OIP 3 132/11 

Lamplough  10 39 OIP 3 66/22 
Lamplough  10 38 OIP 3 66/22 

Riebeek 5 37 OIP 3 66/22 
      

TEST RESULTS and FACTORS INPUTS High Risk
Tan Delta Value __Start at (Range: 0.3 - 1) 0.66 Medium Risk
Infra Red Scanning Value (Range: 0 - 75) 25
Surface Discharge Value (Use Table) 50
Environmental Contamination mc
Overloading n
Circuit Breaker Ops h

SCORE DESCRIPTION Weight out of 100 %  SCORE Weighted Score 
Tan Delta Value 50 28 14
Infra Red Scanning Value 15 60 9
Surface Discharge Value 20 50 10
Environmental Contamination 5 50 2.5
Overloading 5 100 5
Circuit Breaker Ops 5 10 0.5

Total Weighted Score 41
YEARS REMAINING 6.5
CURRENT YEAR 2012
ESTIMATED FAILURE YEAR OF BUSHING 2019
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Column 6 in the table 10 shows how many bushings were 
required for spares and column 8 reflects the voltage 
ratio. It can be seen that the bushing technology was OIP 
and therefore it was wise to purchase RIP technology due 
to its longer lifespan, better reliability and its robust 
texture. 

6. CONCLUSION 

The references used explained the behaviour of bushings 
when subjected to various conditions. The value of the 
critical tests which can be carried out on the bushings 
cannot be underestimated as explained by the references. 
To estimate when a bushing is likely to fail without these 
critical tests being carried out will be impossible.  The 
limits of the critical tests and other visual checks 
described by the references were ultimately used as a 
guide in developing the bushing failure estimation tool. It 
also enhanced the investigators knowledge with respect to 
the causes of bushing failures and the methods of 
detection.  Knowing which year the bushing was likely to 
fail, the risk was reduced by replacing the deteriorated 
bushing with a healthier bushing.  Opting to repair the 
deteriorated bushings or choosing to live with the risk a 
little longer was dependent on the risk severity. Knowing 
the entire bushing population estimated years to failure, a 
required stock level plan can be put in place to purchase 
bushings in order to have an accurate stock level.  In 
order to improve the accuracy of the BFET one has to 
follow a comprehensive maintenance plan e.g. tan delta 
tests, infra-red scanning, discharge activity test at the 
recommended frequencies, as well as include the factors 
like overloading, circuit breaker operations and 
environmental contamination.  

7. RECOMMENDATIONS 

In order to optimise the risk based maintenance strategy, 
the infra-red scanning and discharge activity test had to 
be carried out annually in order to start accumulating the 
test results data.  The tan delta tests had to be carried out 
on a 6 yearly cycle in order to start accumulating the test 
results data.  The bushing failure estimation tool should 
be continually refined in order to improve the accuracy 
towards a minimum of at least 90%.  During the 
accumulation of the tests results one should utilise the 
BFET to establish which bushings are at risk and either 
replace, repair and de-commission it.  Plans should be put 
in place to procure the amount of bushings that will be 
required to replace the bushings at risk, as the lead time 
for bushing is approximately 6 months. Once the BFET 
indicate that the bushing is at high risk, it will be wise to 
first consult the relevant stakeholders and only then 
choose to replace, repair or even live with the risk a little 
longer if the risk due to failure is minimal. 
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Abstract: Electrical treeing is an insulation degradation phenomenon that is caused by localised 
enhanced electric field resulting in breakdown of insulation at molecular level. Once initiated, trees 
quickly progress to complete failure. In high voltage insulation engineering, it is therefore essential to 
understand and design for insulation endurance to degradation through treeing. A good understanding 
of treeing mechanisms is required and this has sustained research in the treeing phenomenon for many 
years. There is now a general agreement on how trees initiate propagate and eventually cause 
complete insulation failure. Tree detection and classification techniques have also been developed. 
Research in treeing phenomenon is ongoing worldwide in response to the need for keeping pace with 
increasing demands of quality in the electric power industry.   
 
Keywords: Electrical trees, insulation, Partial discharges, insulation defects, insulation failure  
 
 
 

1. INTRODUCTION 
 

Electrical trees are gas filled micro-tubes that develop in 
regions of localised high electric field in solid insulation 
[1]. The micro-tubes are tree shaped and that is the reason 
they are called electrical trees. An example of an 
electrical tree is as shown in Figure 1. Once initiated, the 
trees progressively propagate between the electrode gap 
and eventually bridge the insulation. Electrical treeing is 
an insulation degradation phenomenon that characterise 
the final phase of most failure modes of insulation. 

 
Figure 1: An electrical tree grown in a cube of 
Polymethyl Methacrylate (PMMA) [2]. 
 

Causes of electrical trees include; metallic protrusions 
into the insulation along the electrical/insulation 
interface, embedded particles in the insulation and water 
trees. These defects initiate electrical trees in the 
insulation under high electric field conditions. Severely 
aged partial discharge defects also initiate electrical trees 
in the final phases of progression to complete insulation 
failure. 

In the design and development of high voltage 
equipment, the knowledge of treeing endurance 

capabilities of the insulation is essential. In that regard 
there has been sustained efforts in research to understand 
the electrical treeing phenomenon in solid electrical 
insulation. 

This paper presents a review of various key aspects in 
treeing knowledge accumulated thus far. A significant 
body of knowledge on electrical treeing has been built up 
through many years of research and field experience. 
There is however need to continue research on treeing 
mechanisms in insulation especially in view of the need 
to keep up to speed with challenges associated with 
contemporary power system performance requirements.   

2. ELECTRICAL TREEING MECHANISMS 
 
Localised stress enhancement is a precondition for tree 
inception. Depending on the type of insulation defect 
causing the stress enhancement, different types of 
electrical trees occur. Typical insulation defects that 
initiate electrical trees are as illustrated in Figure 2 [3]. 
Once initiated electrical trees progressively propagate 
from the point of initiation until the insulation is 
completely bridged. The trees will eventually cause a 
complete short circuit.   

 
Figure 2: Illustration of the causes of electrical treeing. 
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2.1 Tree inception mechanism 
 
The electric field strength around a stress enhancement 
body or feature can be orders of magnitude bigger than 
that in the host insulation. For a needle-plane electrode 
configuration (simulating a conductive protrusion into the 
insulation), the maximum Laplacian electric field strength 
at the needle tip is given by equation 1 [4].  







 +

=

r
dr

VE
41ln

2
max                                            (1)  

Where;  
V is the applied voltage [kVrms],  
r  is the needle tip radius [µm],  
d  is the gap between the needle tip and grounded plane 
electrode [mm]. 
 
As an example, for an insulation gap of 3 mm, needle tip 
of 5 µm and voltage across the electrode of 20 kV, the 
maximum field strength at the needle tip would be about 
1 000 kV/mm compared to the background field strength 
of 6.7 kV/mm.  At such high electric field, electrons that 
may be present in the insulation gain energy and 
accelerate towards or away from the needle tip depending 
on the polarity of the electric field as illustrated in   
Figure 3. The highly energetic electrons, having extracted 
energy from the field, bombard the insulation molecules 
and impart energy. This damages the molecular structure 
by weakening the links between the molecules [5]. The 
process may result in molecular bond scission creating 
microchannels in the insulation. The phenomenon also 
emits optical energy known as electroluminescence [5].  
 

 
 

Figure 3: The electron motion for intrusion with overall 
(a) positive charge and (b) negative charge. 

 
If the voltage across the electrodes is alternating, electric 
charge is repeatedly injected and extracted increasing the 
damage susceptibility of the molecular structure. This 
damage explains why some materials, such as Cross-
Linked Polyethylene (XLPE), are especially susceptible 
to treeing. The dielectric strength of XLPE is in its cross-
linked molecular bonds. Damage to these cross-links 
literally weakens the molecular structure. 
 

2.2 Propagation stage 
 
Once a tree has been initiated, gas molecules migrate into 
the micro-tubules. Partial discharges (PDs) are initiated in 
these microtubes. The PDs are micro gas explosions and 
the energy from this activity further erodes the 
microchannel surface consequently widening and 
elongating the tree channels. The wider and longer 
channels support bigger PDs. The increase in PD activity 
feeds into further propagation, forming a reinforcement 
cycle until the final failure stage is reached [1]. 
 
The manner in which the tree propagates into the 
insulation is both deterministic and probabilistic. 
Consequently researchers have used combinations of 
deterministic and probabilistic techniques to simulate the 
propagation of electrical trees in insulation [6-8]. Despite 
numerous efforts in modelling electrical tree mechanisms, 
the treeing phenomenon is not yet fully understood. There 
are therefore opportunities for developing better 
simulations of treeing propagation mechanisms.  
 
2.3 Failure stage  
 
Once the tree has spread far enough into the insulation, 
complete breakdown is guaranteed. It is however noted 
that some researchers have observed the trees completely 
bridging the insulation but not resulting in immediate 
complete failure, and this is attributed to the probabilistic 
behaviour of the treeing mechanisms which still needs to 
be further understood [9]. Similarly some cases only 
require the trees to reach a certain threshold length 
beyond which complete short circuit failure will occur. In 
any case however, once a tree has started to form, 
eventual failure is guaranteed and is generally not far into 
the future and in some cases, as little as 1 hour. The time 
to failure duration is primarily dependent upon the stress, 
insulation material and distance between conductors. 
 

3. ELECTRICAL TREE TYPES 
 
Among many ways of classifying electrical trees, the 
most common classification is by shape. The treeing 
pattern is a function of the type of defect initiating the 
trees, the electric field strength, type of the insulation and 
type of the voltage across the electrodes.  
 
Bush trees: Bush trees are very similar in shape to their 
namesakes. The micro-tubules form multiple exits from 
the geometrical stress enhancement body, instead of one 
focused root. A bush tree is characterised by a multitude 
of short micro-tubules clustered around the stress 
enhanced region as illustrated in Figure 4a. Bush trees 
commonly occur under relatively high electric field 
strength [1]. The partial discharge signals associated with 
bush tree types are characterised by dominant relatively 
small pulse magnitude. 
 
Branched trees: Branched trees are almost the opposite of 
bush trees. They comprise of both short and long 
branches extending into the insulation from the point of 
initiation. The PDs associated with branched electrical 
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trees comprise of both big and small discharge 
magnitudes. Conditions conducive to the growth of 
branched electrical trees include relatively low electric 
field strength.  
 

 
Figure 4: Micro-patterns of (a) bush and (b) branched 
trees. 
 
Bush-Branch trees: There are cases where the tree growth 
conditions favour both bush and branched trees such that 
the resulting tree shape is a combination of bush and 
branch trees and is therefore named bush-branch tree type 
as illustrated in Figure 5.  
 

 
 

Figure 5: Combination of bush and branched trees. 
 
Bowtie trees: Bowtie trees generally form around a solid 
contaminant embedded in the insulation. The trees initiate 
and progress towards both electrodes as illustrated in 
Figure 6.  

 
Figure 6: A bowtie tree initiated due to a contaminant. 

 

4. ELECTRICAL TREE DETECTION 
 
Electrical treeing mechanisms emit optical and 
electromagnetic energy. Detection and analysis of the 
emitted energy gives information about the treeing 
process. PD detection techniques are used to detect the 
electromagnetic energy in electrical trees [1]. Electrical 
treeing PD signals are however typically small such that 
detection is currently only feasible under laboratory 
conditions and mostly impossible in field conditions. An 
example of tree PD phase-resolved pattern detected by 
the authors in epoxy resin is shown in Figure 7. 
 

 
Figure 7: A three dimensional PD phase-resolved pattern 
of electrical trees in an epoxy resin needle to plane 
electrode setup. 
 
Partial discharge signals in electrical trees are typically 
erratic in repetition and magnitude and this is due to 
physiochemical processes associated with PD 
mechanisms. In the research work conducted by the 
authors and published elsewhere [10], the PD activity 
alternatively extinguished for some period and reignited 
cyclically as the trees evolved from inception to complete 
failure. Figure 8 shows an example of tree partial 
discharge magnitude variations over the tree life from 
inception to complete failure. In the Figure, it is evident 
that the PD magnitude initially started at about 20 pC and 
progressively decreased to complete extinction in 2 
hours. It remained extinct for the next 5 hours after which 
it reignited but with an average magnitude of 2 pC for 7 
hours. In the last 6 hours of the tree life the PD magnitude 
reached a magnitude of 140 pC before complete failure. 
The insulation in this case was a nanocomposite epoxy 
(AlO3/epoxy) [10]. 

0 2 4 6 8 10 12 14 16 18 20
0

20

40

60

80

100

120

140

Time of voltage application (hours)

PD
 m

ag
ni

tu
de

 (p
C)

 
Figure 8: An example of electrical tree PD magnitude 
variations over the whole tree life [10]. 
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In addition to optical and PD detection, photographic 
techniques are also widely used to record electrical trees. 
An example of an electrical tree grown in Perspex by the 
authors is shown in Figure 9. Various image processing 
techniques such as fractal dimensions are used to extract 
useful information from tree images. A major shortfall 
with photographic imaging techniques of tree detection is 
in that the insulation has to be transparent. In that regard, 
recently, some researchers at the University of 
Manchester have reported promising results on the 
development of an x-ray based tree imaging technique 
that can ‘see trees’ through non-transparent insulation 
[11]. The technology however is still under initial 
research. 
 

 
 
Figure 9: A microscopic photographic image of an 
electrical tree grown in Perspex. 
  

5. THE FUTURE IN ELECTRICAL TREE 
RESEARCH 

 
It is now generally agreed that contemporary and future 
research trends in the electric power industry are largely 
dictated by the need to use higher voltages, 
miniaturisation of equipment, more stringent reliability 
requirements and cost effectiveness [12]. Since electrical 
treeing endurance is a key insulation performance 
parameter, the phenomenon has to be well understood as 
a prerequisite for designing and developing electrical 
insulation that meets the increasing performance demand 
of modern power systems. Consequently electrical tree 
endurance performance in existing insulation designs are 
being continuously studied with the aim of devising 
performance improvement. Furthermore where new 
insulation is being developed such as nanocomposite 
electrical insulation, electrical tree studies have become 
an important tool in the research and development of the 
insulation [13]. 
 

6. CONCLUSION 
 
While significant knowledge on electrical treeing 
phenomenon has been generated through research 
worldwide, the ever increasing quality demands in the 
power industry entail further research in the treeing 

phenomenon. In development of new insulation such as 
nanocomposites, electrical treeing research is further 
motivated. 
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Abstract: It is extremely important to measure the condition of the surge arresters while they are in service so that they 
can be removed from service before they fail. This paper presents systems for the monitoring of polymer housed surge 
arresters within eThekwini Electricity using various diagnostic methods. The systems measure the resistive leakage 
current that continuously flows through the ZnO varistor during normal service operation and temperature via infrared 
thermo vision for fault prediction purposes. The measurements are applied for diagnosis of 120kV/65kA surge arresters of 
different makes on 132kV and 275kV substations. Leakage current measurement and infrared analysis were valuable in 
obtaining sufficient information for failure of arresters. The thermal heat was detected inside an arrester and normal 
leakage current measurements. Tests were performed on surge arresters that are still in the system and test results were 
compared to the results from the tests performed on failed units. Results obtained from different tests, (tests mentioned 
above) were compared to the test results from different families or designs.  
 
Keywords: Polymer housed surge arrester, infrared scanning, and leakage current measurements. 

 
1. INTRODUCTION 

 
Overvoltages in an electrical network may occur due to 
lightning strikes, system faults or switching operations. 
These overvoltages could reach dangerous amplitudes for 
electrical network apparatus. To protect the network 
equipment and to guarantee security and reliable operation, 
surge arresters are applied to all types of electrical 
transmission and substation systems.  
 
Generally, surge arresters are constructed using nonlinear 
resistive elements covered by polymer insulators. Ageing 
of the polymer insulators is caused by environment factors 
such as UV, contaminations, moisture ingress and electrical 
stress including leakage current, local discharge and corona 
discharge [1]. These phenomena may eventually cause 
failure on surge arresters in the system. Hence, it is 
important to monitor the surge arrester while in service so 
as to increase it life span.  
 
According to IEC standard 60071-2 surge arresters are very 
important devices placed within an electrical power system 
to ensure appropriate insulation coordination and to protect 
valuable equipment such as power transformers, circuit 
breakers etc. against lightning, transient voltage and 
switching surges. It has been reported that polymer housing 
material used for outdoor insulation is subjected to a 
number of degradation influences during service. These 
include tracking and erosion due to dry band arcing and 
possible material degradation from the environment such as 
ultraviolet rays, hydrolysis, fungi, and chemical attack by 
alkalis, acids and hydrocarbon liquids and vapors[2],[3],[4].  
 

 
 
EThekwini Electricity has experienced a trend where a 
certain family of surge arresters fails without any anomalies 
on the electrical system (such as lightning strikes, switching 
operations or system faults). Fig .1 represents a number of 
surge arresters that failed on the system from year -2000 to 
2004. Since this has happened in the past and continues to 
happen, a decision was taken to perform an investigation to 
identify the causes of failure and find optimal solutions.  
 
The main intentions of this paper are to investigate the 
failure of surge arresters by performing various tests such 
as leakage current measurements (offline) and infra-red 
scanning (online) to identify the fault proximity; improve 
the surge arrester specification to avoid failure in the future 
and extending the life time of the polymer housing surge 
arrester.  

 

Figure 1: Surge arrester failure at eThekwini Electricity 
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2. BACKGROUND 

The most advanced gapped silicon carbide arrester was the 
first really effective overvoltage protection for high voltage 
power networks. Gapped Silicon carbide surge arresters 
were developed in the 1930’s to give good protection 
against overvoltages. These silicon carbide arresters were 
used on both transmission and distribution systems.  
 
As the technology advanced rapidly, polymer housed surge 
arresters were introduced for the first time in the mid-1980s 
in MV electrical systems and proved to be a solution to the 
problems which could not be solved, for instance poor 
performance of several porcelain housed arrester designs 
which often suffered from sealing deficiencies, extreme 
sensitivity to pollution and unsatisfying overload 
performance [4]. Polymer housings (silicon rubber) has 
been the material of choice for high voltage insulation 
because of better behavior in polluted areas.  
 
The silicon rubber is the only material offering 
hydrophobicity compared to other materials [5].The 
polymer housed surge arrester has several other advantages 
including a better short circuit capability, increased 
personnel safety, flexibility in erection and a less brittle 
nature compared to porcelain and silicon carbide surge 
arresters. Over seven years of experience with polymer 
housed surge arresters have proved that as they are less 
prone to moisture ingress than porcelain arresters, they 
therefore minimize one of the most common causes of 
failure of surge arresters [6].  
 
At the end of 1980s polymer surge arresters were available 
up to 145kV system voltage and today polymer housed 
surge arresters have been accepted up to 550 kV system 
voltages. They appeared on the market around 1990s, being 
niche products at this time. The actual share of polymer 
housed HV arresters is now estimated to be 25% to 30% 
and is rising [10], [4]. 
 
 

3. IN-SERVICE DEGRADATION OF ZNO SURGE 
ARRESTERS 

 
The electrical stresses, counting leakage current and dry-
band discharges, are directly responsible for tracking and 
erosion. Formation of sparking discharge is closely related 
to the variation trends of the total leakage current and 
creates high temperature spots that lead to bond scissions 
and other chemical changes on the surface insulation [1]. 
 
 The ZnO varistor degradation is used to describe the 
electrical condition of a varistor relative to its past or future 
state when under the influence of external stresses [7], [8].  
 
 

 
 
The amount of degradation is a good quality indication of 
varistor reliability and is usually used for foreseeing the life 
span of ZnO varistor [8]. The process of degradation causes 
the gradual increase of current with time on arrester.  
 
It has been recognized that partial discharge is a dangerous 
ageing process first noticed in the last century when HV 
technology was introduced for the generation and 
transmission of electrical power [9].  
 
It must be appreciated that, besides electrical stress caused 
by voltage or impulse currents, the following factors can 
accelerate the degradation process: 
 
• Sealing defects leading to ingress of moisture as show on 
figure 2  
 

 
 

Figure 2: Slip of polymer housing 
 

The Humidity increases up to the level of 40-50%.  
However, at very high humidity levels, about 95%, there is 
the possibility of condensation at temperature changes. The 
moisture layer on the internal wall of the housing or on the 
varistor column can initiate the internal flashover [7]. 
 
• Long term ageing during normal service voltage 
• Discharges due to  surface contamination 

 

 
 

Figure 3: Surface contamination 
 

• Internal partial discharge on the internal components of 
the surge arrester (varistor), as shown in figure 4 
below. 

 
 

Figure 4: Internal partial discharge [20] 
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• Design and physical arrangements of ZnO surge 

arresters. 
• Overloading due to temporary and transient 

overvoltages. 
 

4. FAILURE OF SURGE ARRESTERS 

Polymer housed surge arresters are exposed to different 
types of stresses such TOV, switching overvoltages and 
lightning overvoltages. Moisture ingress may also cause 
accelerated ageing at the normal operating voltage. The 
surface deterioration and contaminant deposition on the 
specimen surface may cause a reduction in hydrophobicity 
of insulation material of a surge arrester.  These stresses 
may cause the instantaneous overloading that will result in 
puncture, cracking or flashover of ZnO block varistors.  

Hence, the failure of the surge arrester may appear in 
different ways: 

• The arrester with a polymer housing may burn 
open the external insulation; such failed arresters 
are shown in Figure 5. 

• The aged or overloaded arresters may show 
reduced protection against overvoltages, e.g. 
during transient overvoltage’s, for instance due to-
high energy temporary overvoltages, the arrester 
can fail before it actually has suppressed the 
overvoltages.  

• An arrester can cause an earth fault due to internal 
flashover, partial discharge (which can be caused 
by external pollution or birds, monkeys etc.) and 
temporal overvoltage (TOV) which can occur in 
electrical networks etc. 

The arrester failures may cause severe damage to the 
neighboring apparatus and be a safety risk for the 
maintenance staff. 

 

Figure 5: Metal Oxide surge arresters with polymer housing 
that failed during normal service operation. 

 
5. TEST SELECTION 

 
There are no simple, practical field tests that will determine 
the complete protective characteristics of surge arresters 

[12], but the condition of the metal oxide surge arresters are 
measured by performing different tests, such as partial 
discharge (P.D) [13], radio interference detection [3], 
leakage current measurement and infrared scanning (I.R). 
Polymer materials can have more easily show exaggerated 
ageing due to partial discharge and leakage currents on the 
surface. However, if these problems are not detected they 
can causes the strength and frequency of the partial 
discharge to increases [11] and also leakage currents and 
may lead to catastrophic failure of the metal oxide arrester 
on system. These phenomenon are dangerous and can cause 
a total outage of the metal oxide arrester [14].  
 
These tests can be performed with apparatus usually 
available, which will give sufficient information to 
determine whether the arrester can be relied upon to 
perform under normal conditions. By performing these 
measurements the information will be obtained and these 
tests will indicate units whose insulating qualities have 
deteriorated [12]. The following tests selected on this 
investigation were chosen after review of appropriate 
literature studies. 

• Leakage current test (offline)  
• Infrared scanning  

 
The testing will not only cover the surge arrester condition 
but it will also cover their major active parts, for instance 
zinc oxide varistor (ZnO) and insulation of arresters. 

5.1 Infrared thermography 
 

A defective surge arrester loses it characteristic as an 
insulator under power frequency condition. It will allow the 
leakage currents to flow through it. This can cause the 
temperature to increase inside the ZnO varistor which 
might cause the arrester to fail. However, to detect and 
diagnose a fault, it is vital to select a set of inputs whose 
information is reliable.  
 

 
 

Figure 6: Methodology applies 

Consequently, implementing the infrared thermograph as a 
tool for a data collection on this investigation will be 
helpful in obtaining the condition of surge arresters. 
Therefore, the methodology is applied for review on 
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120kV/65kA surge arresters on transmission substations of 
eThekwini electricity.  
It is recognized that if there is a temperature difference 
between two points, there will also be heat transfer between 
those two points. Therefore, heat can be transferred in 
number different methods such as conduction, convection, 
evaporation or condensation and radiation. Here the focus 
is more on moisture condensation.  
 
A Thermogram is a digital photo, taken by a device that is 
able to capture for example a lightning rod and codify its 
temperature using colors levels. As soon as all data is 
collected, it is necessary to apply digital image processing 
methods. This process enables the extraction of some 
thermographic variables from the thermogram (e.g. 
maximum and minimum temperatures). These variables are 
used by the diagnosis tool developed. The analyses are 
developed by considering some areas of the surge arrester 
thermograms by means of temperature gradient criteria. 

 
5.2 Leakage current test 

 
The current flowing from the hot conductor to ground over 
the outside surface of a device is called leakage current. But 
in case of the surge arrester insulation, it is the current 
flowing over the surface of the surge arrester insulation 
Fig.9 [12]. “If no ground exists, the current flowing from a 
conductive portion of a device to a portion that is intended 
to be non-conductive under normal conditions” [19].  
 
During normal service the surge arrester carries a 
continuous small leakage current flowing through the 
surface, typically in a range of 0.2-3mA [20]. The total 
current flowing through the arrester is composed of 
resistive leakage current. The resistive leakage current is 
produced due to the changes of the schottky barrier which 
is formed between the zinc oxide (ZnO) grains and 
increases with arrester deterioration or aging (which is 
caused by environmental factors such as UV, contaminants 
and humidity) [15],[16]. 
 
 However, the increase in the resistive leakage current will 
cause an increase in the power losses and hence increased 
temperature in the ZnO-block. The leakage current is 
directly proportional to hydrophobicity loss, especially for 
composite insulation.  
 
The more the loss of hydrophobicity or reduction of silicon 
insulation, the higher the leakage current [21]. These 
leakages current can cause damage to the stability of the 
arrester, particularly in the low conduction zone where the 
V-I characteristic of a ZnO varistor is very sensitive to 
temperature [8]. 
 

 

Figure 7: Leakage current flow to low resistance path over 
surface insulation. 

The leakage current flowing through the surge arrester 
consists of a large capacitive current Ic and a small resistive 
component Ir. For a complete surge arrester, the capacitive 
current depends on the number of varistor columns that are 
in parallel. Fig.8. shows waveform of the leakage current 
components when a rated operating voltage is applied to a 
surge arrester.  
 

 

Figure 8: Equivalent circuit of surge arrester and waveform 
of the leakage current components [15] 

Metal oxide surge arresters are known to exhibit an 
increase in resistive leakage current in relation with the 
arrester operating time [10]. As is well known, the increase 
of resistive and capacitive current will cause an increase in 
power losses (I²R) and thereby an increase in ambient 
temperature. So an increase in temperature may bring a 
surge arrester to a temperature which exhibits an 
inadequate safety margin of thermal stability. This depends 
on the overall surge arrester design [16].  
 
Heat dissipation is reduced at the centre of a column, as an 
arrester here is higher than those at the ends. Many 
researchers have reported that an increase of resistive 
current can be considered as an indicator of the arrester 
condition, and with the continued operation, in time it can 
cause failures or permanent degradation [10].  
 
The resistive leakage current is the most important factor in 
arrester diagnostics, but the total leakage current and third 
harmonic component flowing through an arrester are 
widely employed as an ageing indicator [13], therefore the 
goal of leakage current measurements is to find the 
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insulation performance of the insulator, as it has been 
reported by other researches, that the leakage current 
change according to contamination surface [17].  
 

5.2.1 Offline leakage current measurement 

Offline leakage current measurement can be performed 
with a mobile AC or DC test instrument. For safety 
reasons, the offline leakage current measurement is mainly 
to be used because it requires the surge arrester to be 
disconnected from the electrical system. The disadvantages 
of offline leakage current method are the cost of the 
required equipment and the need for disconnecting the 
surge arrester from the power system [13].  
 
Measurements carried out online under normal service 
voltage are the most common method. For practical and 
safety reasons, the leakage current is normally accessed 
only at the earth end of the surge arrester. In order to allow 
measurements of the leakage current that flows in the earth 
connection, the arrester must be equipped with a base 
insulated from the pedestal. 

 
6. SURGE ARRESTER EVALUATION 

 
Recently, eThekwini Electricity uses different types of 
family brand of surge arresters in substation for protection 
purpose on the system. The following brands are: 

• Surge arresters manufacture A 
• Surge arresters manufacture B 
• Surge arresters manufacture C 

Therefore, the data acquisition process will focus on the 
above mentioned brands. Hence, the graph below illustrates 
the failure of different brands from year 2001to 2004. 

 

Figure 8: Graph showing failure of arrester from year 2001-
2004 

7. INFRARED THERMOGRAPHY RESULTS 

The infrared (IR) analysis was conducted while the surge 
arresters were energized and under full load. Through the 
investigation eThekwini Electricity has discovered that the 

polymer housed surge arresters are showing heating inside 
the metal oxide while in operational service. 
The infrared (IR) analysis was conducted while the surge 
arresters was energized and under full load. Through the 
investigation eThekwini Electricity have discovered that 
the polymer housed surge arresters they showing the 
heating inside the metal oxide while in operation service. 
(Note that the yellow in center of the image is a hot spot). 
The measurements were completed on 3 different 
substations from October 2012 to November 2012. 
 

7.1 Inspection in Substation A 

The diagnoses were executed for ZnO surge arresters, 
station class surge arresters have superior electrical 
performance because their energy absorption capabilities 
are greater, and the discharge voltage (protection levels) is 
lower and the pressure relief is greater. They are polymeric 
encapsulated, installed at major substation A. This family 
type of surge arresters has affected the reliability of 
eThekwini transmission system. 

 

Figure 10: Thermo-grams for substation A, 2 arresters were 
showing high amount of heat 

7.2 Inspection in Substation B 

The following result were collected from ZnO surge 
arresters, polymeric encapsulated, installed at major 
substation B, located at line 1. The inspections were 
executed on 132 kV. 

 

Figure 10: The thermal heating problem with these arresters 
could have affected the reliability of the substation B line 2 
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7.3 Inspection in Substation C 

The following result were collected from ZnO surge 
arresters, polymeric encapsulated, installed at major 
substation C, located at line 2. 

 

Figure 11: Thermo-grams for substation C was showing the 
high amount of heating inside arrester 

 
 

8. FAILURE CRITERIA OF ARRESTER 
 
Since the outcomes of this study are dependent upon the 
standards used to assess satisfactory surge arrester 
behavior, the surge arresters were considered “failed” if 
their measured behavior did not matched the following 
standards.  

• Satisfying the performance levels guaranteed in 
manufacturers data.  

• Meet the required performance measures outlined 
in the pertinent industry standards.  

 
 

9. LEAKAGE CURRENT TEST RESULTS 
 
The following results from the tables below represent the 
offline leakage currents that were measured. The 
information includes the type and brand, the serial number 
and location (Red, White and Blue phases).  

The rated voltage of arrester is 98kV. The arrows indicate 
the measurements value of leakage currents in millampere. 

Table 1: Resistive currents in milliampere for manufacture A 

 

 

Table 2: Resistive currents in milliampere for manufacture B 

 

Table 3: Resistive currents in milliampere for manufacture C 

 

 

10. CONCLUSION 

The conclusion of this research was based on leakage 
current test and infrared scanning analysis of the family of 
surge arresters that are failing on the system. During the 
field trail evaluation in eThekwini Electricity substations, 
furthermore surge arresters that had been measured are 
proving to be in unsatisfactory condition. They were 
running abnormally hot inside the zinc oxide (ZnO) 
varistor. Moreover, surge arrester A were having a light 
spot in the midpoint of insulation, this demonstrates that the 
heat starts there because this type of brand on the middle of 
the surge the sealing collar between the last upper shed and 
first of lower shed (middle) was defected (figure 2).  
 
Therefore, this gives rise to moisture ingress and this was 
causing the heating inside vairstor blocks to increase. On 
this issue, the design must improve the joint sealing 
integrity by construct with a continuous rubber from top to 
bottom so as to increase life span of arrester. The total 
leakage current measurement was also performed in 
arresters in accordance with the recommendation from IEC 
standard [22] to gain additional information concerning 
condition of arresters. The increase in the resistive leakage 
current on the surface insulation does not necessary mean 
that the arrester will fail. Hence, the evidence we acquired 
will help us to improve the surge arrester specification so as 
to avoid failure in the future and will also benefit us with 
replacing them before they fail on the system. 
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Abstract: An artificial pollution testing chamber is presented in this paper which is designed in 
accordance to IEC and IEEE standards. The design of the chamber boasts a 23.12 m3 volume and is 
mounted on nylon wheels for mobility. To deliver the high voltage into the chamber a through-wall 
bushing is designed, which can withstand very heavy pollution at 49.5 mm/kV, at 132 kVL-L. A 
contamination control system provides manual control of 12 micro mist nozzles, responsible for 
generating salt- and clean-fog within the chamber. A data acquisition system allows for the 
monitoring of climatic data, while logging the leakage current across the test insulator over a 0-
25 mA range with 65 μA resolution. Leakage current results across glass discs and polymer insulators 
under clean- and salt-fog tests are provided and analysed. 

Key words: Artificial Pollution Testing, Salt Fog Test, Clean Fog Test, High Voltage Clearances, 
Leakage Current, Shunt Resistor, Data Acquisition System.

1. INTRODUCTION 

Modern power systems transmit electrical energy at high 
voltages within complex mesh systems, often over long 
distances through a variety of environments, requiring 
special considerations with regard to insulators used [1]. 
The main practical challenge of maintaining an ideal 
insulator in any transmission network is that all insulators 
have an external surface which will become contaminated 
with pollution at some stage of the insulator’s service 
life [2]. This pollution layer has the potential to carry 
leakage current, giving rise to heating, electrical 
discharges and erosion of the insulation material [1, 2]. 

IEC 60507, IEC 61245 and IEEE Standard 4 describe 
standard electrical test methods for insulators, such as 
salt-fog, clean-fog and heavy rain tests [3-5]. A mobile 
high voltage artificial pollution chamber is presented in 
this paper, to follow these standard testing procedures. A 
focus on the physical dimensions of the chamber is 
presented, along with the design of the through-wall high 
voltage bushing to deliver AC and DC voltages up to 
132 kVL-L. High voltage clearances are specified in the 
testing standards [3-5]. A contamination control system is 
developed, which is responsible for generating and 
controlling the salt- and clean-fog procedures. A data 
acquisition system based on the Arduino Mega 2560 
development board is used to measure and log leakage 
current, temperature and humidity over extended periods 
of time [6]. These leakage current measurements on 
various insulators are achieved through the use of a basic 
shunt resistor setup. 

These subsystems are evaluated, along with leakage 
current results from preliminary testing on multiple 
insulators, to determine the viability of this chamber for 
mobile, multi-voltage testing purposes. A key design 
aspect is that this is a research chamber and does not 
necessarily follow the typical standard testing procedures. 

2. BACKGROUND 

2.1. Relevant Standards 

Two standards provide the focus for the procedures 
outlined in artificial pollution tests; namely IEC 60507 [3] 
and IEC 61245 [4] for the AC and DC conditions 
respectively. Further information on these artificial 
pollution tests can be found within SANS 62217 [7] and 
IEEE Standard 4 [5], with general high voltage test 
techniques outlined in SANS 60060-1 [8]. For further 
classification of pollution conditions and the selection of 
insulators according to their polluted environment, SANS 
60815-1/2/3 provide the required information [9-11]. 

2.2. Comparison between Indoor and Outdoor Pollution 
Testing 

Extensive tests are required to evaluate different insulator 
designs and their behaviour under contaminated 
conditions to accurately predict their performance and 
lifespan in service [1, 12]. Indoor and outdoor tests are 
utilised, each with their own advantages and 
disadvantages. For outdoor tests, whilst the climatic 
variables are uncontrolled, over extended periods of time 
exposure levels will be similar to that experienced by 
insulators in similar environments. However, it is often 
difficult to relate exposure levels from one site to another, 
making it difficult to compare the performance of 
different insulators. Indoor or artificial pollution tests 
have been developed to normalise insulator exposure 
conditions, which reproduce these conditions occurring 
during service operation. These tests are designed to be 
representative, repeatable, reproducible and cost effective. 

2.3. Parameters for Insulator Performance 

Experience has shown that temperature, moisture and 
pollution levels are the most significant environmental 
conditions affecting the performance of an insulator, 

Proceedings of SAUPEC 2013

69



 
 

along with the surface properties of the insulator i.e. 
hydrophobic or hydrophilic [1, 12]. The development of 
leakage current and dry-band arcing is found to be a slow 
time-dependent process, where polymer insulators are 
found to be far more effective at suppressing and 
preventing the formation of dry-band arcing than 
conventional porcelain and glass insulators [1, 12]. Dry-
band formation and subsequent dry-band arcing is 
dependent on the evaporation rate of the conductive 
pollution layer. This is monitored by recording leakage 
current pulses and waveforms over time. The non-linear 
characteristics of the leakage current and dry-band arcing 
current results in significant 3rd and 5th harmonic 
components, which can be used along with the magnitude 
of the leakage current to determine the probability of 
flashover and hence the performance of the insulator [1]. 

3. CHAMBER DESIGN 

3.1. Physical Dimensions 

The structural frame of the chamber is a 2.5m×3m×3m 
cube, with a 0.33 m high pitched roof at 15°. This results 
in an overall volume of 23.12 m3. Figure 1 provides a 
basic model of the actual chamber, with the appropriate 
dimensions. Two sides of the chamber have clear, strong 
plastic for viewing purposes and a thick wooden plank 
supports the weight of the bushing. Steel gratings are laid 
on the floor to carry the weight of any person suspending 
or replacing the test insulator, while allowing the water to 
drain via the titled floor underneath. A plastic door has 
been made available on the opposite side of the bushing. 

A pitched roof allows for any build up of droplets, from 
the high humidity in the chamber, to roll off to the sides 
away from the test insulator. This ensures better results as 
dripping on the insulator affects its degree of wetting. The 
bushing is fitted 1.45 m above the steel base, with the 
interior high voltage end sitting 1.6 m into the chamber. If 
unsupported, the end sags to 1.35 m clearance from the 
steel gratings and clears a 1.25 m distance from any wall 
or ground point around it. For 76.21 kV, this satisfies the 
1 m per 100 kV requirement [3]. 

 

Figure 1: Chamber design model with dimensions. 

Protection is provided through visible earth points by the 
wheels of the chamber, ensuring the structure is properly 
grounded. Warning labels on the walls of the chamber 
and warning lights on the control box also provide visible 
protection. 

To provide a better view into the performance of the 
chamber under energised conditions, a 2-dimensional 
finite element analysis was performed. Figure 2 provides 
a wide view of the chamber and bushing and the relevant 
field lines at 76.21 kV. The largest field experienced is 
8.2 kV/cm. 

 

Figure 2: Equipotential plot for the wide view of the 
chamber at 76.21 kV. 

3.2. Bushing Design 

For the construction of the bushing, a hollow 15mm 
copper pipe is used for the high voltage delivery through 
the wall. To keep it mechanically strong, a mild steel rod 
is fitted inside the pipe (provides support). Fitting the 
bushing to the wall and providing separation from the 
high voltage involves a machined plastic mounting. This 
allows for hydrophobic weather sheds to be fitted over the 
copper pipe and sealed with silicone. IEC 60507 states a 
clearance of 1 m per every 100 kV and with the phase-to-
ground voltage for 132 kVL-L being 76.21 kV, a minimum 
length for the external side of the bushing is 1m [3]. For 
safety factors, and also taking into account DC 
conditions, a 1.2 m minimum length is sufficient. The 
interior side of the bushing requires a rating for very 
heavy pollution conditions (at 76.21 kV) and this provides 
a creepage distance of 50 mm/kV minimum. 

For the final dimensions, 31 sheds are used on the exterior 
side of the bushing to cover 1.2 m, and 40 sheds provide a 
creepage distance of 49.5 mm/kV on the interior side. To 
reduce excess corona on the end connections of the 
bushing, round aluminium pieces were machined and 
fitted [13]. They boast a threaded hole to easily screw in a 
6 mm connection. Figure 3 provides the dimensions. 
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Figure 3: Through-wall 132 kVL-L bushing diagram with 
relevant dimensions. 

3.3. Contamination Control System 

This system is responsible for the generation of the clean- 
and salt-fog within the chamber and was designed as per 
the standards [3-5]. The system utilises 12 micro mist 
spray nozzles with an average droplet size of 10 µm [14]. 
The physical dimensions of the chamber limited the 
placement of the nozzles, where the final layout selected 
consisted of two fixed vertical columns of 6 nozzles at 
0.5 m intervals, on opposite sides of the chamber (1.95 m 
from the test insulator). The water or salt solution is 
pumped at a maximum flow rate of 400 ml/min at 7 bar 
for the entire spray system and is manually controlled via 
a bypass valve. A reservoir and drip tray are needed to 
separate clean spray solution from used solution as the 
untreated steel grating deposit significant amounts of rust 
into the used solution which has the potential to block the 
spray nozzles. 

4. DATA ACQUISITION SYSTEM 

4.1. Measurement Unit 

The measurement circuitry is housed within an IP65 
plastic enclosure directly above the test insulator and 
contains transducers used to measure temperature, 
humidity and leakage current. An LM35 linear 
temperature sensor having a 0.5 ˚C accuracy and Relative 
Humidity (RH) measurements are achieved with the 
HMZ-435CHS1 linear output humidity module, which 
has a ±5% RH accuracy over the range of 10-90% 
RH [15, 16]. The temperature and humidity transducers 
are mounted on the underside of the enclosure to 
accurately determine environmental conditions 
surrounding the test insulator while ensuring no direct 
contact with spray droplets. 

Measurements of surface arcing on insulators for HVAC 
and HVDC testing have previously been achieved by low 
sensitivity monitoring of current within the 25-100 mA 
range; however, they do not show how changes in leakage 
current and dry band formation on insulators propagate 
over time [12]. This system is designed to measure 
leakage current until dry band arcing occurs, requiring 
leakage current measurements of between 0-20 mA. 
Leakage current measurements are obtained through the 
typical shunt resistor circuit shown in Figure 4, where 1-
100 Ω shunt resistors were tested, giving the relation 
          . A 100 Ω shunt resistor was installed in 
the final design giving the relation              , 

ensuring a significantly higher signal to interference ratio 
and sensitivity [17]. 

 

Figure 4: Leakage Current Measurement Circuit. 

A cable comprising of six pairs of individually screened, 
twisted pair conductors is used for the transmission of 
voltages from the measurement unit to control box. This 
cable is selected due to its screening properties to provide 
shielding from electromagnetic interference and 
electrostatic interference from corona discharges, pump 
motor and radio-frequency transmitters [17]. The screen 
is connected directly to earth only at the measurement 
unit to ensure effective bonding to earth and to prevent 
loops for electromagnetic coupling [17]. 

4.2. Signal Conditioning 

Signal conditioning circuitry, comprising of filters and 
ultra-low offset voltage operational amplifiers, eliminates 
the need for external nulling and providing high 
accuracy [18]. The output voltage from the shunt resistor 
is passed through an inverting amplifier with adjustable 
gain, achieved through a multi-turn potentiometer, to 
allow easy calibration. A final gain of 0.75 is selected for 
the 100 Ω shunt resistor. An inverting summing amplifier 
provides a 2.5 VDC offset to the amplified voltage signal 
in order for the ADC module to record the negative half 
cycles of the waveform. From the Nyquist sampling 
theorem, a continuous signal can only be reconstructed if 
the frequency components of the signal are less than half 
the sampling rate. Since the highest harmonic of interest, 
is the 5th harmonic (250 Hz), an active second order 
500 Hz low pass filter is introduced to the system to 
remove interference from higher frequencies [17]. 

4.3. Software Routines 

The Arduino Mega 2560 development board (Mega) has a 
10 bit Analogue to Digital Converter (ADC) which uses 
successive approximation to convert analogue voltage 
signals between 0-5 V into a digital representation within 
a minimum of 100 µs [6]. An Arduino Ethernet 
Shield [19] and DS1302 Real Time Clock (RTC) are 
attached to the Mega in order to facilitate logging of 
recorded data within a structured directory system 
according to the start time and date of any test within the 
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chamber (i.e. 19-10-12/M14-36.txt). 

Software routines are developed to avoid clashes between 
conversions, calculations, data storage and 
communications through the use of accurate timing, 
provided by software interrupt routines and two buffers. 
Each buffer contains 256 ADC samples (512 bytes) and is 
chosen to allow continuous storage and serial 
transmission of data without large delays during analogue 
sampling and exhausting the memory limitations of the 
Mega [6].  

Leakage current is sampled at 2 kHz by the Mega, which 
stores the first 256 samples within buffer1 before 
storing the next 256 in buffer2. Once buffer1 is full, 
samples are written to buffer2 and the data contained 
within buffer1 is written to a microSD card present on 
the Ethernet Shield and sent serially at a baud rate of 
115200 as the integer value recorded (between 0 and 
1023). This process then switches once buffer2 is full of 
sampled data. Temperature and humidity inputs are 
sampled at approximately 8 Hz and converted to their 
corresponding temperature and relative humidity values 
based on the output characteristics of the transducers. 
Environmental conditions and the run time of the active 
tests are displayed on an LCD display mounted on the 
front of the control box, along with a basic user interface 
comprising of push buttons. 

5. PRELIMINARY TESTING 

The voltage across the 100 Ω shunt resistor is monitored 
and logged through an Arduino-based measurement 
control box. A 1 Ω shunt resistor does not provide a 
measurable leakage current in comparison to that of the 
100 Ω. An oscilloscope and multimeter monitor the 
values and waveforms recorded across the resistor during 
the test. This is to ensure the logged data corresponds to 
the actual measurements. 

Two glass disc insulators were cleaned and a salt fog test 
performed at rated voltage of 30 kV, with a solution of 
50 g/l. Figures 5 and 6 provide the leakage current results 
and the FFT of these to view the significance of the third 
harmonic [20]. The same discs were then sprayed with a 
salt solution of 224 g/l, allowed to dry and a clean-fog 
procedure was performed. Figures 7 and 8 provide the 
necessary resultant waveforms. 

A 33 kV polymer insulator was coated with kaolin and a 
salt fog test performed with a 50 g/l solution. No 
measurable leakage current was recorded in the 
preliminary stages of the test, but the waveform 
progressed to a sinusoidal shape with a peak voltage of 
0.03 V. The relevant waveforms are provided in Figures 9 
and 10, for the magnitude and FFT of the leakage current 
respectively. 

 

Figure 5: Leakage current across the 'clean' discs. 

 

Figure 6: FFT of the leakage current results across the 
'clean' discs. 

 

Figure 7: Leakage current across the 'dirty' discs. 

 

Figure 8: FFT of the leakage current results across the 
'dirty' discs. 
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Figure 9: Leakage current across the polymer insulator. 

 

Figure 10: FFT of the leakage current results across the 
polymer insulator. 

An interesting observation occurred on the oscilloscope 
when performing a very heavy pollution test on a 24 kV 
polymeric insulator. Large discharges were viewed in 
correlation to the peaks of the supply voltage which 
corresponds to corona discharges discussed by Bologna, 
et al [21]. 

6. OBSERVATIONS 

6.1. Bushing Performance 

A key observation relates to the performance of the 
bushing as the testing progresses and the chamber 
becomes more heavily polluted. This resulted in tracking 
at the plastic junction. In the first instance, this occurred 
at ~30 kV. The weather shed was then sealed to the 
junction and the bushing was cleaned. Further tests then 
resulted in the discharges occurring above ~40 kV. 
Unfortunately this is not acceptable for testing conditions 
as the bushing is rated up to 76.21 kV. A possible solution 
requires the elimination of the conductive layer on the 
plastic junction before each test commences. Once the 
elimination of this conductive layer is achieved, the 
electrical field stress on the interior copper conductor is 
reduced and tracking is eliminated or at least very much 
reduced [13]. 

6.2. Contamination Control System Performance 

The contamination system ideally requires atomising 

spray nozzles to deliver clean water or a salt solution at a 
rate of 500 ml/min/nozzle with an average droplet size 
between 5-10 µm [3-5]. The number of nozzles required 
is dependent on the length of the test insulator and they 
are placed on opposite sides of the chamber, a minimum 
of 3 m away at 0.6 m intervals [3-5]. The maximum flow 
rate of the contamination system was found to be 
400 ml/min when the bypass valve was fully closed, 
resulting in a pressure of 7 bar. As discussed previously, 
the droplet size produced is 10 μm; however the flow rate 
of the solution is significantly lower. Extra nozzles were 
installed to compensate, but these do not meet the 
minimum distance requirements. Overall, a relative 
uniform spray distribution is achieved within the chamber 
as required, with a slightly higher distribution on the 
lower sheds of the test insulator and chamber bushing. 
The relative humidity of the chamber is found to increase 
to 85% during a 20 minute test, with a steep increase 
during the first 7 minutes of a test, and a slow decrease in 
humidity when the sprays are inactive after a test. One of 
the predominant disadvantages of the system involves the 
use of a drip tray limiting the maximum test time to 40 
minutes. 

6.3. Data Acquisition System Performance 

The limited leakage current measurement range 
(approximately 35 mApeak) and low sampling speeds are 
the main disadvantages of the implemented data 
acquisition system. However, the increased accuracy 
allows the measurement of leakage current up to  65 µA. 
Additionally the system only records the leakage current 
waveform, but cumulative charge and pulse recording can 
provide more meaningful information during extended 
periods of testing [12, 22]. Measurement of 
environmental conditions within the chamber satisfies the 
standard requirements [8], where temperature and 
humidity measurements are within an expanded 
uncertainty of 1 ˚C and 1 g/m3 respectively. The gain of 
the signal conditioning circuitry was found to be highly 
stable, however the DC offset varied from test to test by a 
maximum of 3 mV. 

6.4. Evaluation of Results 

The first test involves the ‘clean’ discs, which initially 
displays a low leakage current that gradually increases as 
the test progresses. The FFT of these waveforms displays 
the significance of the third harmonic, which increases as 
the test progresses and this falls in line with findings 
discussed by Suda [20]. 

For the initially ‘dirty’ glass discs, a large leakage current 
and high 3rd harmonic contribution is noted. This is due to 
the heavy pollution on the discs. As the test progresses, 
the contribution from the 3rd harmonic and even the 1st 
harmonic reduces. This is because the clean fog gradually 
cleans the glass discs, reducing the pollution layer. 

Low leakage current results are expected for the polymer 
insulator due to its hydrophobic surface. This prevents the 
pollution on the surface from forming continuous paths 

Proceedings of SAUPEC 2013

73



 
 

for the leakage current to easily flow and consequentially 
result in dry-band arcing. The pre-conditioning should 
provide higher leakage current results as the pollution can 
accumulate on the new hydrophilic layer provided by the 
kaolin on the insulator surface [23]. A clear increase in 
the leakage current is noted as the test progresses, with 
the sinusoidal 50 Hz waveform clearly seen. Further, 
more intense pre-conditioning may be required. A 
limitation of the existing supply is the current rating, at 
330 mA for over load conditions. The standards state that 
the minimum supply current required for a specific 
creepage distance of 25 mm/kV is at least 1.35 A [3]. 
These insulators can be subjected to much higher 
pollution conditions, which would require an even higher 
supply current. 

7. CONCLUSION 

The mobile artificial pollution research chamber is 
designed in accordance to IEC and IEEE standards, 
adhering to clearance specifications and following the 
salt- and clean-fog generating systems and testing 
procedures. Final dimensions for the chamber stand at 
23.12 m3, with a minimum clearance of 1.25 m. The high 
voltage bushing is rated at very heavy pollution up to 
49.5 mm/kV, at an overall length of 2.9 m. Both ceramic 
and polymer insulators could be tested in the chamber up 
to 132 kVL-L. The bushing is currently limited to ~40 kV 
until further treatment or cleaning is applied to the 
junction. A contamination control system provides 
manual control of 12 micro mist nozzles responsible for 
controlling the salt- and clean-fog within the chamber. 
Additionally a data acquisition system allows monitoring 
of temperature and humidity within the chamber, along 
with the leakage current over the 0-25 mA range with a 
65 μA resolution. Higher leakage current results were 
obtained across the glass disc insulators in comparison to 
that of the polymer insulators. 
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Abstract: The cost of HVDC terminal equipment is reducing making the benefits of HVDC, 
especially point-to-point transmission, more attractive.  This paper explores the characteristics of 
HVDC lines and proposes steps for the optimisation of the line with regard to the selection of tower 
and conductor types.  HVDC lines differ from HVAC lines in that there are many more options 
available to the designer.  Each pole, for example, need not be on the same tower or follow the same 
route.  Impedance is not a function of bundle size or phase spacing and capacitance to ground can be 
neglected.  In addition the voltage can vary per scheme and is not dependent on the surrounding 
network.  The paper proposes determining the voltage of the line up front as this is a function of 
power and length.  Once this is determined the line configuration and conductor and tower family can 
be optimised.   
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1. INTRODUCTION 
 

HVDC lines are different from HVAC lines in that they 
have more tower configuration options possible.  The 
poles need not be on the same structure and may follow 
different routes.  There may also be a ground or metallic 
return. 
 
Thus in optimising HVDC lines one needs to understand 
the key parameters of the line and what tower, pole 
spacing or height above ground and what bundle 
configuration needs to be in place to realise the optimum 
line design. 
 
It is also necessary to understand the meaning of 
optimisation [9].  In this case it implies meeting the 
design and power flow constraints (such as resistance and 
corona) for the lowest cost.  It also implies producing a 
design which allows the lowest Life Cycle cost (LCC) or 
a balance between LCC and the design and power flow 
constraints. 
 

2. CHARACTERISTICS OF HVDC LINES 
 

HVDC lines are normally point-to-point connections and 
as such can have a voltage and power flow tailor made to 
the requirements of the grid.  In addition, that the 
conductor poles need not be on the same structure 
imposes fewer constraints for optimisation. 
 
2.1 Load Flow Characteristics 
 
The load flow on DC lines is determined merely based on 
the V=IR; Ohm’s law.  The maximum power flow is a 
function of the permissible volt drop and the line length 
[1].  Thus, with a higher sending end voltage, lower 
resistance and shorter distance the power flow can be 
increased.  As there are limited means to adjust the 

distance the designer has the option of sending end 
voltage, allowable voltage drop, and resistance. 
 
2.2 Calculation of DC resistance 
 
The DC resistance of a conductor is determined by 
calculating the resistance of each stranding layer and 
adding the combined resistance of each layer as per the 
parallel resistance equation [2].  The resistance of each 
layer is a function of the resistivity of the material, the lay 
ratio and the diameter of the strand wire.  The ferrous and 
non-ferrous components of the conductor can be 
calculated separately and added as per two parallel 
resistors [2]. 
 
2.3 Different conductor types 
 
The conductor type and selection for HVDC is similar in 
process and options to HVAC lines [7].  However, due to 
the normally higher load factor of HVDC lines which do 
not depend on network impedance to determine load flow 
down the line, it may be prudent to use conductors with 
higher aluminium to diameter ratio.  These conductors 
will have trapezoidal or z shaped strands to ensure there 
are minimal air gaps between the strands and layers.  This 
allows for lower resistance than round stranded 
conductors for the same diameter. It is therefore possible 
to increase the power flow for the same wind loading on 
the towers. 
 
High temperature conductors [8], (conductors that sag far 
less than conventional conductors and operate up to 
250oC) may be an option if the peak power flow 
requirement is uncertain and the link may be required to 
transmit higher power levels for short periods of time.  
This may be the case for connection to wind generators. 
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2.4 Corona inception gradient 
 
The inception gradient of corona in DC (negative corona 
has a lower inception voltage than positive) is a function 
of the conductor roughness, the radius and the air density 
[3,4].  The smaller the conductor diameter, the rougher 
the conductor, the lower the air density, the lower will be 
the inception voltage.  This means that the conductor will 
have corona present at a relatively low voltage.  The 
maximum voltage stress present on the conductor is 
dependent on the bundle diameter, height above ground 
of the conductor bundle, the diameter of the conductors in 
the bundle and the spacing between the poles.  It is 
important to ensure the maximum voltage present is 
below the inception gradient. 
 
Therefore, as with AC parameters, the gradient is 
dependent on the size of the bundle and the pole spacing 
as well as height above the ground.  The larger the 
conductor diameter and the more subconductors in the 
bundle the more resistant the bundle is to corona.  The 
voltage to ground can therefore be increased and the 
power capability improved. 
 
The corona power loss is a function of the extent to which 
the line exhibits corona at a certain voltage.  This 
parameter should be as low as possible to avoid increased 
losses in the HVDC transmission. 
 
2.5 Mechanical considerations 
 
These are similar in DC and AC lines.  However, a choice 
of monopole HVDC lines may force the conductor 
bundle to reside on one side of the tower inducing forces 
around the base and resulting in a higher cost than a 
bipolar line.   
 
Wind loading and conductor selection based on the 
percentage steel in the conductor and diameter are 
important considerations for mechanical optimisation. 
 
2.5 Thermal considerations 
 
The thermal rating of the conductor is a function of 
conductor temperature relating to sag and height of the 
conductor above the ground. 
 
In the case of DC current there is no magnetic heating as 
found in AC steel-cored conductors [10,11].  This means 
the resistance does not increase with current in the case of 
DC which is an advantage. 
 
With HVDC transmission the load factor is likely to be 
higher than with HVAC lines and as such the cost of 
losses is a major consideration.  Thus in long point-to-
point lines the conductors with larger aluminium areas 
resulting in lower overall losses are likely to provide for 
optimal design.  In the case of peaky loads such as in the 
case of wind generators, high temperature conductors 
may be used.  These will result in a high transfer 

capability without incurring large I2R losses.  This 
assumes the voltage drop will not be excessive under 
maximum power flow. 
 
2.6 Conclusion on parameters 
 
The table below summarises the options relating to 
conductor and bundle selection for HVDC lines.  Where: 

• “Bad” implies that the option chosen will require 
that parameter to be studied in depth and 
mitigation action taken.   

• “Good” means that the parameter will be 
favourably influenced by action (e.g. the voltage 
drop will be lower with large Al area 
conductors). 

• “Neutral” means that the parameter chosen will 
not be affected by the choice of action. 

 
Action Parameter Voltage 

drop 
Corona Mechanical 

loading 
Thermal 
rating 

+ and - pole 
spacing decrease 

Neutral Bad Good Neutral 

Large Al area/cond 
(less conductors) 

Good Bad Good Bad 

Diameter bundle 
increase 

Neutral Bad Bad Neutral 

High steel content Neutral Neutral Bad Good 
 
Table 1 Relationship between actions taken in line 
design and effect on voltage drop, corona, mechanical 
loading and thermal rating 
 
It is apparent that for low corona and corona loss, the 
requirement is for a high number of sub conductors in the 
bundle.  This needs to be coupled with low overall bundle 
diameters and high pole spacing. 
 

3. OPTIMISATION PROCESS 
 

 
For HVDC lines the optimal voltage selection for a given 
power flow and distance is possible.  This combination of 
parameters has been investigated [5] using a very 
comprehensive analysis of costs of a range of line 
configurations, voltages, and terminal stations.  Fig. 1 
allows a designer to rapidly determine the voltage level 
for a particular load and line length. 
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Figure 1: Optimal voltage as a function of converter 

station power and line length [5].  The yearly 
cost (y axis) is the line investment and losses as 
well as station cost. 

 
In Fig. 1, three sets of line length are indicated namely 
750 km, 1500 km and 3000 km and sets of curves of the 
costs for the alternative voltages are indicated.  From this 
the boundaries of changing optimal voltage is identified.  
For example, for 1500 km with power transfer below 
3500 MW the voltage ±600 kV is the most economic 
whereas above this level ±800 kV is preferred. [5]. 
 
This work provides a good indication of the required 
system voltage and can be used as the first step in the 
optimisation process. 
 
3.1 Steps for optimisation 
 
Based on the above the following steps are proposed for 
optimisation of HVDC lines. 
 
Decide On Optimal Voltage: From the curves of Nolasco 
[5], the voltage level can be decided.  There is therefore 
no need to initially design lines for different voltage 
levels.   
 
Decide On The Conductor/Bundle Configurations: The 
bundle configuration and pole spacing can determine the 
corona inception voltage.  This can be optimised to 
reduce the overall line losses. 
 
The following figure from [5] indicates the percentage of 
costs for different voltages for a given power transfer.  
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Figure 2: Cost parcels in % of total for each case 
(1500 km line) [5] 
 

Of note in Figure. 2 is that the corona power losses are 
relatively low in cost.  This is due to the line designs 
ensuring that the Emax (maximum voltage gradient present 
on the conductor) is below the Ec (voltage at which the 
conductor will exhibit corona) values so the conductors 
will not be running in corona.  The converter losses are 
higher than the line costs and losses combined which 
indicate that the voltage selection needs to be carefully 
chosen.  This is especially true where the case being 
considered is in the border of two voltage levels.  It 
should be noted that for HVDC voltage levels, the 
discrete voltage levels are based on standard equipment 
presently in use at those levels.  The actual operating 
level of the line can be varied below the highest rated 
level. 
 
Optimise The Line Design: With the voltage known and 
the number of conductor bundle options determined, it is 
possible to determine the tower and conductor foundation 
combination that is optimal for the power transfer and 
line length considered. 
 
The tower configurations are more varied in the case of 
HVDC than in HVAC.  Monopole, bi-pole, and tri-pole 
are possible, as well as bi-pole with a metallic return. [12] 
 
In addition to these options there are also the options of 
guyed vs. self-supporting, cross rope, mono-pole or H-
pole, etc.  The foundation and total line cost will depend 
on these options chosen. 
 
From this design process, it is suggested to use an 
indicator (referred to in the next section.  Note 
development of the indicator is beyond the scope of this 
paper but is described elsewhere [6]) which will 
objectively determine the best set of options from a group 
of design options.  
 
Re-check the voltage line design converter combination: 
From the initial determination of the voltage and the 
converter design relating to the voltage choice, it is 
necessary to recheck the final design to determine 
whether the original assumptions are valid or not.  If 
valid, the line design can be finalised based on detailed 
analysis of the final group, as indicated by the objective 
determination process [6]. 
 

4. HVDC INDICATOR FOR OBJECTIVE 
DETERMINATION OF LINE DESIGN. 

 
Based on the analysis [6], the following can be used as an 
Appropriate Technology Indicator for HVDC.  Note that 
an indicator for optimisation was introduced by the 
author for HVAC previously.  The HVDC indicator is 
novel and has not been in use before. 
 

IC

MVA
wICPwLCCwATI thermal

losscoronadc 321 ++=

 (1) 
 
where 
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ATIdc-Appropriate Technology Index for DC lines 
 LCC-is the life cycle cost expressed in terms of a score 
from 1 to 10 and IC is the initial cost. 
Plosscorona-is the power loss due to corona. 
IC-is the initial cost. 
MVAthermal is the thermal rating of the line and depends, 
on the templating temperature of the line. 
 
The terms in the ATIdc equation are normalised into a 
score out of 10 to ensure these terms can be added. 
 
The weightings are determined by system operators, but 
the analysis should vary the weightings and take the 
option with the highest ranking across all variations of 
weightings.  This will represent the most robust design. 
 

5. CASE STUDY. 

 
Singh [1] provides 3 examples for 500 kV lines with the 
parameters shown in Table 2.   
 
In the process described the first step in the design 
process is to determine the optimum voltage to use.  This 
is done using the figure 1 [5].  In using this 800 kV 
should have been chosen.  Thus the examples in the 
500 kV range, discussed below, are for example only and 
would suit a power transfer of 1500 MW for 3000 km. 
 

Table 2 Data For Three Cases At 500 kV 
 
Where 5 IEC 800 means 5 conductors of type IEC 800 
[6] 
 
In deriving the above table, the following assumptions 
were made [1] 
 
Aluminium costs as follows: R360/mm2 (500kV), 
R380/mm2 (600kV), R420/mm2 (800kV) 
R20/MWh was used to calculate the cost of losses 
 
The losses include the corona loss which was calculated 
as an average of the fair and foul weather conditions.  
The life cycle of the asset was assumed to be 25 years 
 
From the above the following ratios and scores are 
calculated for Table 3.  It is assumed for the scores that 
the 5 IEC 800 conductor case is the base case with a 
score of 3.   

 
Table 3 Scores For Ratios 

 
In determining that the IEC 800 is the “normal or 
present” practice with a score of 3/10.  One point on the 
curve is then determined.  It is necessary to determine the 
other point in order for the line equation to be 
determined.   
 
For LCC the score of 10 was assumed for a LCC of 
R10bn (negative slope as the lower the better).  For the 
corona loss ratio a value of 100 (kW/ kmR) (negative 
slope) was taken as a score of 10 and for the thermal 
rating a value of 500 (Amps/Rand) was assumed to obtain 
a score of 10.  Note that although the assumptions for the 
score of 10 are fairly random the overall comparison of 
the scores of the different options is still valid as the same 
scoring curves are applied to all cases. 

 
Using the above scores, the weighting factors were 
varied, giving the results shown in Table 4.   
 
 

CASE 0.8,0.1,0.1 0.4,0.4,0.2 0.2,0.4,0.4 0.1,0.1,0.8 0.1,0.8,0.1 0.4,0.2,0.4 

5 IEC 800 3.00 3.00 2.99 2.99 3.00 3.00 

5 BERS 4.01(2) 4.05(1) 3.94(1) 3.65(1) 4.21(1) 3.88 (1) 

4 IEC 800 4.46(1) 4.00(2) 3.64(2) 3.21(2) 3.79 3.82(2) 

  
 

Table 4 Varying Weighting Factors And Ranking 
(Brackets) 

 
Table 4 indicates that the option 2 of 5 Bersfort 
conductors ranks as the best option for the wide range of 
weighting factors and it can be concluded that this is the 
best option.  In this case the life cycle cost option gives 
the option 3 as the best option.  Thus, if LCC is the main 
criteria for the utility this option may be chosen.  
However, the best result as a function of the initial cost is 
the option 2. 
 

6. CONCLUSION. 
 
In summary the process for optimisation of HVDC lines 
is as follows: 
 
The optimisation process for a line design given a power 
transfer and line length requirement is proposed as 
follows: 
 

• Determine the voltage level from the methods 
proposed by Nolasco [5].   

• Determine the conductor/bundle configurations 
that will meet the corona level limits for the 
selected voltage level 

• Determine the range of tower, conductor and 
foundation combinations using an objective 
indicator. 

• Once the final group of line design options have 
been finalised, revisit the voltage, converter, line 
design options to check if the options chosen are 
indeed valid.  If not the process needs to be 
restarted.  

• Finalise the system design. 

CASE LCC 
(Rbn) 

LOSSES 
(Rbn) 

CORONA LOSS 
kW//km 

THERMAL 
(AMPS) 

5 IEC 800 20.45 1.45 17.45 4650 

5 BERSFORT 18.91 1.61 17.45 4375 

4 IEC 800 17.86 1.76 19.95 3720 

CASE LCC  CORONA*IC  THERMAL  
5 IEC 800 3 3 3 
5 BERSFORT 4.03 4.3 3.52 
4 IEC 800 4.73 3.78 2.94 
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The process of optimisation of HVDC is similar to that of 
HVAC lines [6].  HVDC applies different parameters 
which can vary.  HVDC voltage options are wider than 
HVAC.  A wide variety of different tower types with 
single pole, bipole or bipole with metallic return or tri 
pole structures can be considered.  Despite the wide 
variety of alternatives, an objective indicator has been 
developed [6] together with an optimisation process. 
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Abstract: A new solid state DC breaker called the Z-Source breaker has shown promise for 
application in HVDC. The sensitivity of this breaker has not yet been investigated. This paper 
presents a sensitivity analysis performed on a 24V practically constructed Z-Source breaker. The 
operation of the Z-Source breaker is verified using comparisons to simulations. The sensitivity 
analysis focuses on time taken to dissipate fault energy and time taken for the breaker to commutate 
off. The curve generated for turn off time measured at different fault currents is likened to preset 
IDMT curves used by some protection relays for the purpose of protection coordination. 
 
Keywords: Z-Source breaker, sensitivity analysis, IDMT curve 
 
 
 

1 INTRODUCTION 
 
With the increasing number of people becoming 
interested in decreasing their carbon footprint, the 
demand for renewable energy has gone up considerably. 
For some, sources of renewable energy are long distances 
away. To transfer energy efficiently over these long 
distances HVDC links are the most efficient mode. Using 
an HVDC network to connect many renewable sources to 
consumers would reduce costs and would come with 
benefits such as load sharing. The protection system of 
such a network is a very important component. One of the 
key components of an electrical protection system is the 
circuit breaker. 
 
One of the main technologies which have to be properly 
developed for multi-terminal HVDC networks to be 
possible is HVDC circuit breakers. DC circuit breakers 
which can act at voltages in the 100kV to 500kV range 
during high short circuit currents do not exist as yet. 
There have been many proposed designs for high voltage 
DC circuit breakers from as early as the 1980’s. These 
breaker designs had shortfalls in either the time of 
operation or the energy handling capability. The common 
schemes involving mechanical breakers and the principle 
of electrical resonance were always too slow for 
application to short circuit conditions due to the 
limitations of the opening time of mechanical breakers 
[1]. The reliability of mechanical breakers which use the 
principle of electrical resonance for energy dissipation is 
low since an arc is required to trigger the resonant circuit. 
Solid state breakers using semiconductor devices in place 
of mechanical breakers are more promising in terms of 
time of operation. One of the main considerations when 
using semiconductor switches is still the dissipation of 
the fault energy once the breaker has acted. Some 
circuitry (often complex) is needed to handle the 
dissipation [1]. 
 

A new type of solid state breaker called the Z-Source 
breaker [2] shows promise for use in HVDC. This 
breaker was originally developed to be used in the 
protection system for the electrical network on a ship. It 
features fast turn off, automatic commutation, efficient 
dissipation of fault energy and simple circuitry. The 
reaction of the Z-Source breaker to different fault 
conditions has not been tested as yet. The aim of this 
paper is to present results of testing a 24V Z-Source 
breaker under different fault conditions. 
 

2 EXISTING DC BREAKER DESIGNS 
 
The concept of DC breakers has been around since 1964. 
The earlier designs such as the parallel path breaker and 
the DC air breaker relied on an electrical arc created by 
opening a classical air breaker to commutate off [3]. The 
later introduced triggered fault current limiters solved the 
problem of fuse conduction losses by only introducing 
the fuse into the main conduction path during a fault 
condition. It did this by using explosives to destroy a 
section of conductor so that fault current flows through 
the fuse in parallel with the destroyed section [4]. With 
the introduction of semiconductor switches, hybrid 
switching was developed. This was a combination of 
semiconductor switches and classical AC breakers which 
attempted to create a current zero for the AC breaker to 
open on [3]. Superconducting Fault current limiters, a 
very recent technology, hold a section of conductor at a 
temperature which makes the conductor superconductive. 
During a fault, the temperature of the conductor would 
increase making it lose its superconducting nature and 
therefore experience an increase in resistance. The extra 
resistance limits the fault current [5]. Solid state breakers 
use semiconductors to provide dielectric isolation to a 
fault. The Z-Source breaker is the most recent solid state 
breaker technology (June 2012). It used a resonant circuit 
to create a current zero which would commutate a 
thyristor in the main current path off [2]. 
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Figure 1: DC Breaker Technologies 

3 THE 24V Z-SOURCE BREAKER 
 
The test circuit consists of a 24V DC power supply 
connected to a resistive load via a Z-Source breaker 
(Figure 2). A fault would be applied across the load. Due 
to the availability of transformers for the DC power 
supply and SCR’s for use in the breaker, a 24V system 
was decided upon with a variable fault level from 
approximately 1Ω to 20Ω. The available SCR had a 
holding current of 5mA. The normal load was therefore 
chosen as a 200Ω resistor in order to ensure an operating 
current of approximately 120mA, well above the holding 
current. The reverse recovery time of the SCR being used 
is 100µs. The capacitor and inductor values therefore had 
to be specified so that once resonance occurs, the time 
taken for the thyristor to become forward biased would be 
longer than 100µs giving the SCR enough time to 
complete reverse recovery. 0.1Ω resistors were used in 
series with the breaker capacitors and inductors current 
measurement purposes (Figure 3). A 0.5Ω resistor in 
series with the SCR was used to measure the current 
through the SCR (Figure 3). 
 

 

Figure 2: Experimental setup 

 

Figure 3: Z-Source breaker measurement resistors 

Before building the 24V circuit, the breaker performance 
was simulated using the Electronics Workbench Multisim 
software. These simulations were used to check whether 
the practical breaker was functioning correctly. The value 
of the measured result is approximately the same as the 
simulated result for the transient inductor, capacitor and 
fault currents (Figures 4, 5, 6). The transient waveforms 
are also very similar. Notice the oscillations in the 
transient waveforms (Figures 4, 5, 6). These oscillations 
begin to appear as fault resistance increases. They occur 
as a result of the charging and discharging of the 
capacitor and inductor. For very low fault resistances 
there is higher current which takes a longer time to 
discharge. Before the end of one oscillation the energy 
will have been dissipated by resistance in the breaker 
making the waveform seem without oscillations. The 
amplitude of the oscillations in the measured result is 
lower because of parasitic resistances in the practical 
circuit. The small bump at the start of the measured 
transient waveforms is caused by a small flashover inside 
the fault application switch. The current spike caused by 
the flashover can be clearly seen in Figure 6. 
 

 

Figure 4: Transient Capacitor Currents 
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Figure 5: Transient Inductor currents 

 

Figure 6: Transient Fault Currents 

With reference to Figure 7, the SCR current waveform in 
simulation shows a dip below zero and then a rise above 
zero for a short time. This is caused by the reverse 
recovery of the SCR which initiates as soon as the SCR 
current reaches zero. This dip is not seen in the measured 
result due to the fact that the SCR used had a holding 
current of 5mA and possibly underwent reverse recovery 
before the SCR current reached zero.  

 

Figure 7: Transient SCR currents 

4 SENSITIVITY ANALYSIS 
 
The Z-source breaker was tested under different fault 
resistances from 0.2Ω to 19.7Ω. Each reading shown in 
the plots to follow is an average of the readings from five 
tests performed under the same conditions. The values 
measured for each test were the maximum fault current, 
the time taken to dissipate the fault current and the time 
taken from the application of the fault to the end of the 
reverse recovery of the thyristor. The plot of time to 
dissipation of fault current against fault resistance (Figure 
8) could be approximated to a linear relationship. It 
shows that as fault resistance is increased, the time 
needed for fault energy dissipation increases. The one 
point on the plot which does not conform to the trend 
occurs at 0.2Ω fault resistance and is due to the inductor 
becoming saturated, therefore increasing the time needed 
for dissipation of the fault energy. The plot of peak fault 
current against fault resistance (Figure 9) revealed that 
fault current increases as fault resistance is decreased. 
The curve can be approximated to be a power curve. 
Since the plot in Figure 8 approximated to a straight line 
and the plot in Figure 9 approximated to a power curve, 
the plot of time taken to dissipate fault energy against 
peak fault current should be a power curve. The plot does 
approximate to a power curve as can be seen in Figure 
10. 
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Figure 8: Dependence of fault dissipation time on fault 
resistance 

 

Figure 9: Dependence of peak fault current on fault 
resistance 

 

Figure 10: Plot of dissipation time against peak fault 
current 

The plot of thyristor turn off against fault resistance 
(Figure 11) approximated to a 6th order polynomial when 
the point where the fault resistance was 0.2Ω was 
omitted. That point demonstrated a turn off time of more 
than 200µs which is much greater than all the other 
readings. The thyristor turn off time decreases with fault 
resistance until the fault resistance is dropped below 4Ω. 
From Figure 9 it can be seen that near 4Ω the peak fault 
current is between 4 and 5 Amperes. From simulations it 
was found that inductor current is almost half the value of 
the fault current. The inductors used in the building of the 
Z-Source breaker have a saturation current of 2A. The 
inductors were therefore heavily saturated during the 
application of faults below 4Ω in resistance. It is possible 
that this increased the time taken for the thyristor current 
to drop below the holding current of the thyristor, 
therefore increasing the time taken from the application 

of the fault to the end of the reverse recovery of the 
thyristor. In the inverse definite minimum time (IDMT) 
curve (Figure 12), results from testing below 4Ω fault 
resistance were omitted. The curve plots thyristor turn off 
against peak fault current and shows that the breaker 
reacts faster as fault current increases. The curve 
approximates to a 4th order polynomial and has a knee 
point around 2A. 
 

 

Figure 11: Dependence of breaker reaction time on fault 
resistance 

 

Figure 12: IDMT curve 

 
 
 
 

5 CONCLUSION 
 
A practical 24V Z-Source breaker was built and verified 
by comparison to simulations. The performance was as 
expected. A sensitivity analysis was performed on the Z-
Source breaker by changing fault resistance (and hence 
fault current) for each test. The sensitivity analysis 
showed that the Z-Source breaker possesses a standard 
IDMT curve. This result is significant since most 
protection relays in AC systems use built in IDMT curves 
to work out when to open each of the breakers it controls 
(protection coordination). The Z-Source breaker already 
follows an IDMT curve and has automatic commutation 
therefore protection coordination in an HVDC network 
should not be a problem. The Dissipation time curve 
obtained from sensitivity analysis showed that breaker 
response becomes slower as the peak fault current 
magnitude decreases. This is significant because it shows 
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that the Z-Source breaker should be designed with the 
minimum possible harmful fault current in mind since the 
breaker will not commutate off if the peak fault current is 
too low. Further work which may be done includes 
investigating how the IDMT curve of the Z-Source 
breaker may be manipulated by varying the energy 
component values of the Z-Source breaker. This is 
important since different parts of a network may require 
different protection coordination times. Simulation of the 
Z-Source breaker applied to a multi terminal HVDC 
system also needs to be done. This will allow testing of 
the protection coordination ability of the Z-Source 
breaker and of how well it can work around faults as part 
of a protection scheme. 
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Abstract: In the last few decades condition monitoring techniques have significantly advanced due to 
emphasis on preventive maintenance. This is particularly evident with larger machines within the area 
of electricity generation. An investigation into common failure mechanisms in rotating electrical 
machines, employed in industry, is presented. Additionally, a review of condition monitoring 
methodologies developed to address these issues is presented.  The purpose of this document is to 
consolidate the past work and current practices in order to gain perspective of future requirements and 
trends in the condition monitoring domain.   
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1. INTRODUCTION 
 

Electrical rotating machines have become commonplace 
in modern living and feature in various facets, both 
domestically and industrially. Smaller machines are 
usually sufficiently robust to endure use within various 
devices and usually outlive most components of the 
parent device. It is therefore not necessary to monitor the 
health of these machines as failure thereof is minor and 
unlikely.  
 
Machines utilised in core processes in power generation 
can feature capacities exceeding 1 GW, whilst machines 
utilised in support processes in other industries can 
exceed 100 MW. Furthermore, the advancement of 
machines has come about through an increase in demand 
for process optimisation and specialised requirements 
specific to the application. Due to the sensitive nature of 
these applications, invested interest and complexity, it is 
essential to have dedicated systems to monitor these 
machines. The area of condition monitoring has 
inherently followed this advancement with new and 
progressive techniques being made available.  
 
This paper presents a review of condition monitoring 
techniques and technologies that are available. 
Additionally, the need for monitoring is also established 
through a deliberation of typical failure mechanisms 
experienced with machines in practice. 
 

2. BACKGROUND 
 

There are different types of methods that are used to 
prevent equipment failure/damage and unintended 
process shutdown. These methods correspond to different 
levels/margins of security. For example protection relays 
provide the interception of overcurrent faults and may 

initiate a sequence which results in the machine being 
disconnected.  
 
Although protection is essential in preventing 
catastrophic failure in many cases, it only provides action 
once the fault has reached an advanced stage. Condition 
monitoring differs as it is established to provide 
preventive maintenance and therefore exhibits proactive 
characteristics. This originates from the need to prevent 
unplanned shutdowns which requires methods that 
anticipate faults, failure and damage. 
 
The anticipation of incipient faults and replacement of 
components prior to failure would eliminate the 
consequences of unexpected equipment failure. This 
capability has long been desired by industry with failure 
prediction tracing back over 50 years, yet it still remains 
relatively elusive [1]. Although literature on the topic of 
condition monitoring techniques continues to grow 
rapidly, it is not necessarily in the direction that is most 
beneficial to industry. This is due to many factors such as 
the specialised nature of the newly developed technology 
i.e. covers a limited fault scope, complexity of the 
condition monitoring tool i.e. requires specialised training 
to implement, and cost considerations. 
 
The foremost motivations for developing predictive 
maintenance and increasing implementation of condition 
monitoring equipment in industry are: 
 

• Progression of modern plants towards 
automation and hence lower level staffing and 
supervision. 

• Economic consequences with unplanned 
shutdowns and undetected damage/deterioration 
of equipment. 
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• Increased availability of cost-effective, cheap 
and reliable condition monitoring equipment that 
is fast becoming a norm [2]. 

 
The advantages of condition monitoring depend however 
on factors such as the cost of the monitoring equipment 
relative to the machine or system which is being 
monitored, ability of the monitoring system to detect 
early faults as well as amount of warning time before 
failure or major damage is incurred. 
 
The purpose of this review is to provide a basic 
description of the advancement of monitoring equipment 
with respect to rotating electrical machines. This 
advancement is not only related to the need for preventive 
maintenance, but also to growth in knowledge of root 
failure mechanisms. Diagnosis of root failure 
mechanisms is essential in preventive maintenance and is 
therefore examined. Similar literature reviews place 
emphasis on the available technologies, however a more 
fundamental approach is taken here through providing a 
basic overview of failure modes and associated 
technologies together with a contemporary index of 
relevant literature. 
 

3. ELECTRICAL MACHINE FAILURE MODES   
 
Most typical failures in machines result from a process of 
successive faults. These incipient faults tend to develop 
from abnormalities and may therefore be considered to be 
‘symptoms’ of a root cause or as a result of multiple 
factors. The failure is therefore believed to be a result of 
progression of faults through a cascading effect. 
 
For example, a synchronous generator can operate at high 
speed and the rotor windings experience high centrifugal 
forces. This can result in insulation degradation and may 
eventually lead to inter-turn short circuit faults. 
Furthermore, localised heating may lead to thermal 
bending in the rotor and thus rotor eccentricity. 
Eccentricity can lead to vibration and eventually bearing 
failure. This cascading effect is illustrated in Figure 1. 
 

 
Figure 1: Example of progression of faults towards 

failure mode in a synchronous generator with root causes 

Some of the major faults with electrical rotating 
machines, experienced in industry, which can lead to 
serious damage, can be broadly listed as follows [3, 4]: 
 

• Stator winding faults  
• Rotor winding faults 
• Air gap faults (static and dynamic eccentricity) 
• Broken rotor bars and cracked end-rings 
• Slip ring or brush failure 
• Core or lamination damage 
• Circulating currents and earth faults 
• Failure of peripheral equipment such as 

bearings, gearbox, cooling system, bushings and 
electrical connections 

 
Mapping of the areas where these failure modes occur on 
a rotating electrical machine is illustrated in Figure 2 [3]. 

 
 

Figure 2: Generalised electrical rotating machine with 
mapping of failure mode areas (index given in Table 1) 

 
Table 1: Index of various areas given in Figure 1 mapped 
to corresponding faults 

Area Failure Mode 
A Bearing Failure 
B Shaft Eccentricity 
C Slip ring or brush failure 
D Cooling system failure, 

circulating currents 
E Rotor winding damage, 

core damage 
F Stator winding, end 

winding damage, core 
damage 

G External electrical faults 
 
Insulation faults are a major contributor to failure in 
rotating machines as stator and rotor windings are 
affected. In application, insulation is exposed to adverse 
environmental conditions, electrical stresses and 
mechanical stresses. The stresses cause degradation of 
insulation over time in different forms. Mechanically, 
abrasive effects occur while electrically partial discharge 
activity degrades the material. An example of 
environmental effects is thermal ageing due to operation 
under high temperatures. Insulation faults usually result 
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in inter-turn winding faults on the stator and rotor [5 - 7]. 
Rotor winding inter-turn faults is a common occurrence 
in generators and can cause vibration, increased shaft 
voltages, winding burn-out, loss of excitation and more 
[8]. Additionally, end-winding faults and stator winding 
coolant system faults can also occur. 
 
Connection faults are more common in machines at 
higher voltages where there is increased dielectric stress 
on bushings and larger forces on conductors. Bushing 
failure may occur due to mechanical stresses such as 
vibration or electrical tracking enabled through debris 
deposited on exposed surfaces. Partial discharge activity 
is an indicator of this condition [3, 9 and 10]. 
 
A core fault is usually limited to large turbine-driven 
machines where large laminated cores bear excessive 
magnetic and electrical loads. Insulation failure and 
foreign bodies between core plates causes electrical 
connection that initiates circulating currents in core. The 
circulating current, coupling with the main flux, can lead 
to additional weakening of the plates through heating. 
Eventually, a number of issues arise such as buckling, 
melting, cavity formation and eventually an earth fault 
through stator conductor damage [11 - 13].  
 
Induction motors are exceptional rugged, however larger 
machines are exposed to intense thermal stresses and 
starting duty. This results in high rotor temperatures and 
high centrifugal loading on end-rings. Defects also occur 
during the manufacturing process such as casting defects 
in die cast rotors and poor joints in brazed or welded end-
rings. These factors are found to be the primary causes of 
broken rotor bars and cracked end-rings. Furthermore, 
current migration due to skin effect can also result in 
uneven heating of rotor bars (expansion) and cause 
separation from end rings [14 - 16].  
 
Defects in brazed joints and slip rings can also cause 
severe damage in machines. Current imbalances in 
external resistors and circuits connecting to slip rings can 
result in overheating of rotor. Threading and grooving of 
rings also occur over time, while arcing can occur on 
rings due to loss of brush contact. This can result in brush 
gear failure and damage to the rotor and rotor windings as 
well as earth faults [3, 17 and 18]. 
 
An air-gap eccentricity fault can occur due to an unequal 
positioning of the rotor relative to the stator. Static and 
dynamic eccentricity occurs for a number of different 
reasons such as bearing wear, shaft deflection, thermal 
bending etc. Eccentricity can also result in critical 
damage through mechanical rubbing between stator and 
rotor, bearing failure, vibration and asymmetric magnetic 
fields [19 - 21]. 
 
Bearing failure is a common in application and occurs 
gradually but can result in devastating effects on the 
machine. The previously mentioned eccentricity is one of 
the causes for bearing failure, however there are many 

normal operating conditions and other fault conditions 
that affect the life of a bearing. Normal operating stresses 
may occur from vibration, inherent eccentricity and 
bearing currents due to solid state drives. Other sources 
of failure include corrosion due to contaminants (abrasive 
particles), heating due to incorrect lubrication and 
indentation and brinelling due to improper misalignment 
or installation [23, 24]. 
 
Other faults can occur in larger machines with heat 
exchangers. The coolant may leak due to machine 
resonance or debris blockage causing pipe failure. This 
leads to discharge activity or insulation pyrolysis. 
 

4. CONDITION MONITORING TECHNIQUES 
 
A variety of methods are available for the purpose of 
addressing the issues described in the previous section. 
Selection of the appropriate technique is dependent on 
many factors such as the actual machine, application and 
economic feasibility. 
 
4.1 Chemical monitoring 
 
Insulation and lubrication oils are compound organic 
materials that can release a number of products upon 
degradation. As previously described, insulation 
degradation plays a vital role in different failure modes 
and therefore many early warning techniques are 
available to detect such products. Thermal degradation of 
insulation material may occur after it exceeds its 
maximum allowable operational temperature and give of 
certain vapours/gases of the chemicals used during 
manufacture. Such a thermochemical decomposition of 
organic material is termed pyrolysis.  
 
Therefore, chemical techniques employ detection of 
matter or gases such as carbon monoxide and other 
hydrocarbons to determine early signs of insulation wear 
and excessive heating. Techniques utilising specialised 
instruments to collect decomposition products in 
generator coolants are available. An example of 
instrument is the ion chamber detector or ‘core monitor’ 
[25, 26]. 
 
As mentioned previously, bearing fatigue is a common 
failure mechanism and detection of this fault is therefore 
essential. An example of a method used to diagnose such 
a fault is detection of debris in oil produced during 
bearing wear [27]. 
 
4.2 Thermal monitoring 
 
Temperature monitoring of a machine consists of 
techniques such as localised temperature monitoring 
using detectors and distributed temperature monitoring. 
 
Localised monitoring uses thermocouples, resistance or 
embedded temperature detectors. These are usually 
embedded in the stator winding, stator core and even with 
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the bearings. A drawback of this is that metal type 
detectors require electrical isolation and therefore a 
secure distance from windings must be selected. 
However, heat flow equations can then be used to 
determine the actual winding temperatures. Bulk 
monitoring is a method which utilises internal and 
external coolant temperatures to determine thermal state 
of the machine. Advancements in this area have seen 
development of non-contact methods that utilise infrared-
sensors or -cameras to measure rotor temperatures [28, 
29]. 
 
4.3 Vibration monitoring 
 
Vibration faults can originate broadly from two types of 
sources i.e. mechanical and electromagnetic sources. 
Typical root causes of this failure mode are bearing 
failure, mechanical failure, waveform distortion, 
structural resonance, winding damage and magnetic 
asymmetries.  
 
Vibration monitoring is a widely used technique largely 
due to versatility and success achieved in practice. 
Although vibration analysis comprises of monitoring 
vibration levels according to specific standards and fault 
detection, vibration signal processing techniques can be 
used for fault diagnostics i.e. fault severity and origins. 
 
Various instruments are available for vibration 
measurement e.g. non-conductive fibre optic 
accelerometers used on end-windings, and allows for 
signals/data to be collected. Through analysing frequency 
spectra of these signals it is possible to diagnose specific 
faults such as eccentricity, bearing damage and broken 
rotor bars [30, 31]. 
 
4.4. Electrical monitoring 
 
Faults on a machine usually results in perturbations of 
electrical quantities of a machine such as the current 
voltage and power. Machine faults and disturbances in 
these electrical quantities also cause variations in the 
magnetic fields that may be detected. There are many 
techniques for detecting faults however these electrical 
techniques are similar in many ways. An overview of the 
more comprehensive methods is addressed here. 
 
Stator faults are usually associated with insulation failure 
e.g. inter-turn faults, which are due to the causes 
described in Section 3. On-line partial discharge 
monitoring has been found to be a reliable method of 
diagnosing most high voltage stator winding insulation 
failure processes.  Numerous methods are available for 
the early detection of partial discharge activity in this 
context. Some examples are earth-loop transient, 
capacitive coupling and RF coupling methods [8, 9, 32].  
 
Another method which has also given reliable results in 
diagnosing winding stator winding, rotor bar and even 
end ring faults is transient analysis of the stator current. 

The method allows for diagnosis through measurement 
and analysis of current imbalances. An extension of this 
method this method is also used with a power 
decomposition technique (PDT) to derive positive and 
negative sequence voltages and currents for use in a fault 
detection algorithm. 
 
Due to the construction asymmetry of a rotating electrical 
machine, a net shaft or axial leakage flux is inevitable. 
Axial flux techniques utilise externally mounted search 
coils or Hall probes as sensors to detect leakage/stray 
flux. Pre-populated tables are used to identify variations 
in the flux harmonics with various faults such as inter-
turn, broken rotor bar and eccentricity faults [33, 34]. 
 
A similar technique to the axial flux method uses shaft 
voltages to detect faults. Early measures to ground shaft 
currents which cause bearing damage, primarily used in 
large turbo-generators, has evolved into a method of 
diagnosing various faults on a machine through analysis 
of these induced signals. The technique utilises 
specialised brushes on either side of the rotor shaft to 
measure induced voltages along length of the machine 
[20, 35].  
 
The use of artificial intelligence (AI) techniques has 
extended from control purposes into the area of condition 
monitoring. Techniques include expert systems, artificial 
neural networks (ANNs), fuzzy logic, fuzzy - neural 
networks (NNs) and genetic algorithms (GAs). These 
systems have been developed to automate the 
interpretative stage and indicate fault conditions precisely 
by tracing the relevant possibilities of root causes [36, 
37]. 
 

5. FUTURE CONSIDERATIONS 
 
The more comprehensive techniques tend to be 
implemented and used in industry. Due to the techniques 
covering specific areas of preventive maintenance e.g. 
certain chemical methods used only for diagnosing 
insulation wear, a combination of the various techniques 
are used to cover the entire machine. Additionally, many 
techniques, although effective, are quite complex in terms 
of implementation e.g. certain invasive monitoring 
techniques, and require specialised training of operators/ 
technicians. 
 
These factors contribute to the need for a simple, reliable, 
cost effective and comprehensive condition monitoring 
tool that can provide supervision over a wide area of fault 
mechanisms. In recent years there has been a growth in 
the development of electrical methods which utilise AI 
techniques. This is due to the ability of these systems to 
not only provide sensitive diagnostics, but to do so 
automatically as detecting minor inconsistencies and 
perturbations in a machine is imperative to incipient fault 
diagnosis. 
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6. CONCLUSION 
 
A literature review of various condition monitoring 
techniques for electrical rotating machines was presented. 
The failure modes experienced in application and 
corresponding origins/root causes were also described. It 
is implausible to conceive a detailed account of all 
condition monitoring techniques, however an adequate 
overview of the more comprehensive techniques and 
associated failure modes has been presented.  
 
Emphasis was placed on progression towards preventive 
maintenance and mitigation of root failure mechanisms. 
Complete automation of the condition monitoring process 
from measurement to interpretation, with the objective of 
accurate incipient fault diagnosis, is ultimately the future 
ambition. 
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DESIGN OF A NON-INTRUSIVE CABLE CONDITION 
MONITORING TECHNIQUE BY MEANS OF PARTIAL 
DISCHARGE 
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Abstract: The purpose of this paper is to discuss the design of a non-intrusive condition monitoring 
technique for medium- and high-voltage power cables. Partial discharge (PD) was used to design the 
non-intrusive condition monitoring technique, with specific focus on XLPE power cables. A simple 
A-B-C model was used to derive an equivalent circuit for partial discharge, due to a void in the 
insulation material of a power cable. The condition monitoring technique is based on the 
classification of PD activity according to 5 distinct levels of PD. The design of the condition 
monitoring technique is of such a nature that it can easily be adapted to be used for different input 
voltages as well as different types of electrical cables. This technique can thus be seen as an effective 
and useful technique of cable condition monitoring. Future work will include the use of the results 
discussed in this paper to aid the construction as well as calibration of a practical model. This model 
will be used to perform non-intrusive condition monitoring of power cables by means of PD 
measurements. 
 
Keywords: Condition monitoring, non-intrusive, partial discharge (PD), XLPE power cables, void 
size, apparent charge 
 
 

1. INTRODUCTION 
 

Electrical cables are an essential part of an electrical 
network and also play a vital role in the safety of such a 
network. Often high voltage cables are used for 
underground transmission of electricity. For this reason, 
the conductor must be completely isolated, other than 
with overhead lines where air forms part of the insulation. 
Due to the fact that the conductor must be completely 
isolated, the cables are much more expensive than normal 
overhead lines [1]. Due to environmental as well as 
operational stressors, electrical cables will degrade over a 
period of time. This degradation is caused by electrical, 
chemical and mechanical stress. Insulation degradation 
can lead to the failing of electrical cables, which will 
have a direct economic impact and will also compromise 
the safety of the system in which the failing cables are 
used. The degradation of the insulation materials, used 
within electrical cables, will ultimately cause the cable to 
fail [2]. It is therefore important to constantly monitor the 
condition of electrical cables, to be able to estimate their 
remaining operational life. 
 
Different factors must be considered when choosing a 
condition monitoring technique. These factors include: 
the cable being tested, physical environment, 
affordability, ease of use, as well as required results 
obtained from tests. Certain elements must be considered 
in order for the chosen condition monitoring technique to 
be effective. The most important elements are: [3] 

x Selection of cables to be monitored 
x Database development for monitored cables 
x The monitoring of the service environment 
x Identifying expected factors leading to aging and 

degradation 

 
 

x Selection of suitable condition monitoring 
techniques 

x Regular test and inspection activities 
x Periodic review and assessment of the monitored 

cables. 
 
The ideal condition monitoring technique can be 
described as a technique which adheres to a list of nine 
desired attributes listed in [3]. It is however not possible 
for a single technique to adhere to all of the desired 
attributes. The most important attribute for a condition 
monitoring technique is to be non-intrusive as well as 
non-destructive. The advantage of a non-intrusive 
technique is that measurements can be taken without the 
cable being taken out of operation. Another advantage is 
that measurements of the cables being tested can be taken 
under operating conditions. The major disadvantage of 
non-intrusive techniques is that it has significantly less 
sensitivity than that of intrusive techniques. Condition 
monitoring techniques can be divided into two main 
groups, in-situ techniques and laboratory techniques [3]. 
Although laboratory techniques can yield important data, 
the focus of the research will be on in-situ techniques, as 
this is more useful in the industry, as it can be used to 
perform measurements in the field. 
 
Research has shown that partial discharge (PD) in 
electrical cables is one of the main reasons for insulation 
degradation. Partial discharges (PD) can be described as 
localised electric discharges that do not bridge the 
complete distance between electrodes, indicating the 
presence of cavities as well as defects within the 
insulation material of electrical cables [4]. Once PD has 
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occurred in a cable, it will continue to degrade the 
insulation of that cable to the point of failure. PD usually 
occurs due to cavities or voids within the insulation 
material of the electrical cable [5]. 
 

2. MATERIALS AND METHOD 
 

2.1 Materials 
 

A number of different types of cables, each with its 
unique set of advantages and disadvantages, are available 
for the transmission of electrical energy. Cross-linked 
Polyethylene (XLPE) cables are the preferred choice for 
secondary reticulation, among the mining industry in 
South-Africa. Cross-linked polyethylene insulation was 
developed to improve the maximum operating 
temperature of the cable. XLPE also has the advantages 
that it improves impact strength, dimensional stability, 
tensile strength and the resistance to aging. The 
construction process of an XLPE cable is very important, 
as poor construction can lead to impurities within the 
cable and will ultimately cause PD activity within the 
cable [6]. 
 
The different layers of a typical medium voltage XLPE 
cable can be seen in Figure 1. Secondary reticulation 
within the industrial sector is between 6.6 kV and 11 kV . 
From this it can be determined that the thickness of the 
XLPE layer of a cable, used for secondary reticulation, 
will range from 3 mm to 6 mm [6].  
 

 
 

Figure 1: Layers of a XLPE cable [6] 
 
The thickness of the insulation layer as well as the 
relative permittivity (εr) of XLPE was used to construct a 
test object, from which a simple A-B-C model [7] can be 
derived. Typical voids within the insulation of XLPE 
cables have a volume of 10 mm3 with a height of 2–3 mm 
and a radius of 1–2 mm [8]. The test object, which will be 
used for the simulations, is shown in Figure 2. The 
dimensions of the object are 30 mm x 30 mm x 6 mm. 
The volume of the void will vary for some of the 
simulations. 

 
 

Figure 2: Test object with a centred cylindrical void 
 
The values for Ca, Cb and Cc, shown in the A-B-C model, 
are calculated by means of the following three equations 
[4]: 
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 0H  permittivity of free space 

 rH  relative permittivity of XLPE 

 r  radius of void (mm) 

 h  height of void (mm) 
 
The three determined capacitance values were used to 
construct the A-B-C model. The A-B-C model is based 
on the circuit shown in Figure 3. This model was 
designed to investigate the effect of PD due to voids 
within the insulation material of electrical cables. The A-
B-C model makes use of three capacitors to represent PD 
activity. The first capacitor is the capacitance caused by 
the void and the second represents the capacitance close 
to the void. The rest of the healthy insulation is 
represented by the third and final capacitor. 

 
 

Figure 3: A-B-C model for PD due to voids [7] 
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2.2 Monitoring Technique 
 
Calculated parameters as well as a number of constant 
values are used to simulate PD activity within the 
insulation of XLPE cables. A SIMULINK® model was 
created to simulate PD activity due to the void in the 
XLPE insulation material. Figure 4 illustrates the 
SIMULINK® model. The model consists of a filter 
component (r), a measuring capacitor (Cm) and a coupling 
capacitor (Ck). The test object with the void is represented 
by the A-B-C model, which house the three capacitance 
values Ca, Cb and Cc. The measuring component of the 
model is connected to the circuit by means of a parallel R 
L C circuit. Parameters from this model were exported to 
the MATLAB® environment where further calculations 
were performed.  
 

 
 

Figure 4: PD simulation model in SIMULINK® 
 
The main purpose of the simulations is to aid the design 
process of an effective non-intrusive condition 
monitoring technique for power cables. The operational 
flow of the non-intrusive condition monitoring technique 
is shown in Figure 5. The first step of the condition 
monitoring technique is to measure the PD activity within 
the cable. The script files created in the MATLAB® 
environment is then used to analyse the collected data and 
also to compute a number of specific parameters. The “q” 
illustrated in Figure 5 is the apparent charge of the 
measured PD signal, measured in pC. The apparent 
charge of the PD signal will be used to classify the PD 
activity according to 5 predetermined levels of PD. The 
specific requirements [9] of each PD level are illustrated 
in Figure 5. As can be seen from the figure, level 1 is the 
least significant level of PD with level 5 being the most 
destructive. The level of PD activity can directly be 
linked to the remaining operational life of the specific 
cable [5]. Once the level of PD is determined a specific 
preventive action can be taken. The preventive action can 
be determined by considering the approximate remaining 
life of the cable. Continuous monitoring is required in 
order for this technique to be successful. The most 
important part of the non-intrusive condition monitoring 
technique is the process of classifying the PD activity 
according to the 5 levels. 

 
 

Figure 5: Operational flow of the condition monitoring 
technique 

 
Once the PD signal is measured, it will be used to classify 
the PD according to 5 different levels. The different 
levels will be determined by means of the maximum 
amplitude of the calculated apparent charge of the PD 
signal, as well as the number of PD pulses [5]. Level 5 
will have the highest probability of cable failure. Cables 
with no PD activity will be classified as level 1 PD. Level 
1 will include PD activity below 50 pC and generally will 
have no degrading effect on the insulation of a cable [9]. 
This means that cables classified as level 1 PD will be 
safe for operational purposes. When the PD is caused by 
stressors such as thermal, mechanical and environmental, 
but does not degrade the insulation, it will be classified as 
level 2 [5]. On-going degradation by means of these 
stressors will eventually cause the cable to fail. The 
degradation however will be at a slow rate. Level 3 PD 
will cause degradation of the insulation material. This is 
also the most unpredictable level of PD activity and 
therefore it is important to re-test these cables regularly. 
Usually level 3 PD cables have a lifespan of more than 5 
years, with some even more than 10 years [5]. Level 4 PD 
will result in serious degradation of the cable’s insulation 
material and will cause definite cable failure. The general 
lifespan of cables classified as level 4 is 5 years or less. 
Some cases of level 4 PD activity can cause the cable to 
fail within 2 years [5]. The most severe cases of PD 
activity will be classified as level 5 PD. It is necessary to 
investigate the PD in this level by means of other 
measuring techniques. Level 5 PD activity can cause an 
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electrical cable to fail within the first year of detection. It 
is therefore necessary to take immediate action once this 
level of PD is detected in cables [9]. This classification 
system will form the basis of the condition monitoring 
technique. The measured PD signals will be classified 
according to the various levels and from there decisions 
can be made as to the severity of the PD activity and also 
the preventive actions to be taken. 
 
2.3 Simulations 
 
A constant void size of 12.57 mm3 was used for the first 
set of simulations. The initial input voltage of 6 kV was 
incremented with 0.5 kV values until the final input 
voltage of 11 kV was reached. The values for the 
parameters used in the first simulations are given in Table 
1. The correlation between input voltage and maximum 
amplitude of the measured PD signal can be studied from 
these simulations. An important parameter for the 
classification of the PD activity according to the 5 levels 
is the number of PD pulses per cycle. The number of PD 
pulses was also obtained from this set of simulations. 
 
Table 1: Standard parameter values for simulations 
Parameter Value 
Dimensions of test object 30 x 30 x 6 (mm) 
Input voltage 6 kV – 11 kV 
Permittivity (free space) (ε0) 8.854x10-12 
Relative permittivity (εr) 2.3 
Radius of void (r) 1 mm 
Height of void (h) 4 mm 
Ca 2.8510x10-12 F 
Cb 3.1988x10-14 F 
Cc 6.9539x10-15 F 

 
The most important part of the condition monitoring 
technique is to obtain the apparent charge (q) of the 
measured PD signal. It is also important to study the 
correlation between the void size, within the insulation, 
and the apparent charge of the measured PD signal. To be 
able to study this correlation the second set of simulations 
was done with a constant input voltage of 6 kV and a 
void size varying between 12 mm3 and 315 mm3. The 
apparent charge of the measured PD signal is determined 
by means of the following equation [4]: 
 

cb VCq u ………………………………………...(4) 
 
 q  Apparent charge of measured PD (pC) 

 bC  Capacitance value of area closest to void (F) 

 cV  Voltage across void capacitor (V) 

 
The apparent charge of the measured PD signal is used, 
due to the fact that an accurate measurement of the actual 
PD signal is not possible. 
 
 

3. RESULTS 
 
The various sets of simulations were used to investigate 
PD at different values of the input voltage as well as for 
different sizes of a single cylindrical void in the 
insulation. The measured PD signal at an input voltage of 
6 kV and with a void size of 12.57 mm3 is shown in 
Figure 6. The measured signal for each specific 
simulation was exported to MATLAB® in order to 
perform the necessary calculations. The signal 
represented in Figure 6 is without noise and thus only 
gives data of the simulated PD activity within the cable. 
 

 
 

Figure 6: Measured PD signal at 6 kV 
 
For the second set of simulations the volume of the void 
(V) must vary between 12 mm3 and 315 mm3. This was 
done by using a constant height (h) of 4 mm and 
increasing the radius (r) from 1 mm to 5 mm. The 
calculated volume values are shown in Table 2. 
 
Table 2: Calculated void volume values 
r (mm) h (mm) V (mm3) 
1 4 12.566 
2 4 50.265 
3 4 113.09 
4 4 201.06 
5 4 314.15 

 
The three capacitance values used within the A-B-C 
model will vary, due to the fact that the void size for the 
second set of simulations will not be kept constant. 
Equations (1-3), were used to calculate the values for Ca, 
Cb and Cc. The calculated capacitance values for the void 
sizes are shown in Table 3. 
 
Table 3: Calculated capacitance values 

Ca (pF) Cb (pF) Cc (pF) 
2.851 0.03199 0.00695 
2.647 0.12780 0.02782 
2.444 0.28790 0.06259 
2.240 0.51180 0.11130 
2.036 0.79970 0.17390 
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The calculated results from Table 2 and 3 were used to 
perform the PD simulation by means of the SIMULINK® 
model. Data obtained from the SIMULINK® was 
analysed by means of a script file created in the 
MATLAB® environment and yielded the results shown in 
Table 4. These results are used to investigate specific 
parameters which are used to classify the PD activity 
within the cable according to the 5 levels. The two most 
important data sets shown in Table 4 include the PD 
pulses as well as the apparent charge (q) of the measured 
PD signal. 
 
Table 4: Calculated results 

Vin 
(kV) 

PD 
Pulses 

Size 
(mm3) 

Cb 
(pF) 

Va  
(V) 

q 
(pC) 

6 120 12.566 0.0319 381.1940 10.01 
7 126 50.265 0.128 381.1949 40.06 
8 123 113.09 0.288 381.1960 90.14 
9 123 201.06 0.512 381.1995 160.2 
10 124 314.15 0.799 381.1910 250.4 

 
As mentioned, the number of PD pulses per cycle (0.02 s) 
is an important parameter used for the classification of 
the measured PD activity. The number of pulses, for an 
input voltage of 6 – 11 kV ranged between 120 and 128 
pulses. A graph illustrating the number of pulses per 
cycle is shown in Figure 7. Due to the random nature of 
PD activity it is difficult to predict the number of pulses 
for a specific input voltage. 
 

 
 
Figure 7: Graph depicting number of PD pulses per cycle 
 
It is important to obtain accurate measurements for the 
number of PD pulses per cycle, in order to successfully 
classify the PD activity according to the 5 levels. The best 
way to obtain accurate values for the number of PD 
pulses is to obtain a base value of the operational 
environment of the cable. This can then be used to 
eliminate external noise from the actual measurements. 
The elimination of noise can significantly improve the 
accuracy of the condition monitoring technique. 
 

The most important parameter obtained from the 
simulation results is the apparent charge (q) of the 
measured PD signal. The apparent charge will eventually 
be used to classify the PD activity within a specific cable 
according to the 5 predetermined levels of PD activity. 
The correlation between void size and apparent charge of 
the measured PD signal was also studied by means of the 
graph illustrated in Figure 8. 
 

 
 

Figure 8: Graph of void volume vs apparent charge 
 
From the above graph it can be seen that the correlation 
between void volume and the apparent charge of the 
measured PD signal is almost linear. In Figure 8 it can be 
seen that the R2 value is 0.9626. Due to the fact that this 
value is close to 1 it can be said that the assumed 
trendline or the fitted trendline is a very close 
approximation to the actual values. By studying the 
correlation between the volume of the void and the 
apparent charge the conclusion can be made that a void 
with a bigger volume will cause more severe PD activity 
within the XLPE cable. Measured values for the apparent 
charge of the PD signal as well as the formula of the 
trendline y = 60.098x - 70.115 can be used to determine 
an approximate value for the volume of the void within 
the cable’s insulation material. 
 
From the results discussed in this section the PD activity 
within a specific cable can be classified according to the 
5 PD levels. The 5 levels of PD activity can directly be 
linked to the remaining life of a cable. This information 
can be used to determine a preventive action for each 
level of PD. Once a void with significant size appears 
within the insulation material of a cable, it will grow to 
the point where the PD activity, due to the void will cause 
degradation to the point of cable failure. Premature cable 
failure can thus be prevented by means of successful 
analysis of the results discussed within this section of the 
paper. 
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4. CONCLUSION 
 
Various conditions will contribute to the degradation of 
the insulation material of electrical cables. PD is the main 
cause for degradation of insulation materials used within 
electrical cables. The degradation will continue until the 
point of cable failure. Due to the disadvantages 
accompanied with premature failing of cables it is 
important to continuously monitor the condition of 
electrical cables. 
 
The simulation results discussed in this paper were used 
as the first steps in developing a non-intrusive condition 
monitoring technique. The development of this technique 
is still in the design phase and therefor various aspects of 
PD activity still needs to be investigated and then 
incorporated in the final design of the cable condition 
monitoring technique. The condition monitoring 
technique will be based on the measuring and 
classification of PD activity according to 5 predetermined 
levels. An approximate remaining operational life is 
determined for each level of PD activity and then used to 
identify the appropriate preventive action for the specific 
level of PD activity. The condition monitoring technique 
makes use of both the number of PD pulses per cycle, as 
well as the apparent charge of the measured PD signal to 
classify the PD activity according to one of the 5 levels. 
The classification criteria of the monitoring technique can 
be updated to comply with one of the IEEE standards. 
The best suited for the project is IEEE std 400TM-2001, 
the IEEE Guide for Field Testing and Evaluation of the 
Insulation of Shielded Power Cable Systems [10]. The 
main purpose of this guide is to provide an overview of 
the various tests available for evaluating the insulation of 
cable systems in the field. The guide also has a specific 
section on PD testing, with the main focus on PD 
fundamentals, partial discharge characterization and also 
the measurement of PD activity. It is important to adapt 
the current classification criteria to this IEEE standard in 
order for the final product to be accurate and to be able to 
obtain relevant data. 
 
At the moment the simulation model shown in Figure 4 
does not incorporate the high frequency model of a power 
cable. This has a direct and significant influence on PD 
magnitude. It is therefore critical that future work will 
include the incorporation of the high frequency model of 
the power cable in the simulation model. This will lead to 
the simulation results being more accurate when 
compared to actual measured results. Future work will 
also include an in depth study of the statistical nature of 
PD activity. The project research and results obtained 
from simulations will be used for the design, construction 
and implementation of a practical model. This model will 
be used for non-intrusive condition monitoring of power 
cables by means of PD measurements. The results 
obtained from measurements taken by the practical model 
can be compared to that of simulation results. This then 
can be used to validate the accuracy of the constructed 
model. 
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Abstract: In this study a basic overview is done on the different braking mechanisms for wind
turbine systems. For utility scale wind turbines, most standards specify that two independent braking
mechanisms should be used. Aerodynamic and mechanical braking are mostly utilised. For small scale
systems electrical braking configurations seems to be the most favourable option. The main focus in this
paper is, thus, on the operation and implementation of an electromagnetic brake for small scale wind
turbine systems. Several aspects are identified which influences the braking capabilities of permanent
magnet generators of which the most important are the end-winding inductance and the end-effects of
the permanent magnets. Calculation techniques to obtain the braking resistance value which can also
be implemented in the design optimisation of PM wind generators are also shown. A 15 kW PM wind
generator is used as a case study to evaluate the effectiveness and performance of the electromagnetic
brake, with some practical measurements also shown.

Key words: PM generators, wind turbine, electromagnetic braking

1. INTRODUCTION

All wind turbines require a braking system, as torque is
constantly being exerted on the turbine if there is air-flow
over the blades. The three main braking methods currently
being used are aerodynamic, mechanical and dynamic
electrical braking or electromagnetic braking. For utility
scale wind turbines most design standards require at least
two independent braking systems. At least one brake needs
to be on the low speed shaft if a geared drive train is used.
It is also common practice to have at least one aerodynamic
brake, which is a requirement specified by some standards.
As with the other components in the wind turbine system
the braking mechanism should be adequately designed to
be able to keep the turbine from rotating during a 50 year
high gust. Ideally the braking mechanism should also be
designed for a lifetime of at least 20 years [1–6].

Aerodynamic systems make use of tip air brakes or by
pitching the blades to reduce the torque exerted on the
turbine. Small scale systems are mostly less complex and
they generally make use of a passive furling technique to
turn the wind turbine out of the wind if the wind speed
exceeds the maximum operating speed. Mechanical brakes
make use of conventional disk brakes as in motor vehicles,
with a metal disk fixed to the shaft to be braked. During
braking hydraulic callipers pushes the brake pads against
the disk. Clutch brakes are also used to some extent.
Actuation of clutch type brakes are normally done via
springs applying the needed pressure and are released by
compressed air or hydraulic fluid [4]. The mechanical
brake can either be applied to the low speed or high speed
shaft in geared wind generator systems. The brake on
the low speed side needs to be able to handle the large
amount of torque exerted directly by the turbine. However,
although the torque is much less on the high speed side,

the brake system will be subjected to large centrifugal
forces due to the high speed. Also in this case the brake
needs to act through the gearbox which could increase
gearbox loading and decrease the reliability of the system.
Furthermore during a gearbox failure the brake might not
be able to stop the turbine. Mechanical brakes also make
use of hydraulic systems which could lead to failures if
it comes into contact with salt, sand or other abrasive
substances. Brake pads and in some cases bearings needs
to be replaced several times during the lifetime of the
turbine if braking occurs frequently.

With electrical dynamic braking, currents are induced in
the stator windings and power is diverted and dissipated
in most cases through a resistive dump load. For wind
turbines using an induction generator (IG) electrodynamic
braking is done through a resistive load and a capacitor
bank for excitation of the IG. Examples of such systems
are given in [1, 2, 5]. It is also mentioned that the
electrodynamic brake can be applied in stages, to obtain
a more dynamic and smoother braking curve to reduce
the loading on the rest of the turbine structure and tower,
but this increases the complexity of the system. Thyristor
switched capacitors and chopper controlled resistors can
also be used as mentioned in [2] to vary the braking torque
during braking, but again this increases the complexity and
reduces the robustness of the system. In many cases the
mechanical brake is still applied after the initial speed is
low enough and to keep the system from rotating once it
is brought to standstill. This is generally referred to as
“parking” of the wind turbine. Although a mechanical
brake is still used the wear and tear and, thus, maintenance
of the mechanical brake is significantly reduced.

For PM wind generators, as no excitation is needed,
electromagnetic braking is employed by connecting the
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stator terminals only to a resistive dumping load as in
[6–9]. Electronic schemes are also used as for the small
wind generator in [10] where braking is done by shorting
the generator through an active MOSFET switch. The
dumping load can also be connected to the active-rectifier
side of the power electronic converter similar as in [2]
where electrical braking is performed through a rectifier
and chopper circuit. This will allow for more control over
the braking torque to reduce the loading on the turbine
structure, but again the reliability and robustness of the
system is reduced due to more components being added
in the main power flow path.

From the reviewed literature it is found that most large
utility scale wind generators make use of a mechanical
brake and an aerodynamic brake. In [5] an in depth
study is done on the feasibility of an electrodynamic brake
(EDB) for large wind turbines. It is found to reduce the
wear on brake pads and increase the reliability of the
braking system. However, especially if a parking brake
is still needed the EDB was not found to be economically
comparable to other braking systems currently in use. It
was mentioned that this system could be feasible in regions
where grid failures occur often and braking is frequently
required.

For small scale PM wind generators electromagnetic
braking offers a much better solution. The drive trains of
these systems are very simple in nature, mostly without
a gearbox. In many instances the pitch of the blades are
fixed and passive stalling techniques are used. With the
torque much more manageable in this case it makes sense
to employ electromagnetic braking instead of maintenance
intensive mechanical brakes. The focus of this study is,
thus, to implement a simple and robust electromagnetic
braking mechanism for a 15 kW PM wind turbine system.

2. PROTOTYPE PM WIND GENERATOR

Stator

Common 
PM-rotor

Slip-rotor

Figure 1: Example of a new concept SS-PMG [11].

The case study PM wind generator forms part of a new
novel concept known as a slip-synchronous permanent
magnet generator (SS-PMG) as explained in [11]. This is
a direct drive, directly grid-connected PM wind generator,
thus, without gearbox or power electronic converter.
The generator consists of two integrated generating

Figure 2: Case study 15 kW PM wind generator being field
tested.

Table 1: Parameters of wind turbine system evaluated.
Parameter Value
Turbine diameter 7.2 m
Rated power 15 kW
Rated torque 1000 Nm
Rated rotational speed 150 r/min
Cut-in wind speed 4 m/s
Rated wind speed 11 m/s
Pitch Fixed
Yaw Passive with tail vane.
Protection Passive auto-furling

above rated wind speed.

units, a conventional PM synchronous generator (PMSG)
connected directly to the grid and a turbine connected
smaller slip permanent magnet generator (slip-PMG)
with short-circuited solid-bar windings similar as in
conventional induction machines. The direct grid
connection is made possible due to the damping provided
by the slip of the second turbine connected generator.

In Table 1 the specifications of the wind turbine system
evaluated is shown. For safety reasons the generator
should be able to at least brake up to a wind speed of
12.0 m/s with the turbine facing full into the wind. The
generator is synchronised to the grid by means of a grid
synchronisation controller as explained in [12]. It is also
possible to remove the slip-PMG from the system and
to operate the PMSG in conjunction with a solid-state
converter (SSC) as explained in [13]. The evaluation of
the braking mechanism discussed in this study can, thus, be
done as for a conventional PM wind generator. The whole
aim in the design of this small wind turbine is to have an
extremely robust, simple and reliable generating system
with very few moving parts. This means that maintenance
throughout the lifetime of this generator needs to be at an
absolute minimum.

3. PROPOSED BRAKING SYSTEM

From the reviewed literature it can be concluded that
although mechanical and aerodynamic braking systems
are predominantly used for utility scale wind turbines,
electromagnetic braking seems to be the best option for
small scale systems.

It would be possible to implement a controlled electrical
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braking mechanism as discussed in [10] by utilising the
active switch of the synchronising controller or the active
rectifier part of the SSC system. This will, however,
decrease the reliability of the system especially if there
is a loss of grid power. A passive braking circuit which
is activated by a normally closed contactor, is a better
solution in this case. If the grid fails the contactor will
move to its normally closed position and the braking circuit
will be activated. If the wind turbine is not operating the
braking circuit will be in the brake position by default. In
this position the turbine will slowly coast at a very low
rotational speed on the resistance load. However, if it needs
to be brought to a complete standstill or so called park
position, another switch can be used to short-circuit the
generator terminals. In this position the movement of the
turbine will be almost negligible. The braking diagram is
shown in Fig. 3.

As will be shown in Section 5. a capacitor bank can
be installed adjacent to the resistance load to increase
the maximum torque, by slightly advancing the current
angle of the PMSG. Very basic heating elements which
are readily available and cheap are used for the braking
resistors. Wire wound resistors which are much smaller
can also be used but are much more expensive. In any
case the dumping load can be placed at the base of the
tower where space is not so much of a constraint. Also
readily available and cost effective general power system
capacitors are used. The resistance dump load used to
brake the wind turbine is shown in Fig. 4 with the capacitor
bank mounted on the side. As mentioned in [5] the
operating time of the braking mechanism compared to the
rest of the turbine system will be significantly less. This
means that with the known low failure rates of resistors and
capacitors, chances of these components failing are very
low. To have some redundancy in the system three to four
resistors are placed in parallel depending on the ohm value.
If one fails enough torque should still be developed by the
generator to bring the turbine to a standstill. The contactor
responsible for activating the braking circuit can also be
replaced by two parallel contactors for more redundancy.
Procedures can also be implemented during the start-up of
the wind turbine to test the braking system after a certain
duration in operating time. These procedures could help
detect failures before they become too severe. The weakest
link in the system is the cabling in the tower and the
slip-rings which connects the generator in the nacelle to the
rest of the system. It is still a question for this small-scale
system if additional braking and protection mechanisms
are required.

4. BRAKE TORQUE MODELLING

The electromagnetic braking characteristics of the gener-
ator can easily be calculated with a per phase equivalent
approach. This is especially useful if a quick evaluation
is needed of the braking characteristics for an existing PM
generator. As discussed in [11] the modelling and design
optimisation of the SS-PMG is done in the dq-reference
frame. A modification of this modelling by including the

PM 
Generator

Sync-
Controller

Dumping Load

Short-circuit

Full rated SSC

N/O Switch

N/C 
Switch

Figure 3: Electrical braking diagram of the SSC-PMSG and
SS-PMG systems.

Figure 4: Resistance dump load with a capacitor bank used for
electrical braking of the wind generator.

braking resistance can also be implemented in the design
optimisation.

4.1 Per-phase equivalent Modelling

Fig. 5 shows the per phase equivalent circuit of the PMSG
during braking with Rb, the braking resistance and Rs and
Xs the per phase resistance and synchronous reactance of
the PMSG. The induced voltage per phase is indicated by
Es. From Fig. 5 the amplitude of the per phase current Is

Rs

Es Rb

jXs Is

-

+

Figure 5: Per phase equivalent circuit of the PMSG during
braking.
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is given as

|Is|=
Esp

X2
s +(Rs +Rb)2

. (1)

With the braking power given as

Ps = 3|Is|2(Rs +Rb) (2)

and Es = Kws and Xs = wsLs, which includes the
end-winding inductance component, Le, the generator
torque can be expressed as

Ts =
2
p

Ps

ws
=

3p
2

K2ws(Rs +Rb)

wsL2
s +(Rs +Rb)

2 . (3)

The maximum torque is obtained where

dTb

dws
= 0 (4)

with
wb =

Rs +Rb

Ls
(5)

and

Tb =
3
4

p
K2

Ls
,

 
K =

p
2plm

4

!
. (6)

It is clear from (6) that the maximum torque is dominated
by the per phase inductance. In [14] calculation techniques
are proposed to more accurately calculate the inductance
by taking the end-winding effects into account which is
generally ignored in the design of non-overlap winding
PM generators. However, if a quick brake resistance
calculation is needed for an existing PM generator a
short-circuit and open circuit test can be conducted. From
the open circuit voltage and short-circuit current the per
phase inductance can be calculated. This value can then
be used in (5) to calculate the value of Rb at the required
speed which can be obtained from the turbine curves. With
the short circuit test the value of Tb can be verified as the
value of Tb is independent of the resistance. This will be
shown in Section 5.

4.2 DQ-equivalent Modelling

The dq-reference frame static modelling procedures
discussed in [11] can also be modified to take the
electromagnetic braking calculations of the generator into
account during optimisation.

qE
dI

qI
s

I

q

d

sα
bR

sR

( )s d e dL L Iω +

q s mE ω λ=

( )s q e qL L Iω +

dI

qI

-
+

-
+

-
+

bR

sR

Figure 6: DQ-equivalent circuits and vector diagram of the
PMSG during braking.

From the dq-equivalent circuits the steady-state
dq-equivalent equations are given by

0 =�(Rs +Rb)Iq �ws(Ld +Le)Id +wslm (7)

and
0 =�(Rs +Rb)Id +ws(Lq +Le)Iq. (8)

The dq-inductances Ld and Lq are given as

Lq =
lq

�Iq
; Ld =

ld �lm

�Id
. (9)

The developed torque can be expressed as

Ts =
3
4

p[(Lq �Ld)IdIq +lmIq]. (10)

By rewriting (7) and (8) the dq-currents can be expressed
as

Id =
w2

s lm(Lq +Le)

(Rs +Rb)
2 +w2

s (Ld +Le)(Lq +Le)
(11)

and
Iq =

wslm(Rs +Rb)

(Rs +Rb)
2 +w2

s (Ld +Le)(Lq +Le)
. (12)

However, finding the derivative of (10) in terms of
ws by substituting (11) and (12) in (10) is a complex
mathematical exercise. Observing (10) and knowing that
Ld ⇡ Lq for the surface mounted PM machines considered,
it can be concluded that the maximum torque is dominated
by the term lmIq. It would be much easier to find the
breakdown speed (wb) where Iq is at a maximum. With
Iq as given in (12)

0 =
dIq

dws
= (Rs +Rb)

2 �w2
s (Ld +Le)(Lq +Le) (13)

and finally

wb ⇡
(Rs +Rb)p

(Ld +Le)(Lq +Le)
. (14)

The value for the breakdown slip speed, wb, calculated in
(14) can now be used in (11), (12) and (10) to calculate Tb.

5. RESULTS

Fig. 7 shows the open circuit voltage and short circuit
current of the PMSG and the calculated per phase
inductance is shown in Fig. 8. With a SL winding
used for the prototype PM generator, it is found that this
generator has a very high per phase inductance. With
the maximum torque value inversely proportional to the
per phase inductance, this generator will have a low
breakdown torque value. This can be seen in Fig. 9 with a
breakdown torque value of only 1.23 pu.

Also in Fig. 9 the different braking torque curves
calculated by means of FE, where the braking resistance
is varied from 0 to 4.5 ohm is shown. The change in
resistance only influences the electrical time constant of
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Figure 7: Measurement of the short-circuit current and open
circuit voltage for the PMSG versus rotational speed.
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Figure 8: Per phase inductance of the PMSG calculated with the
short-circuit and open-circuit tests.

the braking system and has no effect on the maximum
torque value. For the SS-PMG system it is important that
the maximum torque of the slip-PMG unit is always higher
than that of the PMSG to ensure that the slip-speed does
not increase too much. If the slip-speed becomes to large
the PM-rotor will come to an abrupt stop, because of the
much lower inertia of the PM-rotor as compared to the
cage-rotor and turbine. The turbine and cage rotor will
then continue to rotate at a very high speed, which can not
only cause damage to the turbine, but also to the slip-PMG
unit due to the heat generated by the losses at such a high
slip frequency.

In Fig. 10 the consequence of ignoring the end-winding
effects is clearly seen. If the end-winding effects are
ignored the generator seems to provide enough torque to be
able to brake if the wind speed exceeds 12 m/s. However,
in reality this is not the case as the actual torque is much
less due to the significant increase in inductance if the
end-winding inductance is taken into account. It is also
found that the fringing effects on the PM ends influence the
value of the inductance and PM flux linkage. This problem
was overcame by adding a capacitor bank in parallel with
the resistance load to increase the torque just enough to
adequately brake the turbine in a wind speed of 12 m/s.
This new braking torque curve can also be seen in Fig. 10.
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Figure 9: Generator electromagnetic braking torque curves
versus rotor speed calculated by means of FE simulation with

different values for Rb.
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Figure 10: Turbine curve at 12 m/s shown with the generator
electromagnetic braking torque curves with only a resistive load,
with the end-winding effects ignored and with the end winding

effects taken into account, and with a capacitor bank added.

As the speed is reduced the effects of the capacitors starts
to diminish, because of the drop in frequency. Most large
PM wind generators have a very low electrical frequency
so very large capacitors will be needed if this technique
is applied. However, for smaller systems and due to the
SS-PMG being directly grid-connected in this case the
electrical frequency is much higher. Fig. 11 shows the
time it takes the generator to stop if the electromagnetic
brake is applied at a wind speed of 12 m/s. The stop time
is just above 4.5 seconds.

6. CONCLUSIONS

In this paper several of the braking mechanisms used
for wind turbine systems are studied. Although
electrical braking has been proposed for utility scale wind
generators, it seems that for large systems aerodynamic
and mechanical braking are still the most economically.
For smaller systems, however, it seems more favourable to
make use of electrical braking. Electrical braking systems
are more robust and require much less maintenance than
mechanical braking systems and it also seems more cost
effective at the smaller power levels. A basic per phase
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Figure 11: The turbine speed versus braking time.

equivalent approach making use of the open circuit and
short circuit tests to calculate the per phase inductance is
followed in this study to calculate the braking resistance
and to get an indication of whether the maximum torque
induced by the generator is sufficient. This approach
is more useful if a brake needs to be specified for an
already existing PM wind generator. For better accuracy
the electrical braking calculations can be incorporated in
the FE modelling procedures in the dq-reference frame.
This ensures that the braking capabilities of the generator
can be sufficiently taken into account during optimisation.
If possible the final design should be verified by transient
FE analysis. A very important aspect which should be
taken into account within all the modelling and simulation
procedures are the end-effects in the generator. It is
found that especially for large diameter wind generators
with low aspect ratios the end-winding inductance and
the end-effects of the PMs can influence the maximum
torque value significantly. The maximum achievable
breakdown torque is inversely proportional to the per phase
inductance of the generator. It should also be taken into
account that the inductances varies with load and that the
dq-inductance values for surface mounted PM machines
are not necessarily the same although it is assumed as such
in some calculations. For the prototype generator studied
it is found that the maximum torque of the final design
is too low to brake the generator at the required wind
speed. To rectify this problem a capacitor bank is installed
in conjunction with the braking resistors to slightly
increase the maximum torque value. Depending on the
maximum torque requirements other generator topologies,
for instance double-layer non-overlap windings or also
conventional 3-phase overlap windings might be better
suited if electromagnetic braking with high maximum
torque requirements are needed. These generator types
normally have a lower per phase inductance.
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Abstract: The purpose of this paper is to provide the design of a prototype power line inspection 
robot for the monitoring of Eskom transmission lines. It should also determine if an inspection robot 
would be a feasible solution to aid Eskom in monitoring their lines for potential problems and should 
also determine if it would be a viable financial choice to implement an inspection robot as to their 
current inspection methods. The designed prototype robot must be capable of balancing on a 
transmission line wire, should be capable of driving on it and to manoeuvre past certain obstacles that 
are found on a transmission line. Tests were done to ensure that the robot is capable of performing 
these tasks and other relevant tasks. The main reason for the prototype is to ensure a future 
development platform for an inspection robot.  In return it would result in a cost effective, easy to 
maintain and a safer environment for the inspection staff.  
 
Keywords: Transmission lines, manoeuvrability, centre of gravity, inspection robot, balancing. 
 
 
 

1. INTRODUCTION 

Eskom is the biggest distributor of power in South Africa 
and therefore has thousands of kilometres of transmission 
lines running across the country, as shown in figure 1 [1, 
2]. These lines must consistently be patrolled and 
maintained to ensure optimal use of the lines. A detailed 
helicopter inspection is done every two years. To prevent 
the occurrence of catastrophic failures, every 
transmission line needs to be inspected regularly. Key 
components need to be checked for potential problems, 
for example a line connector has the potential to fail very 
quickly if damaged [1]. Eskom currently uses foot patrols 
and helicopters to do annual checks on the lines at a cost 
of about R36 million per year [2]. Elements that make 
these inspections so costly and time consuming are the 
fact that not all of the transmission line towers are so 
easily accessible, due to rural developments, cities and 
mountain areas. Mountains pose a problem for the foot 
patrols as there are not always roads available. Cities and 
rural areas pose a problem for the helicopters as there are 
lots of buildings and other elements that could potentially 
put the helicopter and its team at risk [1, 3]. 

 

Figure 1: Transmission line grid map of Southern Africa 

A prototype robot needs to be conceptualized and 
designed, so that it would be capable of running on a wire 
and manoeuvre past normal transmission line obstacles 
that might block its path. It must also ensure that it does 
not damage any components on the transmission line or 
the robot itself, whilst manoeuvring past these obstacles 
[1]. The robot should also be able to incorporate a 
monitoring system that could monitor the transmission 
line as the robot drives along it. The robot needs to 
function in such a manner that the fast helicopter 
inspection and foot patrols can be replaced by it [1-3]. 

The robot must be able to manoeuver past obstacles on 
the transmission lines whilst monitoring the line for signs 
of defects, deterioration, bird nests and other related 
problems. The robot should not cost more to construct 
and maintain than what Eskom is already paying for 
inspection. The robot should be a feasible solution that 
would be easy to use and maintain. 

Because transmission line inspections are very expensive, 
the robot with its monitoring system must be inexpensive 
to ensure the projects feasibility. The initial capital outlay 
for the building of this robot will be costly. However, by 
taking the current inspection costs into consideration, the 
construction as well as the maintenance of this robot is 
well in reach. 

Still to be discussed in this paper is the methodology of 
how the robot should be tested to ensure that it would be 
a feasible solution. The results of these tests will then be 
discussed after the methodology. From these results a 
conclusion can be drawn. Areas that could use 
improvement or upgrading, thus sections for future work 
and recommendations will be added before the final 
conclusion is reached. 

2. MATERIAL AND METHOD 

Through researching previous projects with similar 
scopes, a basic idea was formed on what the robot needs 
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to do, what needs to be avoided, what the elements are 
that need improving, how to base the design of the robot 
and what tests should be done. Figure 2 represents the 
conceptual design of the robot. This was done by 
comparing previous projects with similar scopes, projects 
such as the Cable Crawler [4], the CAS robot [5-6], the 
Expliner [6] and the LineScout robot [6-7]. 

Figure 2: Conceptual design for the transmission line 
inspection robot 

From these projects and the conceptual design, a basic 
concept was created for the robot. The robot will consist 
out of six wheels, four are vertical and two horizontal, it 
will have casings to hold the electronics and the batteries, 
the vertical wheels will be attached to arms that can open 
when passing obstacles and the motors will be mounted 
on the bottom of these wheels. To determine if the robot 
would be feasible, certain elements need to be tested. 
These elements are stated below: 

2.1 Virtual Test 

By using SolidWorks®, a virtual concept can be created. 
This concept can then be tested as the real robot would 
have been tested. If the virtual robot is capable of passing 
the tests, the chances will be higher that the real robot 
would also succeed. This will also decrease the building 
time of the robot, as all the dimensions are available to 
the manufacturer. 

2.2 Balancing Test 

An important aspect of the robot is that it should be 
capable of balancing itself on a transmission line cable. 
Thus a testing rig will be constructed to simulate a 
transmission line. The robot will be placed on the line and 
see if it is capable of keeping its balance. If the robot 
keeps its balance different angles will be tested to see if 
the robot can keep its balance at these angles. 

2.3 Communication Test 

As this is just a prototype, the robot will need commands 
from a user on the ground. The user must be able to 
communicate these commands to the robot with little to 
no interference. The distance at which the robot will still 
be capable of receiving commands, how well the 
communication is on an open field in comparison with a 
crowded city area and how the robot will react if the 
communication link is broken should be determined. 

2.4 Manoeuvrability Test 

The robot must be capable of manoeuvring past certain 
obstacles found on a transmission line, as seen in figure 
3. These obstacles were replicated and installed on the 
test rig’s transmission line to determine if the prototype is 
capable of driving past these components without 
damaging the components, the line or the robot. 

 
Figure 3: Obstacles found on a transmission line: a) tower 

structure, b) visibility marker and c) damper 

2.5 Power Consumption Test 

The battery of the robot should also be monitored. This 
will give the user a rough estimate of how far the robot 
will be capable of traveling on the line at certain speeds. 
The battery should also be tested to see what the amount 
of power is that the robot requires.  

3. RESULTS 

Test results demonstrate the feasibility of a project. The 
results obtained from the tests mentioned above, as well 
as some additional test results, are stated below: 

3.1 Motor Results 

The motors used on the robot were tested with and 
without a load. Their revolutions per minute (RPM) were 
determined to define what speed would be ideal to travel 
along the transmission line. 

Revolutions per Minute Test: One can determine the 
amount of RPM of the motor by determining the amount 
of volts applied to the motor. The motor has a “kv” rating 
and this rating is used to indicate the amount of RPM that 
can be delivered for each volt sent to the motor. The 
results that could be acquired from a 4 cell Li-Po battery 
can be seen in table 1. 

Table 1: Revolutions per minute per volt 

Volts (V) RPM 
1 620 
3 1860 
5 3100 
7 4340 
9 5580 
11 6820 
13 8060 

No Load Test: Tests were done on the motor whilst there 
was no load acting in on to the motor. The current was 
measured to determine the amount of power that will be 
delivered to the motor. The results were taken before 

a)                            b) 

c) 

a) b) 
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start-up, during start-up and during the running phase, 
after the current stabilized. The results can be seen in 
table 2. The tests were done whilst only the ESC 
(Electronic Speed Controller), receiver and the motor was 
connected to the battery.  

Table 2: No load testing results on motor 

Motor Status Current (A) 
Not Active 0.13 
Start-up 4.14 
Running 0.68 

From these results one can see that the starting phase 
takes a lot of current, as does any motor at start-up. The 
main result is the current during the running phase. The 
motor was operated at quarter throttle, this means at a 
voltage value of 3.7 V. Taking this voltage value, it can 
be used to determine the RPM at which the motor was 
turning and the results of the RPM was 2294 RPM. The 
total power being dissipated, through the motor and ESC, 
during the running phase can be calculated using the volts 
needed to drive the motor and the current being dissipated 
to make the motor turn. To get the total power, the 
voltage and current, mentioned above needs to be 
multiplied with one another. The result for the no load 
running phase was 2.516 W. 

Load Test: Tests were done on the motor whilst a load 
was acting in on to the motor. The current was measured 
to determine the amount of power that the motor was 
dissipating due to the increased load. The load placed on 
the motor was more than the load it would face on the 
transmission line. The results were taken before start-up, 
during start-up and during the running phase, after the 
current stabilized. The results can be seen in table 3. The 
tests were done as only the ESC, receiver and the motor 
was connected, whilst experiencing a load. 

Table 3: Load testing results on motor 

Motor Status Current (A) 
Not Active 0.13 
Start-up 6.69 
Running 3.13 

From these results one can see that the starting phase 
takes a lot of current. The main result is the current 
during the running phase. The motor was operated at 
quarter throttle, this meaning at a voltage value of 3.7 V.  

Taking this voltage value, it can be used to determine the 
RPM at which the motor was turning and the results of 
the RPM was 2294 RPM. The total maximum power 
being dissipated, through the motor and ESC, during the 
running phase can be calculated by using the volts needed 
to drive the motor and the current being dissipated to 
make the motor turn. To get the total power, the voltage 
and current, mentioned above needs to be multiplied with 
one another. The result for the full load running phase 
was 11.581 W. 

3.2 Battery Results 

The battery can be seen as the heart of the project, as it is 
the power source to all the crucial elements inside the 
robot. If the battery is dead, nothing could work, thus 
knowing how long the battery would last could ensure 

that the project would stay running as long as possible. 
Important factors would be the life span of the battery 
with the components connected to it as well as the time it 
will take to recharge the battery. 

Battery Discharge Test: An important factor to keep in 
mind is that with a Li-Po battery, the voltage value should 
never drop below 2.5 V or else one risks the chance of 
damaging a cell, causing an unbalanced effect inside the 
battery and in the end damaging the whole battery. ESC 
cuts of the power to the motors as soon as the voltages 
are too low for further operation, ensuring that the user 
does not discharge the battery past the 2.5 V level. 

To determine how long it will take before the battery is 
fully discharged. The amount of power needs to be 
determined. The power needed to run the motors have 
been calculated in the motor test section. By using the 
results obtained for the running phase of both no load and 
full load, the following results can be obtained, as 
displayed in table 4. 

Table 4: Discharge rate for the Nano-tech 4 cell 4000 
mAh Li-Po battery 

Load Type Operating Time (min) 
No Load 176.47 
Load 38.34 

From this result, it can be seen that at full load, the 
system can be operated longer than half an hour, but as 
this is at the maximum load the motors would endure, the 
life cycle of the battery would increase. From this 
statement, the result would be anything between 38.34 
min and 176.47 minutes.  

Battery Charge Test: Due to the fact that the battery has a 
rated capacity of 4000 mAh, the battery can be recharged 
at a minimum rate of 4 amperes and a maximum of 10 
amperes. It is important to use a Li-Po compatible 
charger with balancing capabilities to ensure even and 
balanced charging or else one runs the risk of damaging 
the battery.  

The power capability of the charger will determine the 
time it would take to recharge the batteries, as will the 
amount of current used to charge the batteries. If a 50 W 
charger is used at a capacity of 4 ampere’s, the batteries 
would take an hour to charge to full strength. As the 
batteries have a capacity rating of 25 A to 50 A, one 
could charge the batteries at a higher capacity. Thus by 
charging the batteries at a capacity of 10 A would state 
that the batteries will be recharged in 20 – 30 minutes. 

3.3 Chassis Results 

The chassis is the key element for the project, without it 
working properly, the components such as the monitoring 
system would be of no use. Thus the chassis should be 
stable, balanced and importantly not be too heavy. If the 
chassis pass all these criteria, the robot will be capable of 
functioning as required. 

Balancing Test: The first test will be to see whether the 
robot could balance itself on the test rig transmission line. 
This determined whether the robot had a lower centre of 
gravity than the transmission line as well as how balanced 
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the electronic layout was inside the chassis. Figure 4 
shows the result for the balancing test. 

 
Figure 4: Robot balancing on transmission line 

The results are clear to see that the robot is capable of 
balancing itself on the transmission line without any 
problems. The wheels have enough weight to ensure that 
the robot has a lower centre of gravity than the centre of 
gravity of the transmission line. Thus the robot is 
balancing itself without any problem. 

Tilting Test: To be sure that the robot would stay 
balanced through the tests, a tilting test was conducted to 
see whether the robot could rectify itself if it should get 
tilted via the wind or an obstacle on the line. A test was 
done with and without the components to see at what 
angle it stopped rectifying itself. The results from the test 
can be seen in table 5. 

Table 5: Tilting angle rectifying test results 

Angle 
(degree) 

Without 
components 

With components 

10 Balanced Balanced 
20 Balanced Balanced 
30 Balanced Balanced 
40 Balanced Balanced 
45 Balanced Unbalanced 
50 Unbalanced Unbalanced 

With the results shown in the table above, one can clearly 
see that the components do have an impact on the 
stability of the robot. The layout of components is near 
optimal as the difference in angle between the chassis 
with components and the chassis without is only in the 
region of 5 degrees. This states that if the wind should tilt 
the robot, it can be tilted up to ±40 degrees without it 
losing its balance. 

Weight Test: The weight of the robot is crucial, as it 
cannot make the wire droop by more than two meters 
whilst it is running on it. If the earth wire on the 
transmission line should droop more than two meters, it 
could cause an arc between the phase lines and the earth 
wire and thus causing a short on the line [1]. Thus the 

robot needs to be as light as possible, nothing more than 
the average weight of an adult male [1]. People are used 
to inspect the transmission lines inside an isolated 
structure. The structure helps the person to crawl along 
the wire to inspect for any problems that could occur on 
the transmission line. 

The robot was placed on a scale to determine its weight. 
The robot weighed in at 24 kg with all the components 
inside the chassis. This states that the robot is indeed 
lighter than the average male adult and should not pose 
any risk of causing a short circuit on the transmission 
line. 
Manoeuvrability Test: As the robot will be traveling 
along a transmission line, it will encounter certain 
obstacles found on the line. These obstacles need to be 
crossed without the robot losing its balance. Firstly the 
robot needs to be able to cross the tower structure, as this 
is the obstacle that it will have to cross the most on its 
journey. Figure 5 shows how the robot crosses the 

transmission line tower. 

From this figure it can be seen that the robot has no 
trouble crossing the tower and continuing its journey 
along the transmission line. The long vertical wheels aid 
the crossing phase as it keeps gripping onto the wire and 
thus keep the robot stabilized through the whole process. 

The dampers found on the transmission line the robot 
poses no threat to damaging it, as the robot has a big 
surface that will pass over it. The high visibility markers 
were not tested due to the fact that the robot still had 
some balancing issues while driving on the test rig 
transmission line, but in theory it would be capable of 
manoeuvring past it as the markers are round. The wheels 
have been designed to accommodate for the markers 
shape, it will aid the robot in maintaining its stability over 
the obstacle. 

3.3 Communication Results 

To ensure that the robot can be in communication with 
the user in certain areas where the user can not follow the 
robot, such as in mountain or certain rural areas, it would 
be ideal that the robot can be controlled over a certain 
distance and how it will react to the interference caused 
by the transmission line itself. This would aid the user 
and lower the risk of harming the environment or to have 
the risk of an injury during the monitoring process. 

Communication Distance Test: The robot’s 
communication distance was tested, as well as what 
happens if the communication was not possible. First the 
distance test was performed. The results from this test can 
be seen in table 6, where indoor represents a building 

Figure 5: Robot balancing on transmission line 
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crowded environment and outdoor represents open 
spaces. The test was done to see if the receiver registered 
the command at that specific distance. From the results 
one can see that the remote control is much more efficient 
in open areas than in crowded areas with large buildings 
that can block the signal. 

Table 6: Communication distance test 

Distance (m) Indoor Outdoor 
500 Received Received 
700 Received Received 
900 Received Received 
1000 Fail Received 
1200 Fail Received 
1500 Fail Received 
1800 Fail Fail 

The next test was to see what would happen if the robot 
did not receive any form of communication from the user. 
This was tested by running the motors at quarter throttle 
for a few minutes and then switching of the controller. 
This simulated the loss of signal between the robot and 
the user. As soon as the signal was broken, the motors 
stopped spinning. This is caused due to a fail-safe 
programmed into the receiver. The receiver registers the 
input commands from the user. These commands are sent 
to the ESC via an analogue format.  

The ESC processes these commands and controls the 
motor to these values given. As soon as the signal gets 
lost, the receiver will stop receiving commands, thus 
causing it to send a zero value to the speed controllers, 
causing the motors to stop. 

Communication Interference Test: The robot’s 
communication module was tested near a transmission 
line to determine if the line would distort or interfere with 
the communication signal between the robot and the user. 
To test this possibility a quad-copter was used to fly 
above a transmission line for a while. The quad-copter 
used to test this theory is shown in figure 6a. The result of 
the test can be seen in figure 6b were the quad-copter is 
flying over the transmission line and still responding to 
the commands of the user. 

Figure 6: a) Quad-copter used for communication test.  

b) Quad-copter flying over transmission line 

4. RECOMMENDATION & FUTURE WORK 

The materials used to build the robot is sufficient for a 
prototype, but for the real project aluminium or carbon-
fibre should be used to ensure that the robot has a 
lightweight, very strong structure and can serve as an 

isolator between the electronics and the magnetic fields 
created by the transmission lines. By automating the 
whole system, the project could be benefited as it would 
reduce even more costs in the future, due to the fact that 
human control will be vastly limited. 

An electronic speed controller with the ability to reverse 
would also be a good addition to the electronics, thus the 
robot would be able to reverse if the operator would want 
to inspect an area that the robot already passed. By 
adding geared motors will ensure better propulsion 
capability for the robot on the transmission line as well as 
better balancing capability. A means to recharge the 
batteries can also be found to keep the batteries charged 
and ensuring a longer production time. 

A mechanism can be designed to aid the robot in certain 
areas where the robot has to go around a bend due to the 
nature of the transmission line. This mechanism can also 
be used to ease the process of manoeuvring past obstacles 
on the transmission line. A control system can be 
installed to ensure that the robot will always keep its 
balance, no matter the circumstances. It is also 
recommended that the chassis is built more streamlined to 
ensure that the robot does not get destabilized due to the 
weather. The chassis should also be made weatherproof 
to withstand all the elements that occur in South Africa 
and any country that would use this project to monitor 
their transmission lines. In future the robot’s size can be 
increased to house other types of monitoring systems, 
such as the LiDar system that Eskom uses with their 
helicopter inspections. 

The robot can be replaced by an unmanned aerial vehicle 
(UAV) that can be flown over the transmission line to 
inspect the lines, thus replacing the need for the aerial 
inspections and the ground inspections. The UAV would 
be capable of checking the entire transmission line at any 
point. The UAV can either be a small electronic quad-
copter, as they are more stable than normal radio 
controlled helicopters, or a drone type of plane. These 
UAV’s should also be automated or a dedicated 
controller should be appointed to inspect the transmission 
lines with it.  

5. CONCLUSION 

Inspecting the transmission lines are a costly affair, thus 
by building a robot to run on the transmission lines would 
greatly reduce these costs. The robot will need to be 
designed in such a manner that it would satisfy all the 
criteria’s stated to certify that the robot could do what is 
expected from it. It should be capable of overcoming all 
the obstacles that it would encounter on the transmission 
line. These elements are the transmission line towers, 
high visibility markers and dampers. 

By researching possible solutions or methods already 
applied to solve the problem, aids one in discovering an 
alternative method to solve the problem. Also by 
knowing different solutions helps one to choose one and 
focus on improving it. By knowing the problem and the 
solution, one can start implementing the solution by 
determining what elements would suite the solution and 
why would they be a fitting choice.  

a) b) 
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After the prototype robot was constructed, it was tested to 
determine whether it would work or not. The first and 
most important test was to see whether the robot was able 
to balance itself on a wire. The robot had no difficulty 
balancing itself on the wire, and so that test was passed.  

The next test was to see how far the robot could be tilted 
without losing its balance. The robot was tested with and 
without its components to see how it would react. The 
difference in angle between the two tests was ±5 degrees, 
as the chassis with components could be tilted up to ±40 
degrees without any problem. The robot passed the tilting 
test better than expected.  

The weight of the robot also plays an important role in 
the balancing characteristics of the robot. By making the 
robot heavier at the bottom ensures that the robot has a 
lower centre of gravity than the wire it will be traveling 
along. By making the robot heavy also poses the risk of 
creating a short circuiting arc between the earth wire and 
the phases. Due to the fact that the robot weighs only 24 
kg, it would not hold any risk of damaging any element 
found on the transmission line. 

The robot also had to be tested to see whether it was 
capable of manoeuvring past obstacles found on a 
transmission line. First the robot was tested to see if it 
was capable of crossing over a transmission line tower, 
the robot did so successfully. Next it had to cross over a 
simulated damper mechanism, the robot crossed over it 
without damaging the unit. Next the robot had to cross 
over a suspended high visibility marker on the 
transmission line. The robot had some difficulty in 
passing this obstacle but was still able to pass it 
successfully. The difficulty in passing the visibility 
marker is the fact that the robot has to open its wheels to 
pass it, causing a slight disturbance in the balance of the 
robot. 

The communication tests were done to see how far the 
robot would be able to be operated, by the user, and what 
would happen if it would go out of the communication 
range. So the first test was done to determine the distance 
that the robot can still receive commands from the user in 
dens building areas and in wide open areas, as these are 
the two areas that transmission lines are normally located. 
The communication distance was a lot farther for the 
open area than for the crowded area, this is due to the fact 
that buildings tend to block or reduce the signal power 
that is being transmitted from the user to the robot. By 
having the robot travel such a vast distance would surely 
reduce the chances of the user getting injured or not being 
able to complete the inspection process of the power lines 
in mountain, rural, municipal or city areas. Also the robot 
does not stand a chance to continue running if the 
communication is lost between the robot and the user, 
due to the fact that the robot has a fail-safe programmed 
into the receiver that would ensure that the robot would 
stop as soon as it loses communication with the user. The 
communication was also tested near a transmission line to 
determine if it would cause any interference with the 
communication. The result was that the line did not 
interfere or distorted the communication signal. 

To conclude this paper, the robot passed all the tests and 
could be a feasible solution, with some further 
improvements, for the monitoring problem faced by 
Eskom. The prototype robot is a lot cheaper to construct 
and to maintain than it would cost Eskom to fly their 
helicopter for an hour [2, 3]. The prototype robot is not 
the final solution but it can be seen as a solution and 
future work is definitely required to ensure that it would 
be the solution Eskom needs to reduce transmission line 
inspection costs. 
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ROTOR TOPOLOGIES FOR POSITION SENSORLESS CONTROL

W.T. Villet ∗ and M.J. Kamper ∗

∗ Electric machines laboratory, Department of Electrical and Electronic Engineering, University of
Stellenbosch, Stellenbosch 7600, South Africa E-mail: 15053830@sun.ac.za, kamper@sun.ac.za

Abstract: Certain aspects regarding the geometry of the reluctance synchronous machine (RSM) limits
the position sensorless control capability of the RSM drive. Two RSMs, which are designed for
improved position sensorless control capability at zero reference current, are evaluated and compared to
a standard RSM. The efficiency of these three RSM drives are evaluated and compared. The efficiency
of the position sensorless controlled drives are also evaluated and compared to the efficiency of the
drives when controlled with an encoder. The speed bandwidth of these three drives are investigated
when controlled with an encoder and position sensorless. Thermal and efficiency evaluations are done
on all three RSM drives to determine if the position sensorless control methods cause excess losses and
i.e. heat transfer. Finally, the harmonics of the position estimation error are evaluated to investigate and
compare the position sensorless capabilities of the three RSM drives.

Key words: Reluctance synchronous machine drives, Position sensorelss control

NOMENCLATURE AND DEFINITIONS

Symbols:

u, i, ψ Voltage, current and flux linkage
R, L Resistance and inductance
Tm Mechanical torque

θr, ωr Rotor- angle and speed
θe, ωe Electrical- rotor angle and speed
∆, Σ Difference and sum

Indices:

s, r Stator and rotor
a, b, c Stator phase axes
α, β Stator fixed cartesian axis
d, q Rotor fixed direct and quadrature axes

Scalar values are written in normal letters, e.g. R or τ,
vector values are written in small bald letters, e.g. i or ψ
and tensor matrices are written in bold capital letters, e.g.
L or T. Subscripts describe the location of the physical
quantity, e.g. Rs is the stator resistance. Superscripts
specify the reference frame of the quantity, e.g. i(r)s
is the stator current vector in the rotor reference frame.
Superscript T is used to transpose a vector and superscript
−1 for the inverse. The matrix J is used for orthogonal
rotation.

J = T(π
2
) =

[

0 -1
1 0

]

J is the vector equivalent to the complex operator j.
Estimate quantities are indicted with a hat, e.g. θ̂e.

1. INTRODUCTION

An increased percentage of generated electric power is
converted to mechanical power by means of electric
machines. This has developed a need for energy
efficient variable speed drives. Lately the reluctance
synchronous machine (RSM) has been identified as a
possible alternative to induction- and permanent magnet
(PM) machines. This machine has no rotor windings
or permanent magnets, making manufacturing easy and
affordable. Investigations made by Vagati [1] [2] and
Kamper [3] showed that the RSM is comparably efficient
when compared to an inductionmachine (IM) under closed
loop control.

A position sensor is necessary to implement proper closed
loop control by means of field oriented control (vector
control). Position sensors are expensive, fragile and
increases the complexity of the control unit. Two methods
of position sensorless control for RSM drives are proposed
in [4] and [5]. A hybrid position sensorless control
method which combines the methods described in [4]
and [5] is proposed in [6]. It is shown in [4] that a
lack of inductance saliency at small reference current
vectors limits the position sensorless capability of the
drive. Without a sufficiently large enough inductance
saliency it is not possible to track the electrical rotor angle
with the position sensorless control method proposed in
[4].

Two RSM rotor configurations are presented as an
alternative to the RSM rotor used in the investigations of
[4], [5] and [6]. The two alternative RSM rotors have a
larger inductance saliency at small current vectors.

One lingering question that still exists regarding position
sensorless control is the performance of the position
sensorless controlled drive. Can the position sensorless
controlled drive be compared to normal field oriented
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control with an encoder? The aim of this work is to
evaluate and compare different aspects of these three drives
with regards to the position sensorless control method
proposed in [6].

2. RELUCTANCE SYNCHRONOUS MACHINE

The three evaluated RSMs have two pole pair rotors with
distributed stator windings. The q-axis of the RSM is
aligned with the flux barriers and the d-axis, at an angle of
45o, is aligned with the maximum permeance of the steel.
Themaximum torque per ampere current angle of the RSM
is at 60o. The RSM can be described by the stator voltage
equation of (1). The vector product of the flux and the
current produce the torque of the machine as given in (2).

u(s)s = Rsi(s)s +
dψ(s)

s
dt

(1)

Tm =
3p
2
i(r)s

T
Jψ(r)

s =
3p
2
(ψdiq−ψqid) (2)

The rotor configuration of RSM used in [4–6] is as shown
in Figure 1(a). To adhere to convention as chosen by [7],
this will be referred to as the lateral rib configuration. As
stated above, it was found in [4] that this machine has a
very small inductance saliency at zero reference current.
The inductance saliency of the machine is defined as:

∆L=
Ld−Lq
2

(3)

where

Ld =
∂ψd
∂id

∣

∣

∣

iq=0
, Lq =

∂ψq
∂iq

∣

∣

∣

id=0
(4)

The high frequency injection (HF) position sensorless
control method tracks the inductance saliency of the
machine at standstill and low speeds [6]. It is not
possible to control the drive with the HF injection position
sensorless control method if the inductance saliency is too
small [4].

Figure 1(b) shows the proposed alternative RSM rotor
design for high inductance saliency at small current
magnitudes. To adhere to convention this will be referred
to as the ideal rotor configuration. To reduce the torque
ripple of the RSM, a third RSM rotor is built with a skewed
ideal rotor configuration. All three rotor configurations
start out with identical rotor lamination geometries. Two
stacked rotors (skewed and unskewed) are filled with
an epoxy-resin where after the ribs are removed with a
CNC machine to form the geometry of Figure 1(b). The
unskewed ideal rotor is shown in Figure 2 with its ribs
removed.

(a) Lateral Ribs (b) Ideal

Figure 1: (a) Lateral rib (machine 1)- (b) and ideal rotor
(machines 2 and 3)

Figure 2: Ideal rotor (machine 2) filled with epoxy.

All three machines have identical stators with distributed
winding configurations. The rated current for all three
machines are 3.5 A rms. The rated speed for all three
machines are 1500 RPM. The position sensorless control
method used is the one proposed in [6]. The details of this
method are not discussed in this work.

The three RSM topologies will be referred to in the rest of
this work as follows:

Machine 1 Lateral rib rotor RSM drive
Machine 2 Unskewed ideal rib rotor RSM dirve
Machine 3 Skewed ideal rib rotor RSM drive

3. EFFICIENCY EVALUATION

The three RSM drives are compared in terms of their input-
and output power as well as their shaft power in Tables
1-3. Measurements are made with an encoder and without
(position sensorless). The tests are performed on a test
bench where the RSM is connected via a torque sensor
to an induction machine (IM). A digital torque sensor is
used to measure the shaft power. The test setup is shown
in Figure 3.
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Figure 3: Test bench with IM on the left and RSM on the
right [6].

The rating of the two DC link connected drives are 7.5 kW
and 5.5 kW respectively. The input and output power of
the RSMs are measured with a Norma power measurement
device. The performance of the drives are evaluated at
rated speed. The shaft power developed by machine 1
when controlled with an encoder is taken as the “base”
value to compare all three drives. The induced current of
machines 2 and 3 are varied during evaluation to obtain a
power rating of ± 1.147 kW.

The results in Tables 1-3 show that the losses obtained,
in each drive respectively, when controlled with a sensor
are almost identical to the losses obtained when controlled
position sensorless. These results then indicate that the
position sensorless control of RSM drives does not result
in additional losses. The importance of these result should
not be underestimated. Misalignment can occur between
the actual d-axis- and the estimated d-axis of the RSM if
the position sensorless control method is inaccurate. This
will result in the drive not operating at its maximum torque
per ampere angle. Furthermore these results show that
machines 2 and 3 have a higher torque per ampere rating
than that of machine 1.

The efficiency comparison of the three drives are shown
in Table 4. These results show the efficiency of
each individual drive is almost identical when controlled
position sensorless and with an encoder. These results also
show that machines 2 and 3 are slightly more efficient than
machine 1.

4. BANDWIDTH EVALUATION

The dynamic behaviour of the RSM drive is determined
by it’s maximum speed bandwidth. To investigate the

Table 1: Measurements of lateral rib rotor RSM
(machine 1) drive.

Current
[p.u]

Input/
Output
Power

Shaft
Power

Losses

Encoder 1.0 1.357 kW 1.147 kW 0.21 kW
Sensorless 1.0 1.355 kW 1.142 kW 0.21 kW

Table 2: Measurements of lateral rib rotor RSM
(machine 2) drive.

Current
[p.u]

Input/
Output
Power

Shaft
Power

Losses

Encoder 0.91 1.348 kW 1.156 kW 0.19 kW
Sensorless 0.91 1.36 kW 1.159 kW 0.20 kW

Table 3: Measurements of lateral rib rotor RSM
(machine 3) drive.

Current
[p.u]

Input/
Output
Power

Shaft
Power

Losses

Encoder 0.93 1.355 kW 1.153 kW 0.20 kW
Sensorless 0.93 1.361 kW 1.158 kW 0.20 kW

Table 4: Efficiency comparison of the three RSM drives
Machine 1 2 3
Encoder 84.52% 85.76% 85.09%
Sensorless 84.28% 85.22% 85.08%

speed bandwidth of the three RSM drives, sinusoidal speed
reference signals are applied to the drive at no load while
in speed control. The sinusoidal speed reference signal has
an amplitude of ±1500 RPM. The frequency of the speed
reference signal is increased until the drive is unable to
track the reference speed. This is followed by a decrease in
the sinusoidal speed reference amplitude until the drive is
able to completely track the reference speed. This process
continues until it is impossible for the RSM drive to track
the reference speed.

Figure 4 compares the bandwidth of the three RSM
drives when controlled with an encoder and Figure 5
with position sensorless operation. Figure 4 shows that
the bandwidth of all three RSM drives are very similar.
Figure 5 shows that although machines 2 and 3 have a
limited bandwidth at high frequencies, it can deliver unity
response at higher speed reference frequencies than that of
machine 1.

The bandwidth of the unskewed ideal rib rotor RSM with
position sensorless control is more or less the same as
when controlled with an encoder, up until 1.8 Hz. Figure 5
shows that the skewed ideal rib rotor RSM has a smaller
bandwidth when controlled position sensorless than its
unskewed counterpart. It can thus be concluded that some
of the position sensorless controlled drive’s bandwidth is
sacrificed when the rotor is skewed.

5. THERMAL EVALUATION

The three RSM drives are subjected to thermal tests while
controlled with a position sensor and position sensorless.
All three machines are subjected to rated conditions for an
hour. The main objective of these tests are to determine
if there is a noticeable difference in temperature when
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the drive is operated position sensorless, compared to
operation with an encoder. The secondary objective is to
determine if the epoxy-resin and removal of the ribs causes
a noticeable difference in rotor heat. It might be that the
removal of the ribs influence the way heat is transferred
within the machine.

The casing of the machine is enclosed, thus the closest
point to measure the rotor temperature is at the drive
end of the shaft. The temperature difference of the
measured results of the shaft are shown in Figure 6.
The abbreviations in Figure 6 are: “SC” = Sensored
control and “SLC” = sensorless control. Figure 7 shows
the temperature difference of the measured results of the
temperature increase over time on the casing of the RSMs.

Figure 6 indicate that the shaft of the position sensorless
controlled drives are slightly hotter than when controlled
with an encoder. The difference in temperature however
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Figure 4: Measured bandwidth of RSM drives with an encoder.
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Figure 5: Measured bandwidth of RSM drives with position
sensorless control.

is very small. The results in Figure 6 also show that the
shaft of machine 2 is slightly cooler. Again the difference
in temperature when compared to the other two machines
is very small. Figure 7 show that the temperature rise on
the casings are almost identical during all 6 cases.

6. HARMONIC EVALUATION OF THE POSITION
ESTIMATION ERROR

During position sensorless control the position sensorless
control method makes position estimation errors. This can
be defined as:

θerror = θe− θ̂e (5)

where θe is the electrical rotor position and θ̂e the estimate
electrical rotor position. All three position sensorless
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Figure 6: Measured temperature at the drive side shaft of the
RSM rotor.
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Figure 7: Measured temperature on the outside casing of the
RSM.
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controlled drives are evaluated with speed control at rated
speed under full load. The FFT of θerror under these
conditions are displayed in Figure 8. As shown in [6], the
fundamental saliency position sensorless control method
is in control at rated speed. In [5] it is shown that the
fundamental saliency position sensorless control method
is dependent on a sufficiently large enough rotor speed to
function properly. It is also shown in [5] that the position
estimation error is related to the rotor frequency. The effect
of this phenomena can be seen in Figure 8. It is clear that
there are large 50 Hz harmonics present in the position
estimation error of all three machines at rated conditions.

In effect the phase locked loop (PLL) of the fundamental
saliency position sensorless controlmethod proposed in [5]
is fed θerror, which is speed dependant. Figure 8 shows that
the skewed ideal rib rotor RSM has the largest harmonic
at 50 Hz and the smallest one at 25 Hz. This is due
to the skewing of the rotor which reduces harmonics in
the machine. This graph suggests that it is easier for the
fundamental saliency position sensorless control method to
track the electrical angle of machine 3 due to the reduction
in harmonics in θerror which is fed through the PLL. This
statement is also confirmed during practical measurements
of the three machines.

In a second test the position sensorless controlled RSM
drives are given a speed step from 0-1500 RPM under
full load. The FFT of θerror of these results are displayed
in Figure 9. It is shown in [6] that the high frequency
(HF) position sensorless control method is in control of
the drive at standstill and low speeds. As shown in [8], a
HF voltage is superimposed onto the fundamental control
voltage to demodulate the electrical rotor angle. The
position estimation error is scaled by the magnitude of the
saliency as well as the magnitude of the propagation of the
injected high frequency voltage.

Figure 9 shows that θerror of machines 2 and 3 have
harmonics at the injection frequency of 478 Hz. The
results of Figure 9 show that the injected HF signal
propagates well in machine 2 due to the magnitude of the
HF harmonic. It seems that the position sensorless control
capability of machine 3 is less than that of machine 2, but
if considered that the harmonic in the position estimation
error of machine 1 is so small that it can not be displayed
it is safe to conclude that machines 2 and 3 are well suited
for HF injection position sensorless control.

7. CONCLUSION

Performance evaluation of the three RSM drives in Section
2 show that the two ideal rotor RSM drives produce more
torque per ampere than the lateral rib rotor RSM. It is also
found that the position sensorless control method does not
add additional losses to the drive. The efficiency of the
two ideal rib rotor RSMs are more than that of the lateral
rib rotor RSM.

It is found that the speed bandwidth of the position
sensorless controlled drive is sacrificed when the rotor
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Figure 8: FFT of position estimation error signal at rated speed
under full load conditions.
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Figure 9: FFT of position estimation error signal at during a
speed step of 0-1500 RPM at full load.

is skewed. Measured results show that even though the
bandwidth of the position sensorless controlled skewed
ideal rib rotor RSM is lower than that of its unskewed
counterpart, its bandwidth is still larger than that of the
position sensorless controlled lateral rib rotor RSM.

Thermal evaluation of the three RSM drives shows
that there is a small temperature difference in rotor
shaft temperature when the drive is controlled position
sensorless when compared to temperature increase while
controlled with an encoder. The temperature difference
however, is not significant enough to conclude that position
sensorless control causes additional heat losses. Results
obtained from the thermal evaluation also indicate that the
removal of the rotor ribs does not affect the temperature
rise of the rotor.
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Finally the harmonic evaluation of the position estimation
error show that the reduction in harmonics, due to the
skewing of the rotor, coupled with the removal of the ribs
to create the ideal rotor RSM configuration, increases the
position sensorless control capability of the drive.

ACKNOWLEDGMENT

The electric machines laboratory (EMLab) from Stellen-
bosch University would like to thank the Lehrstuhl für
ElektrischeAntriebssysteme und Leistungselektronik from
the Technical University of Munich for their participation
in this project. The EMLab would also like to thank them
for opening up their laboratory facilities towards us.

REFERENCES

[1] A. Fratta and A. Vagati: “Synchronous reluctance
vs induction motor: a comparison”, Proceedings
Intelligent Motion, pp.179-186, April 1992.

[2] A. Vagati: “The synchronous reluctance solution:
a new alternative in AC drives”, 20th International
Conference on Industrial Electronics, Control and
Instrumentation, 1994. IECON ’94, pp.179-186, Sep
1994.

[3] M.J. Kamper, F.S. Van der Merwe and S.Williamson:
“Direct finite element design optimisation of the
cageless reluctance synchronous machine”, Energy
Conversion, IEEE Transactions on, pp.547-555, Sep
1996.

[4] W.T Villet, M.J. Kamper, P. Landsmann and R.
Kennel: “Evaluation of a simplified high frequency
injection position sensorless control method for
reluctance synchronous machine drives”, 6th IET
International Conference on Power Electronics,
Machines and Drives (PEMD 2012), March 2012

[5] P. Landsmann, R. Kennel H.W. de Kock and M.J.
Kamper: “Fundamental saliency based encoderless
control for reluctance synchronous machines”,
Electrical Machines (ICEM), 2010 XIX International
Conference on, Sept. 2010

[6] W.T Villet, M.J. Kamper, P. Landsmann and
R. Kennel: “Hybrid Position Sensorless Vector
Control of a Reluctance Synchronous Machine
through the Entire Speed Range”, 15th International
Power Electronics and Motion Control Conference,
EPE-PEMC 2012 ECCE Europe, Novi Sad, Serbia,
September 2012

[7] N. Bianchi and S. Bolognani: “Influence of
rotor geometry of an interior PM motor on
sensorless control feasibility”, Industry Applications
Conference, 2005. Fourtieth IAS Annual Meeting.
Conference Record of the 2005, Ocktober 2005

[8] D. Raca, P. Garcia, D. Reigosa, F. Briz, and
R. Lorenz: “A comparative analysis of pulsating
vs. rotating vector carrier signal injection-based

sensorless control”, Applied Power Electronics
Conference and Exposition, 2008. APEC 2008.
Twenty- Third Annual IEEE, pages 879 885, Feb.
2008.

Proceedings of SAUPEC 2013

115



PERFORMANCE EVALUATION OF A CENTRIFUGAL PUMP 
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Abstract: The aim of this research project investigates the performance of a centrifugal pump system 
under variable speed operation.  Operating a pump under variable speed operation brings the affinity 
laws into play.  These equations were firstly investigated before it was applied to the overall 
investigation of pump performance. Distinction is made between three types of systems, a system 
with high static head (lift system), the second system is a high loss system with no- or little static head 
and the third is a mixed type system. The “correct” affinity laws were then used to apply to a system 
with a minimum pressure requirement.  The theory proved accurate and was confirmed by practical 
findings.  It has been found that both the pump and the VSD experience a slight drop in efficiency for 
small changes in speed.  A maximum of 5% drop occurred in the efficiency of the pump for a 30% 
reduction in speed.  Further reductions in speed resulted in a more rapid drop in efficiency. 
 
Keywords: Variable speed drive (VSD), pump efficiency, system curve, static head, power 
consumption. 
 
 

1. INTRODUCTION 
 

Many aspects of irrigation pumping systems consist of 
compromises or trade offs between first costs of the 
system and the running costs.  Purchasing cheaper 
systems without considering the higher running cost is a 
tendency among users resulting in a widespread use of, 
inefficient and non cost-effective systems.  In terms of 
running costs a significant portion of the operational cost 
in water distribution systems can be related to pumping 
[1].  Therefore, variable speed pumping has been a recent 
consideration with the aim of varying the duty point of 
the pump to match delivery rate to demand.  Depending 
on the system characteristics, this approach can lead to 
considerable savings in operational costs.  In particular 
cost reductions, where advantage can be taken of the 
demand variability leading to a significant decrease in 
energy consumption. 
 
Pumping systems are usually designed to meet maximum 
design discharge which might occur just for a limited 
time [2].  In on-demand systems such communal water 
supply, there is a variation in flow and pressure as a result 
of seasonal changes in water requirements and human 
behaviour.  The energy consumption of the system 
depends on the systems flow rate, operating pressure and 
the period of time the system operates.  Savings can be 
realized by reducing theses variables, either by changing 
the system’s characteristics or the pump’s characteristics.  
  
 

2. PIPELINE SYSTEMS 
 

The relationship between the flow in a pipeline and the 
head loss produced is described by the system curve of 
the pipeline.  The essential elements to include in a 
system design, is the static head and the friction head.  

Adding the static head to the friction head losses as the 
flow increases gives the total head (H) and is essentially a 
parabola with its origin at the value of the static head. 
 

1.85 2
1 2 sH K Q K Q H � �  (1) 

 

with: 
 
 
K1 = some constant indicating the system’s resistance 
 
Q = delivery rate in m3/h 
 
K2 = some constant indicating the losses due various pipe 

fittings 
 
Hs = static head in m 
 
 
Distinction is made between three types of systems, a 
system with high static head (lift system), the second 
system is a high loss system with no- or little static head 
and the third is a mixed type system [3].  These are 
illustrated in Figure 1.  The head-capacity curve of the 
pipeline to which the pump is installed is called a system 
curve and determines the performance of the pump.  In 
order for the pump to achieve flow the pump must 
overcome the opposing head represented by the system 
curve.  The opposing head consists of static head, 
frictional head losses in the pipeline and the type of liquid 
being pumped.  Static head is the difference in height of 
the supply and the discharge which is independent of the 
flow rate.  Friction head refers to friction loss on the 
liquid being moved in the pipeline and the various pipe 
fittings. 
 

Proceedings of SAUPEC 2013

116

mailto:curren.kuhn@live.com
mailto:pjrandew@sun.ac.za


0 5 10 15 20 25 30 35 40 45 50
0

5

10

15

20

25

Delivery rate (m3/h)

To
ta

l D
yn

am
ic

 H
ea

d 
(m

)

 

 

Mixed system
Lift System
Loss system

 
 

Figure 1:  The three types of systems identified 
 
The system was initially designed for a static head of 12 
meters, but after applying the affinity laws for speed 
relating to pressure and flow rate, it was noticed that the 
operating region for variable speed pumping was greatly 
reduced.  Not allowing the speed to be varied less than 
about 70% of the nominal speed.  For the purpose of this 
study it was necessary to vary the speed to at least 50% of 
the nominal speed.  To achieve this, the static head was 
lowered to 5.5 meters and allowed the speed reduction to 
reach 55%. 

 
 
 

3. SYSTEM DUTY POINT 
 
Pump performance curves are usually determined at a 
constant impeller rotational speed by varying the flow 
(Q) by means of throttling. These characteristic curves 
are plotted as head (H) against flow where the head or 
pump pressure is measured in meters (m) and the flow is 
measured in cubic meters per hour (m3/h).  The head-
capacity curve of the pump and the system curve are 
plotted on one graph and the operating point of the pump 
is found at the intersection of these plots, Figure 2. 
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Figure 2:  Pump operating point in a given system 

 
 
The intersection is the head and capacity at which the 
pump would operate at a certain shaft speed in a given 
piping system.  Distinction is made between three kinds 
of power, supplied power from an external source to the 
motor and controller denoted Pin, shaft power from the 
motor to the shaft denoted Pshaft, and hydraulic power 
imparted from the impeller to the fluid denoted Phyd.  The 
hydraulic power can be calculated at the pump’s 
operating point by, 
 

3600hyd
Hg QP U

  (2) 

 

with:  
 
H = head in m 
 
Q = delivery rate in m3/h  
 
ρ  = fluid density (998.2 kg/m3 at 20 o C for water)  
 
g   = gravitational constant 9.81 m/s2   
 
The power required to drive the pump shaft at the 
operating point can be expressed as 
 

hyd
shaft

P
P

K
  (3) 

 

with η being the efficiency of the pump at the duty point. 
 
 
3.1  Changing the System Duty Point 
 
When varying the speed of a pump the basic system 
characterisation stays unaffected with only the pump 
characteristics changing.  Changing the impeller 
rotational speed is accomplished by changing the drive 
motor’s shaft speed, usually by means of a Variable 
Speed Drive (VSD) and brings the affinity laws into play.  
This is a set of equations that can be applied to estimate 
the performance of the pump under variable speed 
operation.  During variable speed operation, both system 
head and flow rate reduces for a lower drive speed which 
results into lower power consumption.  These laws states 
as follows: 
 

x Flow is proportional to speed (Q ∝ N), 
x Head is proportional to the square of the speed 

(H ∝ N2), 
x Required shaft power is proportional to the cube 

of the speed (P ∝ N3). 
 

It has become somewhat of a “fashion” to install VSD’s 
into pumping systems, due to the third affinity law; 
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power is proportional to the cube of the speed.  A 
common first impression is that centrifugal pumps are 
more efficient at lower speeds, which is not necessarily 
true. These laws do not make any statement of the 
efficiency of the pump.  Understanding these laws and 
why they work is key in applying them correctly. 
 
 
 

4. AFFINITY LAWS 
 
In order to use the “correct” affinity laws to estimate the 
power using the flow rate, some adjustments needed to be 
made to the power equation for systems with static head 
[4]. 
 

3

2 min 2 min

1 1

1
N N

P H Q H
P H Q H

ª º§ ·
 � �« »¨ ¸¨ ¸« »© ¹¬ ¼

 (4) 

 

 
Where: 
 
P = required power in W 
 
Hmin = minimum system head (static head) in m 
 
HN = duty point total head in m 
 
 
Equation (4) incorporates the minimum pressure 
requirement in a given piping system for estimating the 
power requirements at a given duty point. It can be seen 
that as Hmin decreases towards 0, equation (4) becomes 
that of the original affinity laws stated earlier. 
 
 
 

5. SYSTEM MODEL 
 
Discussing the efficiency of centrifugal pumps revolves 
around four efficiencies [1], 
 

x Hydraulic efficiency, 
x Mechanical efficiency, 
x Drive efficiency, 
x The overall system efficiency which is the 

product of the above. 
 

Mechanical efficiency is a measure of the losses between 
the drive shaft and shaft input at the impeller and relative 
to other losses mechanical losses are small and are 
usually ignored [5]. Drive efficiency refers to the 
effectiveness of the pump driver which includes the 
motor and the VSD.  Thus, the total drive efficiency will 
be the product of the motor efficiency and the VSD’s 
efficiency, Figure 3. 
 

 
 

Figure 3:  Pump system block diagram [1] 
 
 
 
6. THEORETICAL ESTIMATES OF COMPONENT 

EFFICIENCY 
 
6.1 VSD 

 
The efficiency of the VSD is based on the research done 
by the Irrigation Training and Research Center [6].  The 
study concluded an efficiency of 95% for a VSD 
manufactured by Danfoss. 
 
 
6.2 Three- phase induction motor 

 
Determining the motor’s efficiency was done using the 
method of constant volts-per-hertz (V/f). The input 
voltage to the motor is adjusted proportionally with the 
input frequency, keeping the flux constant in the 
machine. The model of Figure 4 was used with the 
accompanied equations.  The motor parameters were 
obtained using the Automatic Motor Adaption (AMA) 
feature of the Danfoss VLT® FC302 Automation Drive.  
The parameters are shown in Table 1. 
 

 
 

Figure 4: Per phase induction motor equivalent cicuit [7]  
 
Table 1: Induction motor parameters 

R1 [Ω] X1 [Ω] R2 [Ω] X2 [Ω] Rc [Ω] Xm [Ω] 

2.05 3.04 1.85 3.04 1466 60 

 
 

Using Table 1’s values the model was simulated to obtain 
the efficiency of the induction motor under variable speed 
operation. 
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Figure 5: Induction motor efficiency for constant V/f 
control 

 
 
It can be seen that the motor efficiency is about 82.25% 
at nominal speed and decreases slightly towards a 74.8% 
efficiency at 55% speed. The motor nameplate rating 
indicates an efficiency of 83% at full speed which 
compares well with the result obtained. It is noted that the 
drop in motor efficiency becomes more rapid for speeds 
lower than 60%. 
 
 
6.3 Pump 

 
Using the affinity laws, Figure 6 was obtained.   Table 2 
contains the data obtained from Figure 6. The hydraulic 
power is calculated at each duty point using equation (2) 
and will further be used to determine the pump’s 
efficiency. 
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Figure 6:  Estimate duty points for various speeds 
 
 
 

 
 
 Table 2: Theoretical estimates at various duty points 

  Duty point 

Speed 
N (%) 

Flow 
Q (m3/h) 

Total Head 
H (m) 

Output 
Power 
Phyd (W) 

100 42 20.26 2314.58 

90 36 16.67 1632.38 

80 30 13.41 1094.29 

70 24 10.5 685.46 

60 16 7.88 342.95 

55 11 6.61 197.78 
 
 
A complete table of the theoretical system estimates is 
given in Table 3. 
 
Table 3:  Complete system analysis 

 Efficiency Power (W) 
Speed 
N (%) 

VSD Motor Pump Shaft 
power 

Total 
input 

100 95 82 70 3307 4232 
90 95 81 61 2673 3462 
80 95 80 53 2083 2740 
70 95 78 45 1540 2069 
60 95 76 38 914 1266 
55 95 75 35 562 791 

 
The above table indicates a change in the pump’s 
efficiency under variable speed operation, with a 
maximum drop of 9% for each 10% decrease in speed.  
Theoretical values indicate a drop in pump efficiency but 
needs to be confirmed by practical data obtained from 
testing the designed system. 
 
 
 
 

7. PRACTICAL FINDINGS 
 

7.1 Test Setup 
 

Tests were conducted in a sequential manner.  Starting at 
nominal operating speed the speed was reduced in steps 
of 10% of the nominal speed down to 55% speed.  The 
total input power to the system, e.g. to the drive, was 
measured using a three-phase power measuring device. 
The drive provided a function to view the input power to 
the motor making it possible to determine the efficiency 
of the drive itself. Further readings were the flow rate, 
digitally displayed on the flow rate measuring device, and 
the pressure displayed in volts on a voltmeter. After the 
test readings were recorded at the duty points, the system 
was throttled to determine the pump curve at that specific 
speed. Five throttling stages were deemed sufficient for 
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determining the pump curve.  This process was repeated 
at all reduced speeds.  The constructed system and 
measurement setup are shown in Figure 7 and Figure 8 
respectively.  The vertical elevation (static head) between 
pump suction and the discharge in the top tank is 5.5 
meters. 
 

 
 

Figure 7:  Constructed pump system 
 

 

 
 

Figure 8: Test setup 
 
 
 
 
7.2 Results 
 
In Figure 9 the true pump curves are plotted with the 
theoretical system curve. The system was designed for 
the pump to operate close to its best efficiency point.  It 
can be seen that true resistance of the system is a bit 
lower than the theoretical.  This also explains the lower 
head measured at nominal speed. 
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Figure 9:  True measured pump curves 
 
 
Also using Figure 9, a comparison of the average energy 
consumption between the throttled system and variable 
speed operation is shown in Table 4.  The throttling 
occurs at 100% speed.  The valve is first fully open and 
then it gets partially closed for the five different throttling 
stages.  It can be seen that the savings on energy 
consumption increases for lower speed operation 
compared to the increased throttling.  From 17.9% to as 
much as 64.45% energy savings occurred at reduced 
speeds for variable speed operation. 
 
Table 4: Comparison of energy consumption between a 
throttled system and variable speed operation 

 
 
 
7.3 Efficiency 

 
The efficiency of both the VSD and the pump are plotted 
in Figure 10.  It is evident that both the component’s 
efficiencies decrease with the speed being varied.  
Working with the extreme values it can be seen that an 
efficiency drop of no more than 7% occurred for a total of 
three consecutive 10% reductions in speed.  Below 70% 
speed the drop in efficiency becomes more rapid with a 
maximum drop of 19% occurring for the speed being 
reduced a further 15%.  For the VSD a drop of 6% 
occurred for the entire speed range. 
 

  
Variable Speed 

Throttled 
System 

Savings 
(%) 

Speed 
N (%) 

Input 
Power 
(W) 

Flow  
Q  
(m3/h) 

Input 
Power 
(W) 

Flow 
(m3/h)  

55 743 11.82 2090 8.34 64.45 
60 960 17.54 - - - 
70 1485 23.64 3440 19.62 56.83 
80 2213 29.33 3630 30.06 39.04 
90 3128 35.87 3810 34.56 17.90 

100 4442 43.08 4442 43.08 0.00 
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Figure 10: Efficiency plot of the VSD and pump 
 
The average values are plotted in Figure 11 with constant 
efficiency lines. It is noted at nominal conditions, that the 
pump efficiency is about 58% instead of 70% as indicated 
by the pump data sheet.  This can be ascribed to the drop 
in head measured.  From Figure 11 it can be seen that as 
the speed is reduced the pump duty point moves from 
58% constant efficiency line towards the 40% constant 
efficiency line.  The drop in efficiency can be seen to be 
more rapid for speeds lower than 70%.  
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Figure 11:  Pump operation with constant efficiency lines 
 
 
 

8. CONCLUSION 
 
Having considered the theoretical calculations and the 
practical findings on the pump and VSD efficiency, it can 
be concluded that a definite change in efficiency occurs 
under variable speed operation.  The change in pump 
efficiency is mainly because of the system duty point 
movement, with VSD losses and motor duty point 
movement also having an effect.  Practical findings in 

pointed out that over small variations in speed, a slight 
reduction in the pump’s efficiency occurred.  An 
approximate 5% drop in pump efficiency takes place for a 
30% decrease in speed.  However, at a speed lower than 
70% a more rapid drop in efficiency occurred. 
At 70% speed a considerable amount of power can be 
saved.  This being the case, variable speed pumping can 
be highly beneficial for on demand systems where 
demand varies with time and behaviour.  
 
The system’s efficiency increases as the speed is reduced 
accompanied by a reduction in flow.  For systems with 
low- or no static head, benefits from VSD’s thus seem 
promising.  But for systems with high static head the 
benefits of VSD’s is greatly limited.  A proper analysis 
on the system should be done to determine the viability of 
a VSD controlled pumping system.  Also, if energy 
efficiency is a major concern, then a throttling system 
would be out of the question.  
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PERFORMANCE COMPARISON OF INDUCTION MOTOR AND
LINE START PM MOTOR FOR COOLING FAN APPLICATIONS
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Abstract: This paper presents the design of a line-start permanent magnet (LSPM) motor by
modifying a commercial premium efficiency cage induction motor (IM) for cooling fan applications.
Two-dimensional transient finite element (FE) analysis is applied to both IM and LSPM motor to
compare their starting and synchronization performance for fan-type load. It clearly shows that the
LSPM motor has better efficiency and power factor than that of IM at steady-state. However, the
transient starting performance of the LSPM compares less favorably with that of the IM.

Key words: Line-start motor, permanent magnet, induction motor, design optimisation, finite element
method, transient performance, cage winding.

1. INTRODUCTION

Line-start motors are usually squirrel-cage induction
motors, which are of relatively poor efficiency, power
factor and power density. Global environmental concerns
raise the need for improving energy efficiency in industry.
There has been significant research effort into developing
alternative energy efficient motors. Amongst others, the
line-start permanent magnet (LSPM) synchronous motor
has been regarded as a promising candidate to replace
traditional line-start induction motor. The difference
between LSPM synchronous motor and adjustable speed
PM synchronous motor is that the former has cage winding
in the rotor to assist with starting. The concept of
LSPM synchronous motor was first described by Binns
in 1971 [1]. Comparing with induction motor, the LSPM
synchronous motor is of the following merits:

• High power factor (consume no reactive power);
• Under steady-state, there is no winding loss in rotor

so that the efficiency can be high;
• Considering relatively low thermal loading, it is even

possible to remove fan for small power machines;
• The air-gap in a LSPM motor is usually larger than

that of induction motor, which can effectively reduce
stray loss.

Although LSPM motors possess many advantages over
induction motors, the design of this type of motor still
has many challenges. This is mainly attributed to that
LSPM motor has to fulfil both asynchronous starting and
synchronous operations. With both magnets and cage
wind-ing in the same rotor, there is an inherent competition
of space between them, which often unavoidably leads
to a quite complicated rotor structure. Furthermore,
the localized magnetic saturation in various parts of the
machine also makes it very difficult to accurately predict
some key performance parameters especially during the
transient process. In short, the rotor design of LSPM motor
is not an easy task.

Although a lot of research has been done on the
LSPM motor topics [1–8], the challenge remains the
limited synchronisation capability with inertia. This
paper compares the steady-state and transient starting and
synchronisation behaviour of an induction motor with that
of a LSPM motor for cooling fan applications.

1.1 Characteristics of fan-type load

The load torque is proportional to the square of the fan
rotation speed. This type of loads exhibit variable load
torque characteristics requiring much lower torque at low
speeds than at high speeds, which implies that the load
torque is relatively low when starting up.

To
rq

ue

Speed

To
rq

ue

Speed

Breakaway 
torque

Figure 1: Torque-speed characteristics for fan-type load.

The steady-state torque-speed characteristics of fans may
be represented by the shape shown in Fig. 1 (dotted line).
These characteristics are often approximately represented
by assuming that the torque T required is proportional to
the square of the speed n:

T = T

rated

⇥ (
n

n

rated

)2 (1)

where T

rated

and n

rated

are rated torque and speed of a fan
load respectively. Note that this approximation is generally
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invalid at low speeds because most practical fans have
to overcome a significant breakaway torque (as shown in
Fig. 1) when starting. A more practical fan torque-speed
curve is thus implemented in the transient analysis.

2. INDUCTION MOTOR CONFIGURATION

A WEG 2.2kW 525V 4-pole three-phase premium
efficiency cage induction motor has been selected as a
reference motor for the study. The winding layout of the
induction motor under study is given in Fig. 2. From
a production perspective, it would be cost-effective if
standard IMs can be easily modified to a LSPM motor.
In this study, the stator and rotor cage winding is kept
unchanged.
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Figure 2: The winding layout of the induction motor stator.

3. DESIGN OF LINE-START PM MOTOR

The design of a LSPM motor can be a complicated
multi-variable and multi-criteria optimization problem [6].
Since the same stator and cage winding are used, the only
variables are those that change the magnet position, size of
magnets and the width of the rib as shown in Fig. 3.

O
1

Rib

D1/2

Tm

W
m

Rshaft

Drout/2

R

Figure 3: The selected LSPM topology.

3.1 Design optimization

The basic design method employed here is to use a
combination of both analytical and FEM performance cal-
culations. Considering the less demanding starting torque

Table 1: Main design dimensions of LSPM.
Description Stator Rotor
Outer diameter (mm) 160 97.9
Inner diameter (mm) 99.9 26.8
Axial length (mm) 121 121
Wire diameter (mm) 0.643 -
Winding type lap cage
Coil pitch 23/3 -
Phase connection Delta -
Number of slots 36 28
Number of conductors per slot 82 -
Number of strands per conductor 2 -
Magnet width (mm) - 32.96
Magnet thickness (mm) - 5.68
Air-gap length (mm) 1 -

requirement of fan-type loads, the design optimisation
is performed for steady-state and full-load condition by
using analytical method. The objective is to optimise
for maximum efficiency while subjected to the constraints
such as output power and power factor.

The generated optimum design is then verified by using
2D transient FE analysis to check the starting and
synchronization performance. In the case that the motor
fails to start, new design iterations need to be carried out
until a satisfactory design is found. The flow chart of the
LSPM motor design procedure is given in Fig. 4. The
main dimensions of the optimum design of LSPM motor
are summarised in Table 1.

4. PERFORMANCE COMPARISON

To compare the performance of LSPM motor with that
of IM for cooling fan applications, both steady-state and
transient performances of both type motors are simulated
and presented in the following subsections.

4.1 Steady state

As shown in Fig. 5, it can be observed that the LSPM draws
lower current than that of induction motor at steady-state.
The induced voltages (EMF) (Fig. 6) for both motors are
practically the same, which implies that the amount of
magnet material used is appropriate. The comparison of
the steady-state performance of IM and LSPM motors is
given in Table 2. It is evident that LSPM motor has better
efficiency and power factor than that of IM.

4.2 Transient performance

The transient performance of LSPM motor is of particular
interest as this type motor is known for its relatively
poor transient performance. Transient 2D FE analysis has
been applied to calculate the starting and synchronization
performances. For both motors the stator is powered
from 3-phase 525V supply at 50Hz frequency. The
system inertia and fan-load characteristic have also been
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Figure 4: Flow chart of LSPM motor design procedure.

implemented in the FE analysis. For a load torque of
T

L

, the instantaneous rotor acceleration is governed by the
following equation:

dw
r

dt

=
P

J

(T
e

�T

L

) (2)

where T

e

is the electromagnetic torque, J is the inertia, P

is the number of pole pairs, w
r

is the angular speed of the
rotor. Fig. 8 is the flux plot of the LSPM motor under full
load at a certain time step.

Figs 8-9 show the current waveforms of both motors during
load starting process. It can be seen that LSPM motor
draws slightly higher starting current than that of IM.
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Figure 5: Steady-state currents of IM and LSPM.
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Figure 6: Induced voltages of IM and LSPM.

The speed-time responses for both LSPM motor and
induction motor under load are plotted on the same graph
as shown in Fig. 10. The IM is pulled into synchronism
about 80 ms faster than that of LSPM motor. Figs 11-12
show the torque-time characteristics for both motors at the
same condition.

As shown in Figs 13-14, for fan-type loads with relatively
low inertia, the instantaneous speed-torque trajectory
for both LSPM motor and induction motor show no
sign of repetitive pole-slips profiles at starting. The
synchronization process for both motors are satisfactory,
though the IM demonstrates a slightly better performance
with a smaller locus surrounding rated speed.

5. CONCLUSION

This paper presents the design of a LSPM motor by
simply modifying a commercial premium efficiency IM
for cooling fan applications. The steady-state and transient
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Table 2: Steady state performance of IM and LSPM.
Description LSPM IM
Power (kW) 2.28 2.22
Current (A) 2.5 3.47
Voltage (V) 525 525
Rated speed (rpm) 1500 1435
Efficiency (%) 93.6 87
Power factor 0.99 0.8
Rated torque (Nm) 14 14.6
Frame size 100L 100L

Figure 7: Flux plot of the LSPM under full load.

performances of both motors are computed and compared
by applying extensive 2-D transient FE analysis. It clearly
shows that the LSPM motor has better efficiency and
power factor than that of IM at steady-state. Although
the excellent transient starting performance of the LSPM
is evident, the IM exhibits a slightly better overall transient
performance for fan-type loads.
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Figure 8: LSPM line currents versus time (under load).
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Figure 9: IM line currents versus time (under load).
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Figure 10: Speed versus time curves of LSPM and IM
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Figure 11: LSPM torque versus time (under load).
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Figure 12: IM torque versus time (under load).
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Figure 13: LSPM transient torque-speed trajectories.
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Figure 14: IM transient torque-speed trajectories.
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TRANSMISSION LINE MONITORING SYSTEM FOR A POWER 
LINE INSPECTION ROBOT 
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Abstract: Eskom has thousands-of-kilometres of transmission lines running across South Africa. The 
current methods of overhead power line inspection (foot patrols and air inspections) have been 
implemented for a long time now and are expensive and infrequent. The aim was to develop a 
prototype monitoring system, which had to fit into a transmission line robot to collect information 
from the power line and will allow a person to remotely (wirelessly) inspect the power line. The 
hardware consists of a PandaBoard® (SBC) together with a 5 MP camera and GPS receiver to collect 
information. High detail (resolution) photos of the power line covered the biggest problem faced on 
the lines, namely: hardware fatigue. The evidence was then accessible on a website hosted by the 
PandaBoard® via Wi-Fi. The solution is light weight, compact and has a low power consumption. The 
monitoring system makes collecting evidence easy and fast. The results obtained by this prototype are 
satisfactory as a concept for further development and can provide a feasible and improved solution for 
monitoring of transmission lines for Eskom. 

 
Keywords: Monitoring system, transmission line inspection, inspection robot, PandaBoard 
 
 
 

1. INTRODUCTION 
 
Eskom has thousands-of-kilometres of transmission lines 
running across South Africa [1]. All of these lines have to 
be patrolled and maintained. Eskom is currently doing a 
foot patrol and a fast helicopter inspection annually 
together with a detail/slow helicopter inspection every 
two years on each of these lines.  
 
These methods of overhead power line inspection has 
been implemented for a long time now and it is expensive 
and infrequent [2]. When a key component on a tower 
starts failing, like a wire connector, it has the tendency to 
fail completely over a short period of time. Almost like 
the snow ball effect. Although multiple departments 
inspect the lines, some lines are routed in remote areas 
(across mountains, over rivers, etc.) which means 
inspection is more difficult and more time consuming [3].  
 
Eskom mostly collects detailed photos [4] during these 
inspections coupled with an occasional infrared photo 
(usually during slow helicopter inspection). Using a 
helicopter to collect these photos results in high costs to 
Eskom. Hijacking has also become a big issue during foot 
patrols. The robot will also contribute to safety around 
live lines by not requiring a person to climb onto the live 
wire for close inspection, but only for maintenance [5].  
 
This project is the first step towards an implementable 
inspection robot in the future, therefore this attempted 
monitoring system is a baseline to further expand and 
improve towards the complete monitoring solution 
intended by this project. Some key features have been 
identified to aim for in this first attempt as indicated in 
the list shown below. 

x The monitoring system must incorporate sensors to 
collect evidence from the line. 

x The sensors must collect information at a high rate to 
ensure that data from each part of the line are 
collected to prevent blind spots which may overlook 
key components that can cause line failure. 

x The monitoring system will make use of a wireless 
communication device to transmit the newly 
collected information to a remote device. 

x The wireless broadcasting range at this stage doesn't 
need to be very far as it is only essential to have 
wireless connectivity to form a base communication 
system. Range boosters can easily be inserted in the 
future to increase the range.  

x The monitoring system must be integrated with the 
inspection robot and use its battery source without 
disrupting the robot's operation [6].  

 
The aim of the project was to successfully complete an 
integrated hardware system which will allow the 
collection of detailed evidence (HD photos) together with 
sensors that provide location (time and GPS coordinates). 
The system also has to incorporate software which will 
utilize the hardware to a point where the intervals of data 
collection cover the complete line and then host the 
evidence, wirelessly, over a network [4, 6].  
 

2. MATERIALS AND METHOD 
 
2.1 Technical survey and recommendations 
 
After spending time at Eskom during vacation training in 
their central transmission division located in Simmerpan, 
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the following problems have been identified as problems 
which Eskom face on their overhead transmission lines: 
x Hardware problems (visible components) - This 

include all the physical fatigue noticeable by the 
human eye. Ground patrols use HD cameras to take 
pictures of each overhead power line tower and then 
take it to their office to process and look for 
suspicious components. 

x Hardware problems (non visible occurrences) - The 
two invisible killers are weak connections and 
corona. Both are detectable by an infrared camera. 
Corona is also detectable with an ultraviolet camera. 
These two camera technologies are very expensive. 

x Wire problems - Overhead power lines have to 
comply with clearance standards. Breaching these 
limits results in flashovers. To measure these 
distances, Eskom uses a Lidar scanner to create a 3D 
model which shows all the distances. But just like the 
infrared and ultraviolet cameras, Lidar systems are 
very expensive.  

x High inspection costs - The estimated budget in 
Eskom for aerial inspections is about R 36 million 
per year. The helicopter is capable of a 100 km of 
fast inspection per hour, but costs R 14 000 an hour 
(excluding pilot and staff salary). 

 
After understanding what problems Eskom face, one 
cannot help but wonder if the alternative solutions do not 
really provide the solution that Eskom needs. Eskom is 
currently spending a lot of money just to patrol the 
transmission lines. By buying a robot which specializes in 
temporary close inspection and small repairs (like the 
LineScout® and Expliner), Eskom is only shifting towards 
better safety for humans and not towards saving money 
during foot patrols whilst improving safety. Thus the 
LineScout® and Expliner do not meet the solution Eskom 
require. 
 
The Cable crawler, just like the LineScout® and Expliner, 
is a very big and heavy robot. Its monitoring system isn't 
close to being finished, so it's too early to tell whether the 
developers are heading in the right direction. The High-
Wire acrobat is showing potential for future use by 
Eskom, but the high cost and the fact that field testing 
will only start in 2014, eliminates the High-Wire Acrobat 
as a current competitor.   
 
If a monitoring system, which only looks for visible 
damage (not expensive), can be placed in robots which 
can run autonomously on a live lines doing close 
inspections, then the slow helicopter inspections will 
decrease greatly. To complete the monitoring solution, an 
infrared camera and a Lidar scanner can be combined 
with the fast helicopter inspections to search for the 
invisible problems (corona and weak links). The 
monitoring system has to provide GPS positioning and 
HD photo data from very great distances to provide the 
live line crew with enough evidence to minimize ground 
patrolling. This way Eskom still has a complete 
monitoring system, but with fewer ground patrols and 

slow helicopter inspections which then results ina more 
cost efficient solution. 
 
2.2  Concept draft 
 
From the technical survey and the budget for this project, 
it was decided that the monitoring system should consist 
of the following hardware: a HD camera, a GPS receiver, 
voltage regulator with protection and a PandaBoard® with 
onboard Wi-Fi. This will provide the required hardware 
functionality which the software can use to form the 
monitoring system. The concept breakdown is shown in 
figure 1. 
 

 
 
Figure 1: The hardware and software concept breakdown 
 
For the software side there are two main requirements, 
namely: the data collection and the wireless hosting of the 
data. Below is the concept discussion of each of the 
requirements. 
 
Data collection 
 
The program which will record the evidence every few 
seconds must be able to do the following:  
x take a picture 
x get time stamp 
x get coordinates 
x combine the evidence into one file (rename the 

picture with the time and coordinates) 
x save the file in a common location so that the web 

page can also access it 
x wait a preset delay and start the process all over 

again 
x allow for controllable parameters so that the user can 

change the parameters through the website  
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The program will basically be one big loop running over 
and over just collecting data. If all the taken data is 
placed in one common file location, the website just has 
to be written to display all the data in that file location. 
Wireless data hosting (website) 
 
The web page will be password protected to prevent 
security breaches. The following functionality must be 
provided: 
x password protection 
x display taken data 
x allow user to download data 
x allow user to delete already downloaded data 
x allow user to control the data collection program 

  
2.3 Materials  
 
The chosen hardware for the concept is: a HD camera, a 
GPS receiver, a voltage regulator with protection and a 
PandaBoard® with onboard Wi-Fi. The PandaBoard® is a 
single board computer which will be programmed to use 
the sensors to collect information, process the info and 
then host the data. Figure 2 displays the assembled 
system. 
 

 
 
Figure 2: The assembled monitoring system with sensors  
 
The hardware specifications are: 
x 1.2 GHz dual core processor 
x 1 GB RAM and 16 GB SD card 
x Onboard Wi-Fi and Ethernet port 
x Ubuntu 11.10 OS 
x 720p webcam 
x USB GPS receiver with <10 m accuracy 
x 5 V regulator with inline fuse. (2-6 cell Li-Poly) 
x a total weight of 280 grams 
 
2.4 Software implementation  
 
Each one of the programs are individually discussed 
below regarding how they implement the requirements.    
 
 
 
 

Data collection 
 
The program is written in BASH since it is basic, fast and 
has direct access to the IO communications. The basic 
concept of the program is shown in figure 3. 

 
 

Figure 3: Overhead flow diagram for data collection 
 
Each of the phases shown in figure 3 are discussed 
below: 
 
x Start-up phase: This phase is responsible for the 

initialization of the program. During this time the 
program sleeps for one minute to give the GPS 
receiver time to allocate satellite reception (the 
datasheet states it requires 48 seconds for a cold 
start), sets the start up parameters, navigates the 
terminal to the relevant directory and sets the GPS 
com port with the correct settings, namely: 4800 bps, 
n, 8, 1 for NMEA. 

x Parameter phase: The program reads the values of 
the parameters from a text file (which the website 
can change) and sets the relevant variables, namely: 
run, delay and colour. The run determines whether 
the program should sleep or collect data, the delay 
states the length of the intervals between data 
collections and the colour determines if the photos 
taken by the program must be colour or greyscale. 
Greyscale photos use less space. The program stays 
inside the parameter loop unless or until the run 
parameter changes to true. 

x GPS phase: During this phase the program extracts 
the required location and time from the GPS 
receiver. The detailed flow diagram is shown in 
figure 4.  

 
To retrieve the GPS data, the program runs two separate 
commands simultaneously. One runs in the background 
to stop the other program from continuing to write the 
GPS data to a text file. Then the program searches for the 
relevant data in the text file and starts string manipulation 
to retrieve the coordinates and time. 
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Figure 4: Flow diagram of the GPS phase 
 

A fail-safe is included to rename the location if the GPS 
receiver has stopped working. How and what the string 
manipulation does is shown in figure 5. 

 

 
 

Figure 5: How the GPS data is string manipulated  
 

x Photo phase: The program takes a colour or 
greyscale photo (depending on the colour parameter) 
with a program called Fswebcam and then saves the 
photo to a folder called phpimages with the name 
acquired from the string manipulation in the GPS 
phase. The program can only take 1280x720 pictures 
with the webcam since it does not have the ability to 
software optimize the picture. 

x Delay phase: The last part of the program is a sleep 
function which lets the program sleep for the time 
value specified by the delay parameter. When the 
delay is over, the program loop starts over. 

 
Website 
 
The website was created by using LAMP® (Linux Apache 
MySQL PHP) as it provides all the requirements for the 
website. Apache provides the ability to host the website 
over the network of the PandaBoard® and MySQL adds a 
database which will be used by the PHP written website. 
A database was created with a table to keep track of all 
the user accounts and to give the website user and 
password protection. The table creating code is shown in 
figure 6. 
 

  
Figure 6: Code to create the "users" table in the database 

 
The "user_status" from figure 6 splits the users into two 
divisions, namely: normal - and super user. Only a super 
user can create more user accounts and set data collection 
parameters. The website is made up from multiple pages 
and the interlinking is shown in figure 7. 
 

 
  

Figure 7: Flow diagram of the PHP WebPages 
 

Some of the blocks in figure 7 are coloured in to 
symbolize the pages where the webpage will be making 
use of the MySQL database. The words that are 
highlighted represent buttons which the user must click in 
order to move to the next page. The words that are not 
highlighted are automated responses of the webpage. To 
simplify the explanation of the methods and ideas of the 
website, the individual pages are divided in to the 
following groups: 
x Log in phase - Project, Register, Create, Login and 

Failed login. These pages allow a user to register an 
account with the permission of a super user and/or 
login in with the registered account in order to gain 
access to the data collected by the monitoring 
system.  

x Wall phase - Wall. The wall page is the main page of 
the website which displays a table of hyperlinks of 
all the collected data with the created date-time and 
size. This keeps the page size low and allows for 
quick browsing.  
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x Parameter phase - Parameter and Sav_par. These 
pages allow the super users to set parameter of the 
data collection program by saving the values to the 
text file that the data collection program uses.  

x Quick view phase - View. This page shows small 
thumbnail pictures with hyperlinks to allow the user 
to quickly search for specific pictures to download. 

x Removal phase - Delete and remove. The remove 
page also displays small thumbnail pictures, but with 
an added delete button to allow the user to delete the 
unnecessary data. 

 
3. RESULTS 

 
To test the monitoring system before integration with the 
robot, the system first had to pass a test under full 
operation. At this stage of the robot prototype, live wire 
testing was ambitious for the little time and funds 
available for the project, but electromagnetic interference 
(EMI) is one of the biggest problems which the 
monitoring system will face on a power line. So to test 
the monitoring system in a realistic simulation, the 
system was strapped into a box and fitted to a quad-
copter. The quad-copter then flew over a transmission 
line whilst the monitoring system was running. Figure 8 
shows the quad-copter with the fitted monitoring system. 
 

   
Figure 8: The system installed on a quad-copter 

 
The quad-copter flew right above the power line, far 
enough to avoid risks, but close enough for the system to 
experience the EMI. The system was set up to take data at 
9 second intervals. Figures 9 to 11 shows a sequence of 
three pictures that was taken with their names. 
 
The last three digits from each photo name confirm that 
each picture was taken nine seconds apart. The latitude 
and longitude was tested by comparing the known 
location of the test and the results from typing the data 
into a GPS. The test showed that the GPS receiver 
remained accurate to less than 10 m whilst being exposed 

to the EMI. For comparison of the images, figure 12 is an 
image taken by Eskom during a Helicopter inspection.  
 

 
 

Figure 9: The first photo of a sequence 
  

 
 

Figure 10: The second photo of a sequence 

 
 

Figure 11: The third photo of a sequence 
 

 
Figure 12: An aerial inspection photo taken by Eskom 

2616_0252_S_02808_3901_E_13H51M09S  
 

2615_9909_S_02808_3839_E_13H51M18S  
 

2615_9997_S_02808_3840_E_13H51M27S  
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The monitoring system's photos lack the quality of photos 
taken by Eskom, but that is due to the fact that Eskom 
uses higher resolution cameras. Once the monitoring 
system has an upgraded camera and hangs directly on the 
power line, the monitoring system will be more effective. 
The website was not the main focus during the test, but 
still operated without fault during testing. A detailed test 
was done to evaluate all the corners of the website and 
revealed only small issues which were fixed.   
 
The system's current consumption was tested before 
integration to ensure that the robot could provide the 
necessary power. Figure 13 displays a graph of the load 
under different phases of operation. The system peaks at 
1 A and uses 800 mA rms during data collection. The 
monitoring system was then integrated into the inspection 
robot for further testing [6]. Figure 14 shows the 
integrated systems which forms a prototype inspection 
robot. 

 

 
Figure 14: The amperage consumption of the system 

 

 
Figure 15: The completed prototype inspection robot 

 
4. CONCLUSION 

The project required the development of a monitoring 
system which would fit into an inspection robot and 

through wireless communication allowed for remote 
inspections. As required, two sensors were used, GPS and 
camera, and were it not for budget constraints, more 
sensors to complete the monitoring system could have 
been added. The 3G, infrared and Lidar systems can later 
be added to the system and make the system effective 
enough to replace the foot patrols and most of the aerial 
inspections. For each hour the helicopter is not used, 
Eskom saves money. 
 
The monitoring system provided very good results. The 
data collected by the system are for the most part the 
same as what Eskom would typically collect during one 
of their inspections, which makes it a direct substitute 
with lower running costs than the current method.  
 
To conclude, the monitoring system which weighs 280 g 
can take 60 000 photos with very accurate GPS 
coordinates at a minimal time interval of 5 seconds and 
successfully hosts the data over the onboard Wi-Fi chip. 
This allows a person to remotely inspect the power line. 
The project objectives are met and some features are 
additionally included, like the parameter page which 
allows the user to control the data collection program 
through the website, to increase the performance and 
effectiveness of the system.   
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Abstract: The failure of the 7UT512 and 7SJ50 relays on the 3TM2500 transformer scheme 
minimizes efficient protection on the Ncora substation power transformer. Damage to the 20 MVA 
transformer as a result of uncleared faults could lead to long customer outages, negative impact on 
performance indicators and compromise the safety of operating personnel. Restoration of the 
transformer protection under an emergency outage is done by retro fitting an SEL 387A current 
differential relay into the 3TM2500 scheme. This is achieved by modifying the transformer protection 
scheme and remote access drawings to accommodate the change and by utilizing a specially 
developed Omicron relay testing template to test the new relay settings efficiently. The new settings 
are generated from a setting spreadsheet developed for this purpose using the old Siemens relay 
settings. They are also calculated and verified in the DigSilent Powerfactory Software to prove 
correct grading.  
 
Keywords: Relay failure, replacement SEL 387A relay, unprotected power transformer 
 
 

1. INTRODUCTION 
 

Ncora Substation is a 66/22 kV substation in the Eastern 
Cape Operating Unit. It has one 20 MVA power 
transformer that supplies approximately 8 MVA of 
customer load. Recently, the 3TM2500 Siemens 
protection scheme relays have failed, which has resulted 
in the most expensive equipment of a substation to be 
without sufficient protection. These failed relays have a 
problem in their power supply circuit that fail after years 
in service [1]. To avoid any damage to equipment, injury 
to operators and negative impact on key performance 
indicators, transformer protection has to be restored in 
minimal time. This scheme is also found at three other 
Eskom Distribution Substations in the region and 
therefore this same method can be utilized if the problem 
arises at these sites. The failed phase two relays do not 
have any remote access functionality and therefore this 
function will also be implemented for future fault 
investigations and settings changes.   
 

2. PROBLEM STATEMENT 
 

The failure of the 3TM2500 transformer scheme relays 
have resulted in the Ncora 66/22 kV transformer to be 
without sufficient protection against system and internal 
faults. 
 
2.1 Sub-Problems 
 
 Customers can experience long outage times, which 

will reflect badly on key performance indicators. 

 Uncleared faults can damage equipment, which can 
also endanger the lives of operating personnel in the 
substation yard. 

 No remote access functionality inhibits any off-site 
fault interrogation and setting changes. 
 

3. HYPOTHESIS 
 
The solution is to retrofit a Schweitzer Engineering 
Laboratories 387A current differential relay into the 
3TM2500 scheme and perform all the necessary tests. It 
is a phase four numerical relay, which will replace the 
functions of all the failed phase two Siemens relays. It 
will provide all the protection required by a 20 MVA 
power transformer including the remote communications 
functionality. 
 
The relay can be fitted into the swing frame panel and 
connected to the back plate wiring via a pre-wired loom 
developed for this application.  Refer to figure 1. 
 

 
 

Figure 1: SEL 387A Relay mounted in the panel 
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4. LITERATURE REVIEW 
 
In order for the successful commissioning of the new 
protection, various literatures had to be reviewed. The 
project consists of relay testing and commissioning, 
design drawing modifications, calculation and conversion 
of relay settings and verification thereof using the 
Powerfactory DigSilent Software. The Eskom 
transformer protection philosophy document [2], SEL 
387A relay manual [3] and Network Protection 
Automation Guide book [7] were the main resources 
utilized. 
 
4.1 Transformer Protection Philosophy 
 
Transformers are used in various applications and range 
from a few kVA to several hundred MVA. The size 
depicts the actual protection package applied to it and the 
following package is regarded as essential protection for 
distribution power transformers of ratings above 10 MVA 
[2]. 
 

 Biased Differential Protection. 
 High Voltage (HV) Inverse Definite Minimum Time 

Lag (IDMT) and Instantaneous Phase Overcurrent 
(O/C) Protection. 

 High Voltage Earth Fault (E/F) Protection. 
 High Voltage High Impedance Restricted Earth 

Fault (HV RE/F) Protection. 
 Low Voltage High Impedance Restricted Earth 

Fault (LV RE/F) Protection. 
 Low Voltage IDMT Phase O/C Protection. 
 Low Voltage DTL/IDMT E/F Protection. 
 Surge devices, pressure devices, oil and winding 

temperatures. 
 
Ncora 66/22 kV transformer 1 has failed differential 
protection, high voltage inverse definite minimum time 
and instantaneous overcurrent protection, high voltage 
earth fault and low voltage inverse definite minimum 
time earth fault protection. It is only equipped with HV 
RE/F and LV RE/F protection and the on board surge 
devices, pressure devices, oil and winding temperature 
protection. It is important for the transformer to be 
equipped with essential protection in order for the 
protection logic to operate correctly. 
 
The differential protection is the unit protection and will 
trip both high voltage and low voltage circuit breakers. 
HV Instantaneous overcurrent protection trips both circuit 
breakers for very close up HV bushing faults and acts as 
back-up protection for the differential protection. HV 
IDMT overcurrent protection trips the LV circuit breaker 
for uncleared LV feeder faults. HV earth fault protection 
trips the HV circuit breaker for upstream HV earth faults 
and acts as a back-up to the upstream 66 kV feeder. LV 
earth fault protection trips the LV circuit breaker for 
uncleared LV feeder earth faults [2]. 
 
 

4.2 Schweitzer Engineering Laboratories (SEL) 387A 
Relay  
 
The relay is generally used to protect two winding power 
transformers, reactors, generators and large motors. The 
settings allow you to connect current transformers in wye 
or delta to use with any transformer winding connection. 
It’s an advanced phase four numerical relay and provides 
the following functions [3]: 
 
 Current Differential Protection 
 Low Impedance Restricted Earth Fault Protection 
 Overcurrent Protection 
 Through Fault Event Monitoring 
 Programmable Optoisolated Input and Output 

Contacts 
 Serial Communications 
 Clock Synchronization 

 
This modern multifunctional relay provides short circuit 
protection for both primary and back-up zones. This 
makes the relay quite flexible and complicated to test [4]. 
 
The relay will be configured for Ncora Substation 66/22 
kV transformer 1. The differential functions will be used 
and these settings will be used as per the relay 
manufacturer recommendations. The winding 1 O/C, 
residual and neutral elements will be utilized and these 
settings will be generated from the setting spreadsheet. 
 
The relay will be configured as per the SEL 387A relay in 
the 3TM5110 protection scheme, but only the used 
functions will be enabled. Therefore, if future changes are 
required it can be done while the relay is in service. The 
relay will be configured with the following output logic. 
 
 OUT 101 – TRIP 1 (Master trip condition, differential 

and instantaneous overcurrent trip for the main trip 
circuit) 

 OUT 102 – TRIP1 + TRIP 2 (Master trip and HV E/F 
trip for the back-up trip circuit) 

 OUT 103 – TRIP3 (To start the sustained fault timer 
for uncleared LV system faults) 

 OUT 104 – TRIP 1 + TRIP 3 (Master trip and LV 
breaker main trip circuits) 

 OUT 105 – 50NN3T + 51NN3T + 51P1T (LV 
breaker back up trip circuits) 

 OUT 205 – S1LT1 + S2LT1 (LV E/F and SE/F alarm 
for indication to SCADA) 

 OUT 207 – S1LT2 (Differential trip to SCADA for 
indication) 

 
The relay dimensions allow for easy installation into the 
transformer panel. It is 502 (mm) × 124.5 (mm) × 223.5 
(mm) in size and therefore no extra cutting or drilling is 
required as seen in figure 1 [3]. The blanking plate needs 
to be removed and the relay installed using four cage 
nuts. 
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4.3 Relay Testing and Commissioning 
 
Protection relays form part of a very important task in an 
electrical system. If faults are detected the relevant 
protection relay needs to operate the relevant breakers to 
isolate the fault. This will maintain electrical supply to 
the healthy part of the system. It is therefore important 
that these relays are properly tested and checked to 
perform its functions correctly before it is put into service 
[5]. Commissioning tests prove the design and 
installation as to avoid any nuisance tripping. The aim is 
to ensure correct functioning of the scheme as a whole. 
The logic must be tested to confirm all inputs, outputs, 
logic gates, controls and alarms [6]. The following tests 
are considered as common checks during site 
commissioning [7]. 
 
 Wiring diagram check as per the design drawings 
 General inspection of equipment 
 Relay self-check and communications checks 
 CT circuit checks 
 Relay setting checks 
 Tripping and alarming circuit function checks 
 Secondary injection check at different values 
 Primary injection of the relay to prove stability 
 Testing the scheme logic 

  
The project requires that all these tasks be performed 
because several CT and tripping circuit wiring will be 
done. Most of the injections are done using the Omicron 
primary and secondary injection test sets. The primary 
stability injections are done using a three-phase supply 
and all the secondary injections are done with the 
Omicron Test Universe Software using the relay template 
developed for this project. 

 
Figure 2: Omicron CPC 100 Primary Injection Set 

 
Figure 2 shows the test set used to perform the primary 
injections and the polarity checks of the CT’s [8]. This is 
important to ensure correct ratio and polarity of the CT 
circuits used for the differential protection. 
 
 
 
 
 
 
 
 

Figure 3: CMC 256 Secondary Injection test set 

The secondary injection test set, CMC 256, in figure 3 
was used to perform all secondary injections. The test 
template was developed in the Omicron Test Universe 
software. The test template consists of differential 
characteristic, overcurrent and earth fault pick up and 
multiple test point testing. When testing multifunction 
relays certain settings must be disabled to accommodate 
testing. When performing the differential tests the 
instantaneous overcurrent functions must be disabled [6]. 
 

5. RELAY AND SITE TEST RESULTS 
 
Testing forms an important part of the project and the 
results must be correct to permit the commissioning of 
the new transformer protection. The following focuses on 
the differential and overcurrent test results. 
 
5.1 Relay Test Results 
 

 
 

Figure 4: Differential Curve Test Result 
 

Figure 4 shows the results for the phase-to-phase fault. 
The test searches along the characteristic curve and 
distinguishes the operating and restraint regions. The 
operating region is above the curve and the restraining 
region below the curve. Various test points for different 
fault levels were tested. Maximum deviation from the 
curve ranged between -1.23% and 0.08%.  These settings 
tested accurately. The differential trip time for differential 
protection is instantaneous. Several fault types with 
multiple test points were tested and found to be accurate. 
The maximum tripping time for this relay was 46.1 ms, 
which is considered to be instantaneous. 
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Figure 5: Differential Through Fault Result 
 

Figure 5 shows the through fault module. This module 
checks the relay for stability during external faults. This 
is an important check as it will prove relay stability for 
external faults. If these through faults are not cleared by 
the relevant protection then the transformer back up 
protection will operate. Faults were simulated on both 
sides of the transformer for various fault types and 
multiple test points. The test was run for several seconds 
to wait for a differential trip. No tripping was recorded, 
which proves the stability function to work correctly. 
Restraining values and operating values were recorded to 
ensure that no operating current was recorded by the 
relay. 
 
The harmonic restraint module was used to check the 2nd 
and 5th Harmonic restraint function of the relay. Different 
fault types at multiple test points were used to check the 
percentage setting of the fundamental. The module 
searches along the percentage setting and decides whether 
to operate or restraint for inrush or overfluxing conditions 
during energizing. This function is important because you 
do not want your transformer to trip during energizing if 
there is no fault. Transient magnetizing current can be as 
high as 8-12 times the transformer rating and this current 
is only seen by the HV CT-s [4]. This should trigger the 
differential element, but if the harmonic component is 
above the percentage setting it will block a trip condition.  
However, if there is a severe fault during inrush 
conditions the highset function of the relay will be 
triggered. This is known as the unrestrained element [9]. 
 
Figure 6 shows the overcurrent module in the relay test 
template. It was used to check the overcurrent and earth 
functions of the relay. Again, various fault types with 
multiple test points were tested and proved to be correct. 
The actual effective setting of the function was also 
checked and when it was picked up, the corresponding 
element LED asserted in the target menu of the relay. All 
the overcurrent and earth fault settings tested accurately. 
 

 
 

Figure 6: Overcurrent Test Result 
 

In addition to the relay testing, all the corresponding 
output alarm circuits were also confirmed to be correct. 
The LCD display on the relay also displayed the correct 
flagging which will assist the operators when identifying 
faults.  
 
5.2 DigSilent Setting Verification Results 
 
The settings for the SEL 387A relay were generated from 
the setting spreadsheet. The spreadsheet uses the existing 
Siemens relay settings and converts it into SEL 387A 
settings template. Once the conversion was done it was 
transferred to the relay using the SEL 5010 Relay 
Assistant software. In addition, the settings were also 
calculated and verified on the DigSilent software. The 
IDMT curves for the transformer protection was plotted 
against the 22 kV feeders and various faults were 
simulated to verify correct tripping of circuit breakers as 
per the protection tripping philosophy. 
 
Figure 7 illustrates the tripping time of the various 
protection functions for a fault on the 22 kV busbar. The 
plot shows the overcurrent and earth fault protection 
curves for the transformer and the 22 kV feeders. The 
philosophy requires the transformer LV breaker to trip for 
the 22 kV busbar fault and none of the 22 kV feeder 
breakers. The transformer HV IDMT protection tripped 
the LV circuit breaker and no tripping was issued by the 
feeders. No tripping is shown by the infinite tripping time 
of the respective relays. Only the HV IDMT overcurrent 
relay issued a trip in 757 ms for this particular fault. 
Multiple fault scenarios were simulated to prove correct 
tripping of the circuit breakers at different locations of the 
substation. Figure 8 shows the substation overview in the 
DigSilent software. Faults were simulated on the 22 kV 
and 66 kV lines and busbars. 
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Figure 7: DigSilent plot of a 22kV Busbar O/C fault 

 

 
 

Figure 8: Ncora Substation Overview 

5.3 Site Test Results 
 

Primary injection and function testing with the primary 
plant forms part of the site tests because the HV and LV 
CT-s circuits were disconnected and therefore required re 
injection. All the ratio and polarity results were proven to 
be correct. 
 

Table 1: HV CT’s Primary Injection 
 

Secondary Current 
Phase 
Injected 

Primary 
Amps 

A111 A131 A151 A172 

R 60 A 312.2 mA 0.4 mA 0.3 mA 312.3 
mA 

R-W 60 A 306.9 mA 303.3 mA 0.3 mA 0.2 mA 
R-B 60 A 292 mA 0.4 mA 297 

mA 
0.2 mA 

Polarity test on red phase: ok 

 
Table 2: LV CT’s Primary Injection 

 
Secondary Current 
Phase 
Injected 

Primary 
Amps 

A311 A331 A351 A372 

R 60 A 101.8 mA 0.3 mA 0.2 mA 102.4 
mA 

R-W 60 A 103.1 mA 103.4 
mA 

0.2 mA 0.2 mA 

R-B 60 A 102.3 mA 0.3 mA 102.7 
mA 

0.2 mA 

Polarity test on red phase: ok 
 
Table 1 and Table 2 show the primary injection results. A 
primary current of 60 A was injected and the expected 
ratio was obtained. On the 200/1 ratio the secondary 
current is approximately 300 mA and on the 600/1 ratio 
approximately 100 mA. The polarity was also checked 
with an Omicron Cpol polarity checker to be correct. 
 
The primary differential stability check was done to 
prove the differential function. The results were checked 
in the relay terminal view with a laptop connected to the 
relay. The function was monitored using the “meter diff” 
command in level 1 of the relay. Table 3 illustrates the 
results. 
 

Table 3: Differential Stability Injection Results 
 
Restraint Condition: 
Restraint Current 0.1 0.1 0.1 

Operate Current 0 0 0 
Operate Condition: 
Restraint Current 0 0 0 
Operate Current 0.1 0.1 0.1 
Primary Current: 
HV CT’s 10 A 10 A 9 A 
LV CT’s 29 A 30 A 30 A 
 
A three-phase voltage was applied to the HV CT-s and a 
three-phase short was applied after the LV CT-s. This 
setup simulates the current entering the system to be 
equal to the current leaving the system. Table 3 shows 
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that there are more restraining currents than operating 
currents for a   restraint condition and therefore stability 
is achieved. Next, a three-phase voltage was applied to 
the HV CT-s and a three-phase short was applied before 
the LV CT-s. This setup simulates current entering the 
system unequal to current leaving the system. This will 
calculate differential current to operate the differential 
protection. Table 3 shows more operating current than 
restraining current. 
 
The primary plant was also function checked with the 
secondary plant. The tripping philosophy was checked to 
trip correctly for the different protection. This is to ensure 
that the correct circuit breaker trips. The table below 
illustrates the correct tripping philosophy applied to this 
transformer. 
 

Table 4: Tripping Philosophy 
 
 HV Breaker LV Breaker SFT Start 
Diff Trip √ √  
HV Inst. O/C √ √  
HV E/F √   
HV IDMT 
O/C 

 √ √ 

LV E/F  √ √ 
LV SE/F  √ √ 
 
Once all the site pre-commissioning checks were done 
the transformer protection was commissioned and the 
load readings were measured on all the used CT circuits. 
All load readings results were correct as expected.  
 
The remote access function to the relay was also 
commissioned. The existing system only catered for the 
ABB DPU relays via a Moxa Nport and a Moxa switch 
setup. The OPGW on the 66 kV feeder shield wire allows 
the use of a fibre core for remote access. The fibre is 
routed into the Moxa switch, which is linked via Ethernet 
cable to the Moxa Nport switch. An additional Nport 
device was installed to cater for the new SEL 387A. The 
Nport device was configured using the Nport 
Administrator software and port1 was setup for the 
RS422 connection to the relay [10]. 
 

6. CONCLUSION AND RECOMMENDATIONS 
 
The restoration of the transformer protection at Ncora 
substation by means of retrofitting a SEL 387A relay into 
the 3TM2500 scheme has proven to be useful. By wiring 
up the relay and performing all the pre-commissioning 
tasks before the emergency outage, site work can be 
achieved in minimal time. By use of the settings 
spreadsheet to generate the new SEL 387A settings and 
transfer thereof, one can set the relay in very little time 
without consulting the settings department. The specially 
developed relay testing template allows technician to 
easily and effectively test the relay. The DigSilent 
software proved the tripping philosophy of the substation 
breakers to be correct. All site test results and checks 
passed correctly and the new transformer protection was 

commissioned within the allowable outage time. By using 
this approach to restore the transformer protection, all 
tasks as per the procedure drawn up can give positive 
results. Long customer outages, damage to expensive 
plant and injury to personnel can be avoided. This 
method easily satisfies the objective set out and is 
recommended at all the other 3TM2500 scheme sites 
where similar problems can occur. However, the ultimate 
solution will be to replace the entire 3TM2500 scheme 
with a 3TM5110 protection scheme, which will provide a 
more reliable transformer protection scheme as a whole. 
This approach would however take longer to implement, 
but would definitely provide the required functions for 
many years. 
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Abstract: Power electronic converters are now able to operate at very high frequencies due to the 
development in GaN and SiC power semi-conductor technologies. Measuring such high frequencies 
with rise and fall times of a few nanoseconds requires specialised instruments and a good knowledge 
of measurement techniques. This paper introduces a current shunt designed to be integrated into these 
high frequency power electronic converters. The shunt is required to have a high bandwidth in order 
to reduce the measurement error. 
 
Keywords: Current measurement, high frequency, co-axial shunt. 
 
 
 

1. INTRODUCTION 
 

The drive towards smaller power electronic converters 
has forced the operating frequencies of converters to 
increase, such that the normally large energy storage 
elements of these converters can be reduced in physical 
size. Although size limitations still exist due to the 
magnetic elements, the overall reduction is still 
considerable. Previously, the limitation of the maximum 
switching frequency of these converters was the 
transistors.  
 
Developments in power semi-conductor technology 
introduced Silicon carbide (SiC) power switching 
transistors which are able to switch in the RF range, and 
even newer semi-conductors have been introduced for 
power switching, the GaN transistors, which are said to 
be able to achieve even better characteristics than the SiC 
devices as discussed in [1] and [2]. These recent 
developments in semi-conductor switches have now left 
other technologies to trail. One such technology has been 
identified as accurate current measurement. Although 
actual measurement probes are well developed, especially 
for voltage measurement, the high frequency switching 
operation of the circuit can cause stray flux to couple 
onto the measurement leads causing considerable 
measurement error.  
 
Current probes also often require that a loop be added to 
accommodate a current probe. This loop adds inductance 
to the circuit which will change the operating 
characteristics of the circuit. Ideally HF and RF switching 
power electronic circuits should have as little parasitic 
inductance and capacitance as possible. This implies that 
current and voltage sensors should be carefully designed 
and characterised to ensure that the parasitic impedance 
they add is negligible, or at least will not drastically affect 
the circuit operation. This is especially important for new 
switching devices such as eGaN FETs [3]. 
 

2. CURRENT MEASUREMENT IN POWER 
ELECTRONIC CONVERTERS 

 
Measuring current in power electronic circuits is 
important for several reasons, such as protection and 
control. Measuring current in RF devices in the past was 
not a concern, since the devices were either low power, or 
operated under sinusoidal conditions. Measuring the 
pulsed current waveforms in power electronic circuits 
requires current sensors with high bandwidth capability.  
 
The bandwidth of any device corresponds to the 3dB 
knee frequency which also correlates to a 45 degree phase 
shift at that 3dB point. This large phase shift can cause 
inaccurate measurement and possibly failure in the 
circuit. For instance, if a phase arm is switching out of 
phase, a phase shift (which correlates to a time shift) in 
either of the drive signals can cause a short circuit current 
through the switches which would be detrimental to the 
circuit and/or the power switches. This is why it is 
important to realise that measurement specifications for 
hard switching power electronic circuits must be strict 
and that the 3dB rated frequency is not a true or sufficient 
figure of merit.  
 
Current sensors, specifically in power electronic circuits, 
aim to achieve the following characteristics as listed in 
[4]: 
• Compact size with a very low profile 
• Ease of manufacture and low cost 
• High bandwidth for high frequency operation 
• Fast response with low parasitic elements introduced 
• Reliable with good noise immunity 
• High stability with varying temperature 
 
The criteria listed above are used as guidelines while 
designing the integratable shunt discussed in this paper. 
The accuracy of a current sensor relies heavily on the 
impedance matching of the input and outputs of the 
device under test [5]. Several different shunt technologies 
are discussed next. 
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3. INTEGRATED CURRENT MEASUREMENT 
TECHNIQUES 

 
3.1 Integrated current transformer 
 
Current transformers still require a magnetically 
permeable core, even at high frequencies. This core can 
do no less but add to the layout inductance of the power 
circuit as well as the inherent inductance of the current 
sensor which limits its rise time response [6]. Another 
problem with current transformer sensing methods is that 
only AC waveforms can be measured.  
 
3.2 Current sensing on chip 
 
Some designers have even tested the idea of integrating 
the sensing technology on the chip for applications as in 
[5] and [7]. The advantage of current sensing on chip is 
that the inherent inductance of the sensor is small. Even 
so, physically measuring this current can still introduce 
measurement error. This is costly and is not available for 
all power switches since it is part of the chip 
manufacturing.  
 
The on state resistance can also be used to measure the 
current. As more current passes through the power 
switch, the on state resistance varies as a function of 
temperature, thus varying the measured quantities. The 
true limitation of current sensing on chip is the 
temperature distribution in the chip. 
 
3.3 Integrated Rogowski coil 
 
Rogowski coils can be integrated into a circuit. The 
limitation of the Rogowski current sensor is the 
integrator, since the coil itself can be designed to have a 
high bandwidth [6]. In order to achieve a high bandwidth 
device, the cost of the integrator exponentially increases 
making this an unfeasible option. 
 
3.4 GMI and GMR current sensing 
 
Giant Magneto Impedance (GMI) sensors and Giant 
Magneto Resistive (GMR) sensors [6] are sensor 
technologies which can also be integrated into the power 
electronic circuit. This is because their method of 
operation allows for these devices to reduce in size 
significantly as discussed in [8]. Although these GMI and 
GMR devices can be made relatively small, they are 
costly and complex to be designed into a common power 
electronic circuit, as well as susceptible to the EMI 
generated by the power electronics. 
 
3.5 Integrated planar shunt 
 
This shunt resistor is constructed using thick film 
metallisation technology [6]. The advantage of this shunt 
design is its ultra-low profile and low cost. The resistance 
may vary due to the contact resistance [4]. 
 

3.6 Co-axial shunt resistor 
 
A typical co-axial shunt resistor is shown in Figure 1. The 
idea behind the co-axial shunt resistor is to create a shunt 
with low inherent parasitic elements, high bandwidth and 
also to be able to measure with low measurement noise. 
This is achieved by physically placing the measurement 
lead wire within the field free region of the shunt resistor. 
The region is field free because it is inside the current 
carrying tube conductor as indicated in Figure 1, and can 
be explained with Amperes circuital law. This law states 
that the magnetic field enclosed by any enclosed path is 
equal to the current enclosed by that path [9]. Hence the 
enclosed area inside the shunt will have no magnetic 
field. The common type of co-axial shunt resistors as 
indicated in Figure 1 is bulky and is physically large so 
that it can thermally dissipate the losses. The 
disadvantage of shunt resistors is they do not offer 
isolation and they are temperature dependent. 
 
Simply miniaturising the shunt will reduce the area from 
which it can dissipate the thermal energy losses, hence 
lowering the power capability of the shunt. The shunt 
needs to be miniaturised so that it can be integrated into 
the PCB of the power electronic converter and still be 
able to dissipate the thermal energy. 
 
The shunts that are discussed in this paper are for low or 
high voltage, but low current applications, namely below 
20 amperes. This low current will correspond to the 
voltage drop across the shunt resistor being comparable 
with the leakage flux that could induce measurement 
noise. Thus the shunt needs to be designed such that the 
desired signal can be differentiated from the measurement 
error. 
 

 
Figure 1: Co-axial shunt resistor 

 
4. MINIATURE INTEGRATED CO-AXIAL SHUNT 

 
Shunt resistors are known to be one of the most accurate 
and simplest methods of sensing current as discussed in 
[10]. They are also cost effective. The current is simply 
determined by the voltage drop across the resistor using 
Ohm’s Law. Therefore it is imperative that the shunts are 
designed to reduce the effects of parasitic elements. 
These reasons thus lead to the proposed shunt design 
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which resembles a co-axial shunt resistor. To reduce the 
parasitic elements, an integrated design is implemented. 
 
Inspired by the more common co-axial shunt, this shunt 
resistor mimics the operation to achieve similar 
characteristics but physically at a much smaller scale. The 
resistance of the shunt should be small (normally in the 
order of a few milli-ohm) so that the losses due to the 
shunt are negligible (1.286 W at 10A). The shunt should 
also be designed so that the stray flux that could possibly 
couple onto the measurement is negligible compared to 
the actual current measurement, hence low measurement 
error.  
 
The performance of the shunt is dependent on its size as 
well as placing the measurement leads in a low field 
region as discussed earlier as well as in [4]. Therefore by 
miniaturising the design, the shunt resistor should have 
better high frequency performance. The next issue is the 
thermal dissipation of the shunt. 
 
In order to keep the cost low, the design should be simple 
and easy to implement, no exotic metals are used in this 
miniature shunt design. Instead surface mount (SMD) 
resistors are used as the resistive material. A cross section 
of the miniature or even micro shunt design is shown in 
Figure 2 and Figure 4. The current paths through this 
shunt are indicated in Figure 4. The current flow in 
adjacent current carrying paths is in opposite directions, 
the field around the paths will be weak fields because of 
the field cancellation. This electromagnetic effect will 
also cause a high current concentration on the edges of 
the conductors facing each other on the adjacent paths. 
 
Skin depth and proximity effects are critical phenomena 
which can affect the resistance and inductance of the 
shunt. The current distribution of the shunt must be 
balanced to ensure even current flow throughout the 
shunt. The arrangement of the SMD resistors is indicated 
in Figure 3. This concentric arrangement of the SMD 
resistors of equal resistance will ensure a relatively even 
current distribution at high frequencies. This also allows 
for even heat dissipation of the SMD resistors. In Figure 
3, eight resistors (the shunt design can include more 
resistors to design as discussed later) are shown 
connected in parallel. Connecting the resistors in parallel 
will increase the electrical power capability of the shunt. 
Although from a thermal perspective, this implies that the 
heat dissipating surfaces are closer together. Also, the 
resistors power dissipation specifications are tested in 
free air and not when packed closely together. 
 
This shunt design is cost effective and easy to implement 
and integrate into any high frequency circuit design. This 
type of shunt can be used for feedback control in the 
converter, but it is suggested measurement terminals are 
reconsidered. The components used for this shunt are also 
chosen as common components which are often used in 
high frequency power electronic converters. The 

constructed integrated co-axial shunt resistor is shown in 
Figure 5. 

 
Figure 2: Cross section of miniature integrated co-axial 

shunt resistor 
 

 
Figure 3: Bottom view of miniature shunt indicating 

concentric arrangement of SMD resistors 
 

 
Figure 4: Current path of shunt resistor indicating 

currents in adjacent paths flowing in opposite directions 
 

 
Figure 5: Photo of actual shunt resistor 

 
5. MINIATURE INTEGRATED CO-AXIAL SHUNT 

DESIGN PROCEDURE 
 
The general approach to design such a shunt is explained 
below. This is the procedure that was followed during the 
design of the shunt discussed in this paper. 
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1. Choose maximum current to flow through the 
shunt, I [A]. 

2. Choose the maximum power dissipation of the 
shunt, P [W]. 

3. Determine the resistance of the shunt, ! !

!

"
!

 
4. Determine if the voltage drop measured across the 

shunt will be sufficient	# ! $!. If not, then revisit 
steps 1 to 3. 

5. Using both the resistance of the shunt as well as the 
power rating, choose the number of resistors to be 
placed in parallel. Note that all resistors should be 
the same value to ensure even current and power 
distribution. Also, the size of the shunt should be 
realised. Using too many resistors in parallel 
becomes impractical. In this step one should also 
consider the size of the grommet/via that will be 
used. Ideally the resistors should all be spaced 
equally around the shunt. 

 
Specifically for the shunt discussed in this paper, the 
maximum current to be measured is I=12A. The 
maximum power dissipation is chosen as 2W. Thus the 
resistance is initially chosen as R=0.0125Ω. Therefore at 
12A, the voltage drop across the shunt will be 150mV 
which is sufficient. Next the resistors were chosen to be 
0.25W per 1206 SMD package. This means that the 
number of required resistors would be 
 
	%&" '()*)+&') ! 	

#$%&'	)$*+,

!$*+,	)+,	)&-.&/+

!

0

1!02

! #  (1) 
 
The most readily available resistance value is 0.1Ω for 
which a parallel combination of 8 resistors result in a 
resistance of 0.0125Ω as required. SMD resistors are 
chosen because of their size advantage but also because 
they are flat and can be placed relatively close to the 
PCB, which will result in a lower inherent inductance. 
Obviously the more resistors, the better, since the surface 
covered would be larger with closer resemblance to a 
solid disc. A solid disc will have better current 
distribution than the discrete resistors. A solid resistive 
disc can be made using embedded resistor printed circuit 
board as found in [11]. Such PCB is not readily available 
and the resistive material used may vary in resistance. 
 

6. CHARACTERISATION 
 
Characterising the shunt resistor so that the results are in 
fact meaningful is possibly the most important aspect. 
The impedance measurement guidelines can be followed 
in [12], [13] and [14].  
 
6.1 DC characterization 
 
Two tests were performed under DC conditions. One test 
is to determine the DC resistance, and the other to 
determine the rated thermal capacity versus the 
experimental thermal capacity at the specified current of 
12A. A four point wire measurement using a FLUKE 
5520A Calibrator was used to measure the DC resistance 

of the miniature co-axial shunt resistor. The resistance 
was measured to be 12.86mΩ. The theoretical resistance 
is effectively eight 0.1Ω resistors in parallel which is 
equal to 12.5mΩ. Thus the measured resistance is slightly 
higher which is acceptable and highly likely due to the 
tolerance ratings of the resistors, solder as well as contact 
resistance which is added.  
 
Each resistor used is characterised to have a thermal 
power dissipation of 0.25W in free air. The resistors are 
placed in close proximity to each other. This yields a 
problem since the thermal dissipating areas are now close 
to each other. This will de-rate power specification of 
each resistor package. Although it is assumed that the 
maximum possible rating is the listed rating for free air. 
Since eight 0.25 watt resistors were used, the total 
thermal dissipation is 2 watts. The DC resistance is 
12.86mΩ, thus the theoretical power loss at 12A is 
 
, ! $

0
! ! -$%.

0
-$%"#& ' $(

34
. ! $"#)	/              (2) 

 
Theoretically, the shunt should be able to dissipate the 
thermal losses. A continuous supply of 12A DC was 
passed through the miniature shunt to test its thermal 
capability. The shunt was tested for one hour without any 
sign of failure of the shunt, but a slight increase in 
resistance because of the rise in temperature, which is as 
expected. 
 
6.2 Frequency characterisation 
 
The shunts’ frequency characteristics were measured 
using two different methods. 
 
Impedance analyser results: 
 
An Agilent 4294A impedance analyser was first used to 
characterise the shunt resistor. The miniature shunt was 
measured against a regular large size co-axial shunt, both 
with the same measurement procedure and setup. The 
leads of the shunts were initially calibrated out of the 
measurement, so that only the shunt impedance could be 
measured.  
 
At low impedances, the Agilent 4294A loses much of its 
accuracy. Therefore these results are not much of an 
indication of the characteristics of the shunt. These results 
are shown in Figure 6 and Figure 7. Figure 6 indicates 
that the miniature shunt resistor has a 45 degree phase 
shift at 1.2MHz, which is questionable. To obtain a 
reference to this result, a regular large size co-axial shunt 
resistor was also measured using the same device and the 
results are indicated in Figure 7. The regular co-axial 
shunt resistor measures a 45 degree phase shift at just 
over 300 kHz. This is highly unlikely which leads one to 
believe that these results are questionable. This could be 
due to the fact that the impedance analyser used is 
incapable of measuring accurately at such low 
impedances. Another experimental characterisation setup 
is required to justify these results. 
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Figure 6: Impedance and phase bode plots captures for 

miniature shunt resistor 

 
Figure 7: Impedance and phase bode plots captures for 

regular large co-axial shunt resistor 
 
Vector network analyser results: 
 
An Agilent 8712B Vector network analyser was used to 
obtain a through-transfer function of the mini shunt. The 
same procedure was used for the common shunt. Again it 
should be noted that this instrument also loses accuracy at 
such low impedances. These results indicate a dominant 
resonant point at 807MHz, which can be seen in Figure 8. 
This plot indicates that the miniature shunt is in fact 
inductive before 807MHz. This needs to be verified with 
an alternative measurement technique. 
 

 
Figure 8: Impedance bode plot for miniature and large co-
axial shunt resistor 
 
6.3 Step- response results 
 
An EPC 9001 development board was used which 
implements eGaN FETs as the power switching 
semiconductors. These eGaN FETs are able to switch 
within a few nanoseconds. The shunt resistor was then 
placed in series with a constructed low inductance 
resistive load. This load was constructed such that there is 
uniform current distribution through the load while still 
maintaining a low inductance. The experimental setup, 
including the low inductance load is indicated in Figure 

9. The experiment was performed at 10 watts, (10V @ 
1A). 
 
The power circuit was then setup to induce a 1A current 
step of a few nanoseconds rise time. The current through 
the resistor load and shunt was then measured using the 
shunt resistor and a Tektronix TCP0030 120MHz current 
probe. The voltage across the resistor load was measured 
using a Tektronix P5050 voltage probe and a DPO7254 
Tektronix oscilloscope was used. These results are 
indicated in Figure 10. 

 
Figure 9: Experimental setup 

 
Figure 10 indicates that there are oscillations in the 
voltage waveform. This could be due to the complex 
nature of the load (inherent inductance and capacitance) 
as well as the inductive loop of the ground return path of 
the voltage probe, even though the ground loop wire of 
the voltage probe was removed and short connection 
loops were soldered in an effort to reduce the voltage 
probe return loop.  
 
There is also a noticeable delay in the response time of 
the current probe to the voltage. This could be due to the 
delay of the hall sensor, long co-axial cable length and 
amplifier setup of the current probe. The oscillations in 
the response waveform of the shunt resistor indicated in 
Figure 10 could be due to reflections and unbalanced 
source impedance matching and inherent inductance and 
capacitance resonance of the shunt. This can cause the 
shunt response to rise faster than the actual measurement. 
It was also observed that there was no noticeable 
difference in the shunt measurement with the current 
probe in the circuit or not. 
 

 
Figure 10: Step response of miniature shunt resistor and 
current probe 

MINIATURE 
SHUNT 

CURRENT 
PROBE 

VOLTAGE 
PROBE 

MINIATURE SHUNT RESONANT 
PEAK AT 807MHz 

LARGE 
SHUNT 

RESPONSE TIME DELAY 
OF CURRENT PROBE 

MINIATURE 
SHUNT 

LOW INDUCTANCE 
LOAD VOLTAGE 

PROBE 

EPC 9001 DEV 
BOARD WITH 

eGaN FETs 

CURRENT 
PROBE 

MINIATURE 
SHUNT 
PHASE 

MINIATURE SHUNT 
IMPEDANCE 
MAGNITUDE 

LARGE SHUNT 
PHASE 

LARGE SHUNT 
IMPEDANCE MAGNITUDE 

100Hz 110MHz 

100Hz 110MHz 

Proceedings of SAUPEC 2013

144



Using the rise time response of the miniature shunt, the 
bandwidth of the shunt can be estimated using the 
following equation from [15]. 
 

+
,
!

1!445

6
"#$

   (3) 
 
The rise time of the shunt to the step response is 
measured using the oscilloscope to be 2.35ns. This 
corresponds to a bandwidth of		0

478
! $*+123.  

 
7. FUTURE WORK 

 
The results are not yet satisfactory due to the uncertainty 
of the results and therefore require more work. 
Alternative methods of characterising the miniature shunt 
resistor are being investigated to verify the results 
presented in this paper. The large shunt still needs to be 
placed in the same experimental setup to observe its 
response under the same conditions and compared to the 
results of the miniature shunt.  
 
The miniature integrated shunt has also been simulated in 
COMSOL 4.3a. The electromagnetic simulation results 
are being analysed. The simulated thermal aspects are 
still to be investigated. The equivalent circuit and 
theoretical inherent parasitic elements of the miniature 
co-axial shunt are also being addressed. The equivalent-
circuit impedance can also be used to verify the measured 
characteristics. Implementing the miniature integrated 
shunt into a HF and possibly RF hard switching power 
electronic converter circuit using GaN power transistors 
is also being looked into. The possibility of using 
embedded thin film resistor PCB and integrating the 
shunt into such PCB material will allow for better 
electromagnetic characteristics. This will be investigated 
and implemented in the near future. 
 

8. CONCLUSION 
 
A current sensor for integrated HF current measurements 
has been discussed in this paper. The shunt design is low 
cost and easy to integrate into HF power electronic 
circuits. The estimated bandwidth of the shunt is 143MHz 
matches expensive current sensor technologies, such as 
current probes. The bandwidth also indicates that this 
type of integrated shunt is capable of measuring rise and 
fall times of a few nanoseconds. This is suitable for the 
rated switching times of GaN power transistors. Although 
this shunt design is intended for integration for GaN 
based power electronic circuits, it can be integrated into 
any circuit in which a non-isolated current sensor is 
required. 
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  low and  medium voltage applications. A three-level inverter gives a smoother output voltage because of the  
  intermediate voltage levels in its output waveform. Moreover, it has lower power and Dc link capacitor losses. 
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1. INTRODUCTION 

A voltage source inverter (VSI) is used to convert a fixed DC 
voltage to a three phase AC voltage with flexible magnitude 
and frequency. As the cost of energy is rising with growing 
industrial concerns the topology and components’ selection of 
the inverter plays an important role in these critical 
applications. The conventional two-level inverter completely 
satisfies the low-voltage (L.V) power applications where the 
nominal line-to-line 690 Vrms (IEC) 575 Vrms (ANSI). 
Furthermore, the output voltage is synthesised by means of 
two voltage levels [3]. 

In contrast, the multilevel inverters offer significant 
advantages on the medium and high voltage applications. It 
produces a smoother output voltage with three voltage levels 
on each terminal and five on line-to-line. This voltage results 
in a lower THD. Switching losses are also reduced due to 
faster switching. However, conduction losses are slightly 
higher because of high forward drop and with static and 
dynamic voltage sharing and it appears that multilevel 
topology gives extra benefits. In this paper comparison is 
made between two–level H-Bridge and three–level Neutral 
Point Clamped (NPC) inverters. 

  
In two-level inverters increasing the switching frequency 

can give a smoother voltage but in high power applications it 
brings more switching losses. In three-level inverters voltage 
rating of switches can be lower than in the two-level. Lower 
voltage switches which are used in multilevel inverters are 
generally faster, smaller and cheaper. A lower voltage 
variation (dv/dt) in the three level inverter decreases the stress 
in cables thereby reducing the risk of motor failure due to 
bearing fault [2]. 

In this paper the topology of both two and three-level 
inverters are compared. In particular DC link capacitor losses, 
switching and conduction losses are compared. The 
conduction losses of both inverters are based on the V-I 
characteristics of IGBT-diode modules. On the other hand, 
switching losses are also estimated on IGBT-diode 
characteristics. 

 

2. TOPOLOGIES OF TWO LEVEL & THREE LEVEL 
INVERTERS 

In this section both inverter topologies are discussed 
briefly.  

2.1. Two level Inverters 
A conventional two-level inverter circuit is shown below in      
the figure 1. 
            

 
                 Figure.1: H-Bridge two-level inverter topology 
 
   This configuration comprises six switches (IGBT/diode). 

Diode actually provides a free-wheeling path for current. 
Pulse Width Modulation (PWM) will be applied for high 
power configuration. If the maximum potential impact on 
each switch can be equal to the DC link voltage, i.e E. Then 
the total voltage variation (dv/dt) at the terminal is also equal 
to E. The line-to-line voltage has three voltage levels (+E, 0, -
E), as shown in figure 2.  

 
 Figure. 2: Vab line-line and output voltages for two-level inverter 
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To obtain a sinusoidal signal, a filter with high component 
values is required to suppress high frequency harmonics [5]. 

2.2. Three level Inverters 

The three-level inverter circuit configuration is shown 
below in figure 3.  

 

 
     
  Figure.3: Neutral-Point-Clamped three-level inverter topology 
 
This inverter gives lower potential impact on power 

semiconductor components. It has extensive diminution of all 
sorts of electric noises, and also features higher reliability and 
lower losses. The output terminal voltage has three levels 
+E/2, 0, -E/2. It can be seen that voltage impact on switches is 
half of those in a two-level inverter. Therefore each terminal 
has voltage variation (dv/dt) equal to E/2. The line-to-line 
voltage has five voltage levels (+E, +E/2, 0, -E/2, -E) as 
shown in figure 4.  

 

 
 

Figure 4 : Vab line-line and output voltages of three-level inverter 
 
 
The resulting output waveform is more sinusoidal than in 

the case of two-level topology [5]. 
 

3. CALCULATION OF POWER LOSSES 
In this section expressions for switching and conduction 

losses for the two topologies are reviewed thoroughly. DC 
link capacitor losses are estimated on the basis of rms value of 
capacitor current. The total power losses can be calculated 
from the following equation [4].  

 

            loss con sw capP 3P 3P P � �           (1) 
Where Pcon is the conduction loss, Psw is the switching 

loss and Pcap is the DC link capacitor loss. These values can 
be calculated from the charge and discharge times of the 
capacitor [12]. 

Consider a 30kW system with DC link voltage of 580V, 
nominal output current of 30A and output voltage of 380V. 
Switching frequency of 25kHz and inverter output frequency 
of 50 Hz. The IGBT selection is made for the specifications 
mentioned above. The switching voltage for three-level 
inverters is half of that used in two-level inverters. The 
difference in these voltage ratings has a significant impact on 
the power loss calculations. The modules used in this study 
are Semikron SKM 145GB123D and SK75MLI066T. 

For example, 600V-IGBT class gives 10% lower ON-state 
voltage as compared to 1200V-IGBT. Moreover, 600V-IGBT 
has less switching losses while conduction losses increase by 
twice that of 1200V-IGBT, shown in the table below:  

 
TABLE I  

Parameters Values From The Data Sheet 
 

              IGBT 

 
Conditions 
(Tj=25oC) 

 

Eon 
[mJ] 

Eoff 
[mJ] VCE 

600V 
 

SK75MLI066T 
Trench IGBT 

 
VCE=300V 
IO=100A 

 

2.5 3.4 1.1 

1200V 

 
SKM145GB123D 

MOS input 
 

 
VCE=600V 
IO=100A 

 

17 12 1.6 

 
3.1. DC link Capacitor losses: 

 
      The DC link capacitor losses can be determined by 

considering the rms value of current through the capacitor. 
The capacitor current has a charging and discharging 
component which can be expressed as [4]. 

  
 

2 2
, rms DCC rms d dI I I �

             (2)
 

 
Where, 
 Icrms is rms value of charge current. 

     Idrms is rms value of discharge current. 
 

, , ,
1( ) ( . ) . )d DC j d j j d j

j js

i T i i
T

I G  ¦ ¦
                        (3)

 

2 2 2
, , ,

1( ) ( . ) . )d rms j d j j d j
j js

i T i i
T

I G  ¦ ¦
                        (4) 

Id,DC and Id,rms can be calculated as follows: 
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If the values of the charging and discharging currents are 

known, they can be multiplied by the estimated Equivalent 
Series Resistance (ESR) values of the capacitor. Typical ESR 
values are given in the table below.  

 
TABLE II 

Typical Values of Equivalent Series Resistance 

 
 
The loss calculations are given in the following table: [4]  
 

TABLE III 
DC Link Loss Calculation 

 
Capacitors used for DC link were three for two-level and 

two for three-level inverter. However, in the case of three-
level configuration only one capacitor is used for a single 
commutation so the total loss can be divided by 2. This can 
give almost exact results although it still needs further 
research. 

 
3.2. Switching losses: 

 
The switching losses contribute significantly to the total losses 
of the system. Switching losses are independent of inverter 
Modulation Index (M) and Power factor but increase with 
switching frequency (fs). In order to build an accurate model 
switching-on and switching-off of IGBTs and diodes need to 
be considered carefully. In this paper hard switching has been 
applied on both inverter topologies. Even though the two-level 
inverter has higher switching losses, soft-switching (ZVS 
turn-on) could be easily performed reducing its losses. But 
modeling soft switching events in detail for three-level 
inverter is extremely complex to deal with. Here, only the on 
and off times power loss of the switches are discussed. The 
current dependency of switching losses for the transistor diode 
module is investigated from the datasheets for both two and 
three level configurations [12]. 

 
 

 
3.2.1.  Two-Level Inverter switching losses: 

 
IGBT switching behaviour is characterised by the turn-on 

time delay td(on) , the rise time (t)r  and turn-on energy (Eon). 
The turn-on gate pulse is applied at to and due to the input 
capacitance of the IGBT the gate voltage VGE rises gradually 
[12]. After the time td(on), VGE reaches a threshold voltage 
VCE during which time the collector current Ic starts to 
increase almost linearly. Similarly, in a turn-off situation, its 
behaviour again is dependent on turn-off delay time td(off), 
fall time tf and turn-off energy Eoff. By discharging the input 
capacitance of the IGBT, the gate emitter voltage VGE is 
reduced but VCE remain unchanged until VGE is drained out 
completely to bring IGBT out of saturation [2]. 

 
Estimating the switching losses for the IGBT and diode 

switching. The turn-on and turn-off energy can be used from 
the device data sheet as shown in figure 5.  

 
          

 
 

             Figure. 5: turn-on /-off energy = f (IC)  
 
Switching loss can be calculated as: 
 

1 . .[ ( ) ( )]on off s on offP P f E i E i�  �
3                            (11)

 

Where Eon is the on-energy, Eoff is off-energy and fs is 
switching frequency. The module data sheet gives Eon= 17mJ 
and Eoff = 12mJ when the rated current is 100A, and using 
switching frequency fs =25 KHz. The total switching loss can 
be calculated from the equation and the power loss per switch 
is 230W. 

 
3.2.2. Three-Level Inverter switching losses: 
 

As there are only two commutations per period for IGBTs 
as shown in the fig.7 the switching losses for the other two 
switches can be excluded for each cycle.  

 

Type 22 F 100 F 470 F 1000 F 4700 F 
Standard 

Aluminum 
and 

Ceramic 

1 to 
5.4Ω 

0.3 to 
1.2Ω 

0.1 to 
0.24Ω 

0.02 to 
0.12Ω 

0.01 to 
0.23Ω 

Topology IC,rms Id,DC Id,rms 
ESR

Ω 
Loss/Ca
pacitor 

Total 
Loss(W) 

Two-
Level 31.6 26.9 41.5 0.04 68.89 68.8×3=206.

67 
Three-
Level 73.2 62.3 96.1 0.01 92.31 92.31×2=184

.62 
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Equation(11) can be used to estimate the switching losses 
for the IGBT and diode on the basis of the turn-on and turn-
off energy from the data sheet as shown in figure 6 :[12] 

 
       

 
       

     Figure. 6: turn-on /-off energy = f (IC)  
 
Module data sheet gives Eon= 2.5mJ and Eoff = 3.4mJ when 

the rated current is 100A and taking switching frequency fs 
25KHz. The switching loss per switch is 46.97W. 

 
 

3.3. Conduction losses: 
 
Conduction losses do not depend on switching frequency fs, 

but are directly affected by modulation index and Power 
Factor. Conduction losses are function of currents in 
semiconductor devices and their saturation voltage values; 
therefore it can be computed by multiplying voltage and 
current in an ON state. Conduction losses in IGBTs and 
diodes for both two and three-level configurations are 
analysed in this section with the help of the following 
equations. 

 
 
 

3.3.1. Two-level Inverter conduction losses: 
 
  The conduction period for semiconductor devices in a 
single leg of the inverter during half of the switching period 
is defined as [7]: 

     

1( ) [1 cos ]
2R NMD W Z W �

         (7) 
Positive current for the half period can be calculated as:  

2 ,( ) ( ) cos( )T N R c Ni i IW W Z W I  �
                          (8) 

 

  

The half cycle current can be integrated to give the 
conduction losses. 

 
The conduction losses for the IGBT are given as: 
 

    
2 2

_ 2 _ [ ] cos [ ]
2 8 8 3

CECEO c c CEO c CE c
con L T

V I r I V I r IP M I
S S
u u u u

 � � �       (9) 

Where VCEO and rCE are collector-emitter on state voltage 
and resistance, VFO is forward voltage drop and rF is the 
forward resistance of the diode.   

          
The conduction losses for diode are given as: 
 

2 2

_ 2 _ [ ] cos [ ]
2 8 4 8 3

FO c F C FO c F C
con L D

V I r I V I r IMP I
S S
u u u u

 � � �
   (10)

 

 
Setting the values  as M=1, I =1, i=100A  and from data 

sheet CEOV = 1.6V,  CEr = 14mΩ, FOV =1.4V,  Fr =  11mΩ , 

_ 2 _con L TP  = 61.8W,   _ 2 _c o n L DP =  20.2W . So total 
conduction loss per leg of a two-level inverter is   
2.(61.8+20.2) = 164W. 

 
3.3.2. Three-level Inverter conduction losses: 

   For three-level configuration the same equations are 
repeated to calculate loss at each IGBT and diode including 
the clamping diodes. However, a detailed analysis of the 
commutation of the inverter is necessary to calculate the 
specific semiconductor device losses during conduction. The 
commutation process is illustrated in figure 7 (a & b)
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Switching states ‘O’ defines switches S2 and S3 are ON, ‘P’ 
shows S1 and S2 are ON and ‘N’ denotes S3 and S4 are 
conducting. Taking the DC input voltage as “E” whereas Cd1 
and Cd2 are the DC bus capacitors. 

Considering a state change from ‘O’ to ‘P’: in the case of 
i>0 , the switching state ‘O’ has switches S2 and S3 switched 
on while S1 and S4 are off. Positive load current i>0 puts the 
clamping diode D5 in an on-state. Therefore voltages across 
switches S2 and S3 are seen as zero and the voltage on each 
switches S1 and S4 is equal to E/2. 

S3 is being switched off during the    interval. The current 
path remains same. Now S3 is fully gated off, the voltage 
across S3 and S4 equals to E/4. The top switch S1 is turned on 
in the switching state ‘P’ [10]. 

The same procedure repeats for negative current cycle as 
shown in Fig7(b). It can be deduced that only half of the DC 
bus voltage is experienced by all the switches in the NPC 
inverter during excursion from state ‘O’ to ‘P’, similarly from 
‘P’ to ‘O’ and vice versa. So in a single phase current for a 
positive cycle two switches and a diode are involved and for a 
negative cycle two diodes and a switch are involved. 
Eventually for a whole phase change three stages are involved, 
e.g ‘PON’. 

Setting the values as M=1, I =1, i=100A and from the data 

sheet CEOV = 1.1V, CEr = 10mΩ, FOV =1.1V, Fr =  8mΩ  , 

_3 _con L TP  = 43.15W   _3 _con L DP =  15.5W 
Total losses on the inverter leg are: 
For (O-P) : 43.15+43.15+15.5 =   101.8W 
For (P-O): 15.5+15.5+43.15 =      74.15W 
Similarly,  
For (O-N) : 43.15+43.15+15.5 =  101.8W 
For (N-O): 15.5+15.5+43.15 =     74.15W 
Total Loss = 2x(101.876+74.15) = 352W 
 
 
 

3.4. Total Loss Calculation for two and three level inverters: 
 

The total loss can be calculated from equation (1): 
It gives conduction loss for single phase and on a single 
switch. The proper loss equation per phase of either topology 
is given as: loss con sw capP 3(P 2.P ) P � �                       (12) 

Following table compares the total losses for the two inverter 
topologies. 

 
TABLE IV 

Total loss calculated for two- and three-level inverters 
 

Configuration 

 
DC link 

capacitor 
losses Pcap 

(W) 
 

Switching 
losses 

Psw 
(W)/switch 

 
Conduction 

losses 
Pcon 

(W)/phase 
 

Total losses 
per phase 

(W) 

 
Two level 

 
206.67 230 164 2079 

 
Three level 

 
184.62 46.9 352 1522 

 
From the table above it can be concluded that total losses 

for two-level inverter is slightly higher as compared to three-
level inverter.  

 

4. CONCLUSION 
This paper evaluated power loss comparison for two 

inverter topologies. It was found out that the conduction losses 
for the two-level inverter are lower than the three-level 
configuration. However, overall power losses for the three-
level configuration are lower for selected semiconductor 
devices. Three capacitors were used for the two-level inverter 
DC-link loss analysis. Even if DC-link capacitor losses of the 
two-level inverter are reduced it cannot compensate for their 
increased semiconductor losses. Analytical results were 

         (b) Commutation with i <  

         Switching State ‘O’                                             Interval                                  Switching State ‘P’  

                        (b) Commutation with i <0 
        Figure.7: Commutation during switching state ‘O’ to ‘P’ 
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shown with the help of mathematical equations. It was 
discovered that the three-level configuration has 36% less 
losses than the two-level. Thus the three-level topology 
achieves an overall improvement of power conversion 
efficiency. 
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1. INTRODUCTION 

Controlled converters are reputed to be traditional 
sources of harmonics in power systems [1]. When 
found to be more than one in the network, they tend 
to exchange distortion [2], while of course polluting 
other components connected to the system point of 
common coupling (PCC). In most applications, 
converters are required to operate either as rectifier 
or inverter at the expense of the control parameter, 
which for controlled converters, happens to be the 
firing angle [3]. Therefore, this change of operating 
mode is associated to specific regions of the firing 
angle: 0 < α < 90° for rectification and 90° < α < 
180° for inversion [4]. The effectiveness of 
controlled converters in power conversion justifies 
their popularity and dependence in power systems 
despite the level of distortion they are able to 
generate in the network [5]. It would therefore be 
interesting to investigate whether or not the 
distribution or exchange of active harmonic powers 
between converters could be influenced by their 
respective operating modes. To conduct this analysis, 
a power network consisting of two controlled 
converters operating either in similar or different 
states and connected to the same PCC with a linear 
load is analysed. The supply to the network is from 
two identical power transformers connected to the 
external grid. This network is built and simulated on 
the digsilent 14.1 computer software which performs 
harmonic load flow at the following designated 
harmonic frequencies: 5th, 7th, 11th and 13th. 
Harmonic load flow analysis is therefore based on 
the following operating case studies: 

(i) Both controlled converters operate in the 
rectification mode with changing firing angles;  

(ii) Both controlled converters operate in the 
inversion mode with changing firing angles;  

(iii) Converter 1 operates as a rectifier whereas 
converter 2 as an inverter, and both with 
changing firing angles.   

In each of these cases, the firing angle is adjusted in 
every step of ten. Harmonic load flow analysis from 
the digsilent software under the above conditions 
suggests that harmonic active power is randomly 
exchanged or distributed, and is therefore 
independent of the converter operating modes.  

2. SYSTEM TECHNICAL DATA  

The supply system is made up of two 5 MVA, 11/0.4 
kV transformers connected in parallel and being fed 
from a 10 MVA external grid. Both harmonic loads 
in use consist of ac/dc thyristor converters externally 
controlled, and with the following power and dc 
voltage ratings: 3 MW, 0.5 kV for converter 1 and 6 
MW, 0.5 kV for converter 2. The rectifier converter 
supplies two 1.5 MW dc loads whereas the inverter is 
connected to a 600 V dc generator, having an 
armature resistance of 2.5 Ω and field inductance of 
200 mH, through a 1 km dc line with resistance of 
0.034 Ω/km and inductance of 35.1 Ω/km. On the 
other end, the linear load consists of the following: a 
1 MW, 0.4 kV at power factor of 0.85 lagging. The 
system technical data thus described is derived from 
the software library. Figure 1 shows the power 
network under investigation. 
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Fig. 1: Digsilent model of the power network. 
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3. HARMONIC LOAD FLOW 

One of the methods used to identify the distortion 
sources in power systems, is the analysis of the 
direction of active power harmonics [6]. Harmonic 
load flow such as supported by the digsilent provides 
both the magnitude and direction of active harmonic 
powers [7]. It is worth noting that the direction of 
harmonic active power is revealed in terms of the 
positive or negative sign preceding the magnitude. 
Accordingly, the positive sign implies that power is 
consumed and such a load is a victim of harmonics, 
whereas the negative sign implies that power is 
released and such a load is obviously a harmonic 
source [8]. However, it is a requirement for the 
software in use that harmonic loads should be 
defined either as phase correct balanced or 
unbalanced current sources by the end user. For the 
purposes of this study, the balanced approach is 
adopted. Therefore, harmonic loads are defined to be 
injecting respective characteristic harmonic currents 
at the proportion indicated in table 1. 

Table 1: Proportion of Injected Harmonics 

 

Harmonic Order (n) Percentage Harmonic 
Distortion (%) 

5h  20 

7h  14.286 

11h  9.091 

13h  2.703 

 

4. HARMONIC ACTIVE POWER 
DISTRIBUTION 

The dynamic behaviour of harmonic active powers, 
between the system components connected to bus 2 
(BB2) of the power network under scrutiny, is 
analysed on the basis of the firing angle variations. 
For the three operating conditions to be studied the 
firing angle adjustment for the converters is either 
incrementally (from 10° to 90° or 90° to 180°) or 
decrementally (from 90° to 10° or 180° to 90°) 
varied, and the obtained harmonic active powers 
expressed in kilowatts are plotted  in terms of both 
direction and magnitude.   

4.1 Case 1: Both Converters Operate as Rectifiers  

In this case, both converters are switched to be 
operating on the rectification mode where the firing 
angle of converter 1 (α1) is incrementally adjusted 
while that of converter 2 (α2) is decrementally 
controlled. The parameters of the system components 
are applicable just as defined above. However, it is 
worth noting that since in this case all converters are 
treated as rectifiers, converter 2 is consequently 
defined to be driving a 3 MW dc load. The 
percentage harmonic injections, as expected for each 
of the harmonic-polluting loads (converters), are in 

accordance to the proportion set in Table 1. Figure 2 
depicts the case study network. 

  

4.2 Case 2: Both Converters operate as Inverters 

In this application, both converters are set to operate 
as inverters where α1 is incrementally controlled 
while α2 is decrementally adjusted. Each of the 
converter loads is connected to a 600 V dc generator. 
The harmonic spectrum of the converters as well as 
the rest of the system components are defined in the 
similar manner to the first case of analysis. The 
power system such as described in this case is given 
in Figure 3.   

 

 
 

 

Fig. 2: Power network of case1. 

Fig.3: Power network of case 2. 
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4.3 Case 3: Rectifier versus Inverter 

In this case, converter 1 is set to operate as a rectifier 
while converter 2 is switched in inversion mode. 
Both α1 and α2 are incrementally adjusted within 
respective operating regions. This study case is 
shown in figure 1 above. 

5. RESULTS AND DISCUSSION 

The results obtained subsequent to harmonic load 
flow analysis based on each study case are presented 
on Fig. 4, 5 and 6 respectively.  

 
 

 
 

 
 

The results obtained in Fig. 4 show a non-uniform 
distribution of harmonic active powers neither in 
terms of magnitude nor direction. This applies in 
either direction of the firing angle adjustment. 
Converter 1 seems to be inheriting 10.09 kW, 27.20 
kW, 13.87 kW and 10.41 kW of the fifth harmonic 
active power at firing angles of 10, 20, 50 and 60 
degrees respectively. Yet, for the same harmonic 
component, the same converter appears to be 
generating 10.45 kW, 14.09 kW, 27.47 kW and 12.04 
kW at 30, 40, 70 and 80 degrees respectively. This 
trend is also observed right across all harmonic 
components associated with converter 1. However, at 
the firing angle of 20 and 50 degrees, converter 1 

imports all characteristic harmonics whereas at 40 
and 70 degrees, it rather behaves as a generator of all 
harmonic components. On the other end, converter 2 
is no exception to the versatile behaviour of its 
counterpart, as it generates 12.04 kW, 27.47 kW, 
14.09 kW and 10.45 kW of the fifth harmonic active 
power at 80, 70, 40 and 30 degrees respectively. For 
the same harmonic component, converter 2 consumes 
10.41 kW, 13.87 kW, 27.20 kW and 10.09 kW at 60, 
50, 20 and 10 degrees. Similarly, it generates the full 
spectrum of harmonics at 70 and 40 degrees, while 
importing all harmonic components at 20 degrees of 
the firing angle. 

Although it is expected that the linear load and the 
supply transformer receive some proportion of 
distortion produced, a larger share of harmonics 
generated is rather interchanged between the two 
converters, whereby one is acting as a source and the 
other as the largest consumer. Interestingly, when the 
firing angle is the same both converters act as sources 
of harmonics. This could be clearly observed right 
across the entire rectification region by cross 
checking the results produced. For instance, when 
converter 1 is fired at 50 degrees, 13.87 kW, 12.20 
kW, 7.78 kW and 0.66 kW are generated, which is 
exactly the same when converter 2 is operated at the 
same angle. It could also be shown that out of the 
total fifth harmonic active power generated by 
converter 2, given as 12.04 kW, 10.09 kW which 
represents 83.80 % is consumed by converter 1 while 
only 16.20 % is shared between the linear load and 
the supply transformer.  

The magnitudes of harmonic components presented 
in Fig. 5 are proven to be generally low if not 
inexistent. Harmonic load flow applicable to this case 
relies completely on the trend produced by the fifth 
harmonic. Therefore, converter 1 happens to be a 
fifth harmonic generator between the firing interval 
of 100 and 120 degrees, while importing the same 
type of distortion during the larger interval (130 to 
170 degrees).  On the other end, Converter 2 exports 
the fifth harmonic at the following firing angles: 170; 
160; 140 degrees and 130 degrees. Fifth harmonic 
consumption for this particular converter occurs at 
the following angles: 150; 120; 110 and 100 degrees.  
It could also be noticed that the magnitude of the 
fifth harmonic active power is constant in any 
direction and symmetrical when both converters are 
operating at similar firing angle. This suggests that 
the distribution of active fifth harmonic power only 
takes place between the converters.   

The results presented in Fig. 6 indicate a generally 
decay pattern of the magnitude of harmonic active 
powers over the regional firing angle involved. In 
terms of the direction, there seems to be a fairly 
consistent distribution of characteristic harmonics 
over the range of the firing angle. Thus, converter 1 
is consistently generating the fifth and the thirteenth 
harmonic while consuming the seventh and the 
eleventh distortion components. However, at 70 and 
80 degrees, it does act as a seventh harmonic 
generator and from 60 to 80 degrees, as a thirteenth 

Fig.4: Harmonic active powers versus firing angle (case 1). 

Fig.5: Harmonic active powers versus firing angle (case 2). 

Fig.6: Harmonic active powers versus firing angle (case 3). 
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harmonic producer.  Converter 2 consistently 
consumes the fifth and the thirteenth while producing 
the seventh and the eleventh all along its operation. 
This therefore suggests that at firing angles of 70 and 
160 degrees for the rectifier and the inverter 
respectively, both converters behave as sources of the 
seventh harmonic active power.  Subsequently, at 80 
degrees, the rectifier is seen to be injecting the full 
harmonic spectrum. It should also be noted that the 
linear load as well as the supply system happen to 
inherit harmonic powers at lower quantities 
compared to that interchanged between the distortion 
sources. For instance, converter 2 receives 0.20 kW 
of the fifth harmonic active power out of 0.26 kW 
generated by converter 1 which is representative of 
76.92 % while the rest of the system shares 23.08 % 
of the distortion produced.  

The results produced based on the digsilent 14.1 
software simulation seem to confirm that the 
distribution of harmonic active powers, in a power 
network involving controlled converters, is random 
both in terms of direction and magnitude, and it is 
therefore independent of the operating modes of the 
converters.  Furthermore, controlled converters are 
able to interchange larger share of the distortion 
generated in the power system, and could therefore 
behave either as source of harmonics or as harmonic 
consuming load. However, it is observed in some 
cases that converters could both be acting as 
distortion sources, thus able to generate the full 
spectrum of harmonics. This versatile behavior of 
converters adds in as an impediment to accurate 
identification or localisation of distortion sources in 
power networks. 

6. CONCLUSION 

This study makes use of the digsilent 14.1 computer 
software in a bid to analyse the impact of the 
converter’s operating states on the distribution of 
harmonic active power components. Three case 
studies, which consider possible converter 
applications, are therefore investigated. The 
harmonic spectrum used in each of the converters is 
defined in accordance with the software requirements 
before simulation attempts. For every case study 
undertaken, simulation runs conducted produce the 
harmonic active spectrum variations on the basis of 
firing angle adjustments. The results obtained suggest 
that harmonic active powers are randomly distributed 
across the firing angle and consequently cannot be 
influenced by the operating modes of controlled 
converters.     
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units to load centers with, depending on the transmission capacity, reasonable transmission line losses. In 
China, the longest UHVDC link, the Xiangjiaba-Shanghai ±800 kV, 6400 MW, 1935 km link, has been in 
operation since 2010. For bulk power HVDC transmission projects of transmission distances in access of 
3000 km at specified transmission capacity questions may arise concerning transmission line performance 
of UHVDC power systems. In this paper, definite impacts of increased transmission distances, of up to 
4500 km, and conductor type variations on power loss, voltage drop and efficiency of transmission lines of 
a well-designed ±800 kV, 4000 MW, 1500 km bipolar UHVDC power system are determined. 
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1. INTRODUCTION 
 
Power shortage is a major concern in fast growing 
economies due to the ever-increasing electric energy 
demand. This imposes an increase in the generation and 
transmission capacity. Application of High Voltage Direct 
Current (HVDC) technology has become a common 
practice to transfer bulk power over long distances from 
remote hydro generating units to load centers [1]. This 
satisfies the ever-increasing demand of clean, renewable 
energy; hence reduced carbon dioxide emissions [1,2]. 
HVDC offers many advantages over High Voltage 
Alternating Current (HVAC), such that HVAC experiences 
stability and transmission efficiency challenges which 
introduce transmission distance and power control 
limitations [3]. However, for power transfer requirement of 
more than 3500 MW a single bipolar HVDC system 
operating at ± 500 kV or 600 kV might not be sufficient to 
ensure a minimal cost of transmission lines and losses [2,4]. 
To overcome this shortcoming the operating voltage was 
determined to be increased to a new adequate level [2]. This 
led to an introduction of an Ultra High Voltage Direct 
Current (UHVDC) technology with an established voltage 
level of 800 kV. UHVDC is state of the art and has been 
proven to be the most techno-economically attractive 
transmission solution to transfer bulk power over long 
distances of up to 3000 km and even more with, depending 

on the transmission capacity, reasonable transmission line 
losses [1,5,6]. At transmission capacity of 5000 MW losses 
are approximately 2% per 1000 km [8]. 
In China, the longest UHVDC link, the Xiangjiaba-
Shanghai ±800 kV, 6400 MW, 1935 km link, has been in 
operation since 2010 [5]. To reach the potential of Grand 
Inga dam, to provide sufficient electricity for the African 
continent primarily to reduce the population’s lack of 
access to electricity services, African interconnection 
projects would be required. Therefore, three major projects 
have been identified to transfer bulk power over long 
distances of up to 5300 km [7].  With such planned 
UHVDC transmission projects of transmission distances 
above 3000 km at specified transmission capacity, 
questions may arise concerning the transmission line 
performance of UHVDC power systems. It is thus 
indispensable for power engineers to investigate very long 
transmission line performance of UHVDC power systems. 
This paper investigates the transmission line performance 
criteria of a well-designed 800 kV, 4000 MW, 1500 km 
bipolar UHVDC power system, and at increased 
transmission distances of 1500 km, 2500 km, 3500 km and 
4500 km respectively using several conductor types. The 
approach aimed to evaluate and determine the likelihood of 
efficient and reliable power transfer capability of UHVDC 
power systems at increased transmission distances through 
DIgSILENT steady-state modelling and analysis. 
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2. THEORETICAL BACKGROUND 
 
2.1 Configurations 
 
HVDC systems can be classified into either monopolar or 
bipolar links. A monopolar link consists of one conductor 
of a positive or a negative polarity and a ground or water 
return path, while a bipolar link consists of two conductors, 
one positive and the other negative in polarity, as shown in 
figure 1 [8]. The independent operation capability of poles 
makes a bipolar link advantageous over a monopolar link 
such that when one pole is out of service the remaining 
healthy pole of the bipolar link can operate with a return 
path in a monopolar mode and transfer half the rated load or 
more provided that converter equipment and transmission 
lines are designed with overload capabilities [3,8]. These 
HVDC system configurations usually have cascaded groups 
of several converters, each having a transformer bank and a 
group of valves [8]. To give the desired level of dc voltage 
from pole to ground the converters are connected in series 
on the dc side and in parallel on the ac side [8].  
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Figure 1: Monopolar and bipolar HVDC links 

 
2.2 Components 
 
The main components of a HVDC system are converters, 
converter transformers, dc reactors, ac and dc filters, 
reactive power sources and dc lines. A converter operates 
either as a rectifier or an inverter thus performs ac/dc or 
dc/ac conversion of power, while a converter transformer is 
used to provide a desirable voltage and control ability 
through its tap changing action [8]. A dc reactor reduces 
harmonic voltages and currents in the dc line and prevents 
intermittent current at light load [8]. The ac and dc filters 
are used to mitigate harmonic voltages and currents 
generated by converters on both ac and dc sides to prevent 
overheating of system components and interference with 
telecommunication systems. The converters used consume 
reactive power, and under steady-state conditions it is said 
to be 50% the active power transferred; therefore shunt 
capacitors, synchronous condensers and or static var 
compensators (SVCs) are installed to provide the required 
reactive power [8]. The purpose of a dc line is to efficiently 
transmit the dc power from the sending-end, rectifier side, 
to the receiving-end, inverter side. Figure 2 below shows a 

bipolar HVDC system with the above described 
components. 
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Figure 2: Bipolar HVDC system components 

 
2.3 Circuit analysis 
 
An HVDC converter is a common three-phase, full-wave 
bridge circuit which provides an instantaneous direct 
voltage composed of 60° segments of line-to-line ac 
voltages [8]. By analysing the dynamic operation of the 
bridge circuit under rectification and inversion mode the 
average rectifier side and the inverter side direct voltages 
can be found by integrating the instantaneous direct voltage 
across the bridge over any period of 60° as shown in 
equation (1) below [8]. Thus taking into account the effect 
of the ac source inductance, simplified algebraic equations 
(2) to (6) are used for calculations: 

tωde∫
π
3

=V ac

α

3
π

-α
do               (1) 

dcdodr IBR-cosαV=V              (2) 

dcdodi IBR-γcosV=V              (3) 

dcdodi IBR+βcosV=V         (4) 

Where:  

LLdo BTV
π

23
=V         (5) 

cc X
π
3

=R          (6) 

Vdo= rectifier or inverter side ideal no-load direct voltage  
α= ignition delay angle 
eac= line-to-line ac voltage 
ωt= period in radians 
Vdr= rectifier side direct voltage 
Vdi= inverter side direct voltage 
Id= direct current   
Rc= equivalent commutation resistance 
Xc= ac leakage commutation reactance 
γ= extinction advance angle 
β= ignition advance angle 
B= number of full wave bridges in series 
T= converter transformer ratio 
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In the rectifier mode of operation the value of the delay 
angle is 15° to 20° [8]. The equivalent commutation 
resistance Rc is responsible for the voltage drop, IdRc 
depicted in (2) to (4), due to commutation overlap angle µ. 
The angle µ depends on the current Id, the ac leakage 
reactance Xc and the firing angle α, and its typical full-load 
value ranges between 15° and 25° [8]. During inverter 
mode of operation the extinction advance angle γ of a 
value, with acceptable margin, of 15° is maintained to 
avoid commutation failure [8]. The sum of γ and μ is the 
ignition advance angle β; likewise the sum of α and μ is the 
extinction delay angle δ. The ignition delay angle of the 
inverter can be calculated using the following equation. 

 β-180=α $                 (7) 

The dc powers at the rectifier and inverter terminals, and 
the power loss across the dc line are respectively calculated 
as follows: 

ddrdr IV=P           (8) 

ddidi IV=P          (9) 

didr
2
dLdL P-P=IR=P       (10) 

Where: 
 
RL= total dc transmission line resistance 
 
Therefore; 

L

didr
d R

V-V
=I        (11) 

The reactive power consumed by converters is a function of 
the ac power and the power factor. Assuming zero losses in 
the converters the reactive power required at the rectifier 
and inverter sides can be calculated at a specified power 
factor respectively as follows: 

rdracr θtanP=Q        (12) 

idiaci θtanP=Q        (13) 

Where the rectifier and inverter sides power factors are 
calculated respectively as follows: 

2
δcos+αcos

=
V
V

=θcos
do

dr
r     (14) 

2
βcos+γcos

=
V
V

=θcos
do

di
i     (15) 

Equations 14 and 15 imply that to achieve a high power 
factor for minimal reactive power consumption μ for 
rectifier and inverter, α for rectifier and γ for inverter 
should be kept as low as possible. According to equations 
12 and 13 it can be seen that the larger the dc power 
transferred the larger the reactive power required for 
converters. 

2.4 Transmission line performance 
 
The performance of power systems mainly depends on the 
performance of transmission lines. The transmission line 
performance is governed by its four line constants, the 
series resistance and inductance, and the shunt capacitance 
and conductance [8]. The series resistance accounts for the 
resistive loss due to joule effect, the primary source of 
losses accumulated as heat in transmission systems, and 
additional voltage drops across the line [8]. Thus this 
affects the ability of a transmission line to perform its 
function to transfer power efficiently and directly 
influences the constraint of HVDC transmission by thermal 
and voltage drop limits. The efficiency of a dc line can be 
calculated using the following well known equation: 

%100×
P
P

=η
dr

di        (16) 

The voltage drop across the dc line is defined as: 

didrLddL V-V=RI=V                    (17) 

 
2.5 Design considerations 
 
Pole converter: The voltage and current ratings of a single 
6 pulse converter of a HVDC power system reaches up to 
400 kV and 4 kA respectively. A ±800 kV bipolar HVDC 
power system of a 12 pulse converter configuration per pole 
is capable of transmitting 3000 MW up to 6400 MW of 
power. The transport limitation and insulation withstand 
capability of converter transformers may affect the 
converter configuration; thus only two 12 pulse converter 
configurations per pole would be satisfactory [2,4,9]. 
 
Transformer selection: Power and voltage ranges influence 
the transformer size which in-turn introduces transport 
limitations [9]. For larger size transformers single phase 
three windings or single phase single winding can be direct 
solutions [4,9]. HVDC converter transformers of up to 621 
MVA with voltage stresses of 50-600 kV have been 
manufactured by ABB [10]. The three-phase converter 
transformer rating is equal to the product of the RMS value 
of the transformer secondary complex current ITrms, the 
integral of an alternating line current wave consisting of 
rectangular pulses of amplitude Id, and line-to-line voltage 
TVLL and is defined by: 

TrmsLLT ITV3=S           (18) 

Where ITrms in terms of Id is: 

dTrms I
3
2

=I                     (19) 
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Interconnection of power systems: For ac/dc system 
interactions, the ac system strength must be considered to 
prevent problems associated with the operation of a dc 
system when connected to a weak ac system [8]. The short 
circuit ratio (SCR) determines relative strengths of ac 
systems and must be greater than 2, and is defined as 

rating_MW_conveter_dc
system_ac_of_MVA_SC

=SCR             (20) 

Overhead conductor selection: Overhead conductor 
selection for transmission is affected by many factors which 
includes current carrying capacity, voltage drop and losses. 
In addition, as shown in figure 3 below, the voltage level of 
a transmission system need be considered to determine the 
exact conductor bundle application for reducing corona 
discharges based on acceptable audible noise (AN) [8]. 
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Figure 3: UHVDC conductor bundles for 45 dB maximum 
 
Overhead line construction: The overhead line construction 
involves the mechanical design of towers that takes into 
consideration the electrical behaviour for determining 
adequate horizontal and vertical clearances between lines 
and to ground. The following diagram shows a typical 800 
kV UHVDC tower structure. 
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Figure 4: ±800 kV UHVDC type tower structure 

2.6 DIgSILENT PowerFactory modelling and analysis  
 
To analyse UHVDC power systems under steady-state 
conditions DIgSILENT PowerFactory, a frequency domain 
software tool, provides a load flow function which is used 
to calculate the active and reactive powers of all the 
branches and voltage magnitudes and the phase angles of 
all the buses. DIgSILENT PowerFactory does not facilitate 
dc tower modelling neither the distributed modelling of 
lines, only a π- model is possible. User-defined models for 
HVDC controls are only essential when analysing the 
dynamic behaviour of HVDC power systems through 
electromagnetic transient (EMT) and steady-state (RMS) 
simulation functions. 
 

3. UHVDC POWER SYSTEM NETWORK 
 
The UHVDC network of figure 5 below was modelled and 
analysed in DIgSILENT under steady-state conditions. 
Thus the ac and dc side harmonic filters were neglected. 
Network parameters are depicted in tables 1 to 4 below. 
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Figure 5: ±800 kV UHVDC power system network 
 

Table I: Voltage sources 

Parameters 
Rectifier side ideal AC 

source (VS1) 
Inverter side grid 

supply (Grid) 
Voltage (kV) 400 400 

V 1 1 
φ (°) - 86.186 

SC MVA - 12000 
X/R ratio - 15 

 
Table II: Electrical characteristics of conductors 

Conductor 
name 

overall 
diameter 

(mm) 

DC resistance 
(Ω/km) at 

20°C 

Current 
rating 
(A) 

Number of 
conductors 
per bundle 

Zebra 28.62 0.0674 635 6 
Moose 31.8 0.0547 763 6 
Martin 36.17 0.04259 835 6 

 
Table III: Converter reactive power sources 

Shunt capacitor Rectifier side Inverter side 
C1 - C3 722 MVars - 
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Table IV: Pole converter specifications 
Parameters Per single pole 

 
Rectifier Inverter 

DC power (Pd) 2000 MW - 
Converter reactive power (Q) 1082.167 Mvars - 

DC current (Id) 2500 A 2500 A 
DC voltage (Vd) ±800 kV - 

No of 12 pulse per pole 2 2 
Firing angle (α) 15° - 

extinction angle (γ) - 15° 
Overlap angle (µ) 22.525° - 

Transformer rating (ST) 595.331 MVA - 
Transformer pu impedance (Xpu) 0.17 pu - 

Transformer Primary voltage (VT1) 400 kV 400 kV 
Transformer secondary voltage (VT2) 168.385 kV - 

DC reactor (L) 300 mH 300 mH 
 

4. SIMULATION CASE STUDIES 
 

4.1 Case study 1 (CS1)  
 
The existing ±800 kV UHVDC network in figure 5 was 
used. The Zebra conductor was selected for a transmission 
distance of 1500 km and the ac/dc load flow was 
conducted. Three other ac/dc load flows were conducted at 
increased transmission distances of 2500 km, 3500 km and 
4500 km respectively using the same conductor type. New 
inverter side modelling data were calculated and altered, 
while those of the rectifier side were kept constant.  
 
4.2 Case study 2 (CS2)  
 
The Zebra conductor of CS1 was replaced with the Moose 
conductor. ac/dc load flows were conducted at respective 
distances as in CS1.  
 
4.3 Case study 3 (CS3)  
 
The Moose conductor of CS2 was replaced with the Martin 
conductor. Ac/dc load flows were conducted at respective 
distances as in CS1.  
 

5. RESULTS 
 
Tables V to VII and figures 6 to 8 below depict the steady-
state ac/dc load flow results obtained during each case 
study for analysing the transmission line performance of the 
±800 kV UHVDC power system network shown in figure 5 
found on page 4 above.  
 

Table V: CS1 AC/DC load flow results 
Parameters 1500 km 2500 km 3500 km 4500 km 
Pdr (MW) 1999.94 1999.991 2000.043 2000.058 

Qacr (MVars) 1052.892 1052.932 1052.972 1052.984 
Vdr (kV) 800.002 800 799.998 799.997 
Id (kA) 2.5 2.5 2.5 2.5 

Pdi (MW) 1894.635 1824.472 1754.301 1684.1 
Qaci (Mvars) 973.432 921.956 871.676 822.592 

Vdi (kV) 757.879 729.792 701.704 673.618 

Table VI: CS2 AC/DC load flow results 
Parameters 1500 km 2500 km 3500 km 4500 km 
Pdr (MW) 1999.998 1999.997 1999.998 2000 

Qacr (MVars) 1052.94 1052.936 1052.94 1052.94 
Vdr (kV) 800 800 800 800 
Id (kA) 2.5 2.5 2.5 2.5 

Pdi (MW) 1914.53 1857.55 1800.571 1743.594 
Qaci (Mvars) 988.204 946.056 904.7 864.136 

Vdi (kV) 765.812 743.021 720.229 697.437 
 

Table VII: CS3 AC/DC load flow results 
Parameters 1500 km 2500 km 3500 km 4500 km 
Pdr (MW) 1999.998 1999.998 1999.999 1999.997 

Qacr (MVars) 1052.94 1052.94 1052.94 1052.936 
Vdr (kV) 800 800 800 800 
Id (kA) 2.5 2.5 2.5 2.5 

Pdi (MW) 1933.451 1889.087 1844.723 1800.357 
Qaci (Mvars) 1002.38 969.284 936.676 904.548 

Vdi (kV) 773.381 755.635 737.89 720.144 
 

 
Figure 6: DC line power loss (PdL) & reactive power (Qaci) 

 

 
Figure 7: Transmission line efficiency (η) 

 

 
Figure 8: DC line voltage drop (VdL) 
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6. ANALYSIS OF RESULTS 
 

Initially, power loss of 105.365 MW across the line for a 
transfer capacity of 2000 MW per pole was found in CS1 as 
shown in figure 6. This increased by 70.2 MW for every 
1000 km increase in transmission distance due to the 
proportional increase in the total resistance of the line, 
while In CS2 the initial power loss was found to be 85.47 
MW and increased by 56.977 MW. The reduced power loss 
in CS2 in comparison to CS1 resulted from the lower 
resistance of the conductor used in CS2, while the lowest 
power loss was depicted in CS3 with an initial value of 
66.549 MW and increased gradually by 44.364 MW for 
every 1000 km increase in transmission distance. However, 
as shown in figure 6, it was also found that the required 
inverter reactive power increased from CS1 to CS3 as the 
conductor resistance decreased, and decreased in each case 
study with an increase in transmission distance. This is due 
to the fact that low line losses causes high inverter dc power 
which results in low power factor i.e. increased Pdi, and 
angles β and µ at a constant γ, and vice versa.  As a result 
of line losses, the power transfer efficiencies in CS1 were 
94.735%, 91.224%, 87.713% and 84.203% for respective 
transmission distances of 1500 km, 2500 km, 3500 km and 
4500 km as shown in figure 7. In CS2 the power transfer 
efficiencies were 95.727%, 92.878%, 90.029% and 87.18%, 
while those of CS3 were 96.673%, 94.454%, 92.236% and 
90.018% for respective distances. The voltage drop across 
the line for CS1 was initially calculated to be 42.123 kV 
and increased by 28.086 kV for every 1000 km increase in 
transmission distance as shown in figure 8, while in CS2 it 
was initially calculated to be 34.188 kV and increased by 
22.792 kV and in CS3 it was initially calculated to be 
26.619 kV and increased by 17.746 kV. It was found that 
an increase in the voltage drop caused a decrease in the 
secondary ac voltage of converter transformers due to a 
drastic decrease in the inverter dc terminal voltage. 
 

7. CONCLUSIONS 
 
Investigation into transmission line performance of 
UHVDC power systems can determine definite impacts of 
increased transmission distances and conductor variations 
on power loss, voltage drop and efficiency of transmission 
lines. The effect of conductor variations is much more 
pronounced at longer distances. For a bipolar UHVDC 
power system at transmission capacity of 4000 MW, power 
is transferred with reasonable line losses and voltage drops 
of approximately 2.219% to 3.512% per 1000 km. For 
transmission distance of greater than 3000 km, 3500 km up 
to 4500 km, the efficiency varies from 87.713% - 92.236% 
down to 84.203% - 90.018% with the optimum efficiency 
reached when the conductor with the lowest resistance is 
used.  More reactive power is needed by inverters to satisfy 
minimum line losses and voltage drops; this implies more 
installation cost of inverter side capacitor banks for less 

energy loss cost of transmission lines, and vice versa. In 
case of very high dynamic overvoltages on a 400 kV ac 
system, drastic decrease in inverter terminal voltage may 
cause a restraint on the tap changing voltage control 
capability of converter transformers thus less reliable. The 
line losses and voltage drops can be significantly minimised 
with a subsequent increase in efficiency at longer distances 
if a conductor with minimum resistance is selected and the 
bundle sub-conductors are increased such that its current 
margin corresponds only to its required overload capability 
to avoid unused thermal capacity. General steady-state and 
dynamic performance studies of very long transmission line 
UHVDC power systems are required for extensive 
implementation. 
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Abstract: Conventional utility meters do not provide any information about the usage of the 
individual appliances, they only provide the aggregate energy usage of a home or business premises. 
Individual appliance load signature identification would provide essential information in load 
monitoring for energy saving and greenhouse effect reduction initiatives. Load and signal features 
that are crucial and may be used for load signature identification in a viable and cost effective manner 
are also highlighted. In this paper various methods of load signature identification are reviewed. Also 
the challenges and unanswered questions that lie ahead are discussed. Advantages and disadvantages 
are discussed and a way forward is proposed. 
 
Keywords: Disaggregated data, Load classification, Load identification, Load monitoring, Load 
signature. 
 
 
 

1. INTRODUCTION 
 

The installed utility power meters are primarily intended 
to serve the utilities billing function. These meters 
measure the aggregate energy consumed by the customer. 
Some meters also measure the power factor of the 
customer’s load for additional fees that may be imposed 
on the customer. However the information provided by 
these meters is not sufficient. The conventional energy 
meters make it difficult for consumers to ascertain which 
devices or appliances are responsible for their energy 
usage. Energy consumption can vary widely from home 
to home simply based on differences in individual 
behaviour. It has been consistently found that energy 
usage can differ by two to three times among identical 
homes with similar appliances occupied by people with 
similar demographics [1-3]. 
 
The answers in resolving these problems are in load 
signature monitoring, in which the power consumption of 
the individual appliances is monitored. This involves the 
use of traditional intrusive methods with distributed 
meters or Non-intrusive Appliance Load Monitoring 
(NIALM) method which is more practical and is the 
focus of this paper. Non-intrusive Appliance Load 
Monitoring uses a single sensor at the main feeder of a 
house hold thus lowering costs of installation. 
 
The need for load signature analysis is further discussed 
in Section 2. The technology available for load signature 
is looked at in Section 3 whereas the design criteria for 
creating a load signature analysis system are discussed in 
Section 4. The discussion of the different techniques that 
have been employed for Non-intrusive Appliance Load 
Monitoring is presented in Section 5. The problem 
statement is presented in Section 6 and thereafter the 

paper is concluded in Section 7.  The references follow in 
Section 8 immediately after the conclusion. 
 

2. THE NEED FOR LOAD SIGNATURE ANLYSIS 
 

The knowledge of how the individual appliances use the 
energy would empower the utilities, consumers, 
regulators, appliance manufacturers and others, to better 
understand the energy characteristics of the individual 
appliances and their overall effect on the electric system. 
Furthermore, accurate and reliable information about the 
nature and state of the electric system will be helpful in 
energy saving and reducing greenhouse effects [4].  
 
Knowledge of the appliance/electrical load signatures is 
the foundation of practical technologies for load 
identification, load monitoring, diagnostics, power 
quality control, power circuit design, appliance design 
and deployment [5]. This knowledge would also 
strengthen the link between the electric utilities and their 
customers [5]. It can reveal how homes with similar and 
different demographics use electrical energy, thus 
assisting in creating new and evidence based user 
behaviour models.  
 
Studies in environmental psychology conducted by [6-8] 
and reviewed by [9] independently show that there are 
profound misconceptions about energy usage in homes. 
Consumers vastly underestimate the energy used for 
heating and overestimate the energy used for appliances, 
lighting and cooking. Also consumers often estimate 
appliance energy usage by its perceptual salience (e.g. 
television and lighting are often overestimated) and also 
overestimate energy used by machines that replace 
manual labour tasks (e.g. dishwasher, washing machine) 
[9]. Furthermore, these misconceptions are reflected in 
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the steps consumers take to conserve energy. Residents 
tend to overestimate the effectiveness of conservation 
measures that depend on short term behaviour changes 
such as turning the lights off when leaving a room and 
underestimate technical or building innovation solutions 
such as replacing an inefficient appliance or upgrading a 
home’s insulation [7].These misconceptions point to a 
need for more accurate and specific information about 
how actions in the home affect energy consumption.  
 
Load signature analysis/disaggregated data could be used 
by energy eco-feedback systems to both provide pertinent 
information about energy usage as well as to provide 
tailored feedback at opportune times [10, 11]. Load 
signature analysis also has the potential to inform 
residents about malfunctioning equipment or inefficient 
settings. The evaluation of gathered data from load 
signature analysis has the potential of showing ineffective 
operating practises, and these practices can be identified 
and the necessary corrective actions can be taken to 
minimise or eliminate these practises.  
 
The knowledge of how much energy is consumed by each 
class of appliances is critical to the development and 
evaluation of evidence-based energy efficiency policies 
and conservation programs aimed at reducing capital 
expenditure on additional capacity [9]. Load signature 
analysis systems can allow utilities to accurately assess 
and prioritize energy-saving potentials of retrofit or 
upgrade programs.  
 
The equipment manufacturers and government could 
compare energy measurements made under controlled 
test conditions to measurements under actual home usage 
conditions. This would result in more realistic test 
procedures and ultimately more energy efficient designs 
as end-use cases are better understood. This analysis also 
presents opportunity for power systems planning, load 
forecasting and new types of billing procedures. Utilities 
would be able to improve the quality of demand 
forecasting by having better models of usage. Utilities 
could suggest specific appliances to turn off or 
recommend other actions in order to conserve energy 
during peak load times. Currently, utilities employ 
different pricing schemes depending on usage, future 
pricing models could take into account the type of usage 
and charge accordingly (heating , ventilations or air 
conditioning, refrigeration and lighting could have 
different pricing models) [9]. In order to achieve all this, 
an understanding of load signatures is required. 
 

3. LOAD SIGNATURE ACQUISITION 
TECHNOLOGY 

 
Some understanding of load signatures has emerged from 
work in Non-Intrusive Appliance Load Monitoring 
(NIALM) [12-17], and other methods such as distributed 
sensing. 
 
The distributed sensing load signature instrumentation 

system is a traditional intrusive method which employs 
meters for each load to be monitored [18]. These meters 
may incur significant time and cost to install and 
maintain. The other obstacle is the number of appliances 
that can be monitored as the meters increase; reliability of 
the measuring system may decrease [18]. This method of 
load monitoring is only useful when there are only a few 
appliances to be monitored, as the number of appliances 
increase, the use of this method becomes impractical.  
 
The Non-intrusive Appliance Load Monitoring (NIALM) 
is a modern approach which uses a single sensor that is 
mounted at the metering panel/main feeder of a 
household. At this level an observer who switches an 
electrical appliance on or off, witnesses variations in 
current and voltage signals on the aggregate signal [15]. 
An illustration of the sensor placement is shown in 
Figure 1. NIALM has several advantages compared to 
traditional methods. This method has lower cost because 
of the single sensor approach, the energy consumption is 
lower and it is also easier to install [19]. 
 

 

Figure 1: The Non-Intrusive Appliance Load Monitoring 
Sensor Location adapted from [20] and [28] 

 
However, this method has a number of challenges. One of 
the challenges is the identification of loads in residential 
areas where a large number of appliances are connected 
to the power system at any one time and the diversity of 
appliances connected [15]. Another challenge is that an 
appliance is generally switched on while other appliances 
are already in use/operation. This presents the difficulty 
of isolating the characteristic parameters of the appliance 
from the aggregate signal [15]. 
 

4. TYPICAL DESIGN CRITERIA OF LOAD 
SIGNATURE MEASUREMENT SYSTEMS 

 
There are a few factors that need to be considered before 
NIALM can be implemented. These are: the acquisition 
of the data necessary for load signature analysis (in terms 
of the sensitivity of the sensors and the sampling period), 
the techniques that will be used to identify the individual 
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appliances and the classifications that will be used for the 
identified appliances. 
 
4.1 Data Acquisition 
 
The identification of an appliance requires that its power 
must be clearly higher than the minimum resolution of 
the measurement device. The author of [15] suggested a 
minimum resolution of 12 bits. This resolution gives an 
accuracy of measurement of approximately 0.05% which 
results in 1 Watt for an appliance that is rated at 2 kW 
maximum [15]. The appropriate resolution for the work 
proposed is still to be determined. However, it is 
envisaged that the sensitivity of the sensing element will 
be determined by conducting measurement of the 
minimum current that will need to be measured. The 
sensitivity level to be used will have to be sufficient to 
capture the transient behaviour of the appliances. 
There are two measurement procedures that may be made 
[15]. These are: 
 
Asynchronous measurement: Asynchronous measurement 
consists of measuring voltage and current cyclically at 
regular intervals (a few seconds). However, events can 
occur with time differences of the order of one second. 
The probability of such events increases when the 
number of appliances increases, and/or when a short-
cycle appliance such as a washing machine is in 
operation. In these conditions, several scenarios can make 
the interpretation of the measurement very difficult, in 
particular, if several events occur between successive 
sampling intervals. Also if a measurement includes the 
moment at which the event occurs, and finally if a 
measurement comprises a major transient. 
 
To prevent this, the interval between measurements must 
be shortened, which leads finally to the continuous 
measurement method described below. 
 
Continuous measurement: Continuous measurement 
consists of performing on-going measurements of the 
current signal by integrating it over a small number of 
periods and comparing each measurement with the 
former. If a variation is detected, it can then be analyzed 
and the identification parameters computed locally. 
The continuous method of measurement has several 
advantages. The detection of events can be accurate since 
it can involve complex numerical tests, and a certain 
number of earlier measurements can be stored in 
memory, which allows the event to be identified locally 
(the signal before, during and after the event is available).  
This ability to identify an event locally allows for the 
transients to be analyzed. This method of measurement 
will be the focus of the research that will be conducted. 
 
4.2 Signature Identification/Event Detection Techniques 
 
The major research topics on Non-Intrusive Appliance 
Load Monitoring (NIALM) were focused on the usage of 
two analysis methods, steady-state and transient analysis. 

The steady-state analysis in a NIALM system was 
developed by the Electric Power Research Institute 
(EPRI) [17]. 
 
The operating schedule of an individual load or a group 
of loads are determined by identifying times at which the 
electrical power measurements change from one nearly 
constant (steady-state) value to another as shown in 
Figure 2. 
 

 
 

Figure 2: The step changes in a household power 
consumption due to individual appliances [21] 

 
The operating schedule of an individual load contains the 
signature of that particular load. 
 
4.3 Load Classification 
 
There are two directions usually taken with appliance 
load classifications, one is based on the use of the 
appliance, whereas the other is based on the electrical 
characteristics of the load. The author of [15] suggested a 
classification of the appliance loads and has classified the 
appliance loads into the following six appliance 
categories based on the characteristics of the load and not 
on their use. 
  
Resistive appliances: Characterised by zero reactive 
power, no transient when switching on, or a very short 
transient (lower than 50 Hz period), and absence of 
harmonic components of current. Active power is 
therefore the principal measured value used for their 
identification. 
 
Pump-operated appliances: This category is 
characterised by substantial reactive power, long and 
characteristic transients when turned on and odd 
numbered harmonic current. 
 
Motor driven appliances: These appliances differ from 
the pump-operated appliances by their generally less 
substantial switching on transients. 
 
Electronically-fed appliances: These are the 
entertainment appliances which are generally 
characterised by short but very high amplitude switching 
on transient and a current spectrum rich in harmonic 
components.  
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Electronic power control appliances: This category 
includes appliances, such as halogen lights, some 
convectors, some vacuum cleaners and some cookers. 
However this category is difficult to identify since they 
are characterised by generally varying power levels at 
which they operate. 
 
Fluorescent lighting: This type of lighting is 
characterised by a long two-step switching on transient, 
very high generation of the third harmonic of current and 
substantial current-voltage phase shift. 
 
These groupings of load characteristics correspond to the 
underlying power circuitry of the individual appliances 
[5]. 
 

5. DISCUSSION 
 
There have been different techniques used for NIALM; 
these techniques can be divided into two major 
categories, namely non-intelligent methods which are 
more traditional NIALM methods and modern intelligent 
methods that use Artificial Neural Networks (ANN) and 
Genetic Algorithms (GA).  
 
5.1 Non-Intelligent Methods 
 
The traditional NIALM methods used real power, 
reactive power, harmonic content of power signatures and 
transient energy to determine the status of appliances 
[15].  
The nonlinear loads getting power from the electric 
system not only consumes real and reactive power, they 
also introduce harmonics to the power lines [17, 22]. 
These harmonics can be used as features to detect 
different loads. Aside from the usage of steady-state 
analysis, the research team led by Steve Leeb pointed out 
that the transient waveforms are different for different 
loads due to the differences of physical characteristics 
[16, 23-25]. 
 
The method developed by Electric Power Research 
Institute (EPRI) using the steady-state analysis is based 
on the variations of real and reactive power to detect the 
status of loads. With this method, the Real power verses 
Reactive power diagram is plotted (P-Q plane), and by 
comparing the reactive and real power of the detected 
appliances with the diagram, different appliances can be 
identified. An illustration of the P-Q plane is shown in 
Figure 3. Although this method had been applied to some 
regular houses with acceptable performance, several 
problems were pointed out by [18, 25, 26]. This method 
of detecting appliances is good for appliances with 
different real and reactive power. From the experiments 
conducted by [18], it was revealed that analysing the turn 
on transient energy signatures can enhance the efficiency 
of load recognition, particularly for different loads with 
the same real power and reactive power in a NIALM 
system, and improve the ability of computational speed. 

Therefore the analysis of both the steady-state and 
transient behaviour is necessary for accurate detection 
and classification of appliance loads. 
 

 
 

Figure 3: Typical P-Q plane representation [9] 
 
The authors of [4] adapted a technique developed for 
audio signals from the authors of [27]. This technique is 
based on the temporal and spectral parsimony of the 
elementary signals. One measurement is taken compared 
to taking three measurements of current and voltages at 
higher sampling frequencies. This saves on memory for 
the sampled signal, however, taking only one 
measurement may save on memory but the detection, 
classification and monitoring of particular appliances 
may be comprised thus making the analysis  inaccurate, 
and prone to misclassifications. The method proposed by 
the authors of [4] is dedicated to periodically locally 
stationary signals embedded in a non-stationary 
observation. These signals are produced by convectors 
thus limiting the capabilities of the method to a set of 
appliances and restricting the use to detecting only 
convector and/or appliances that produce a similar signal 
as that of a convector.  
 
The method presented by [5] uses the input current and 
voltage waveforms in 2-dimentional voltage-current 
trajectories. A framework of over 120 electrical loads 
(Single phase office and domestic electric appliances) is 
proposed. With this method the current and voltage 
waveforms are turned into more meaningful information. 
These trajectories reveal the kind of load that is being 
dealt with, for instance the steady-state V-I trajectory of 
passive resistive load is a straight line, whilst that of an 
active resistive load is a “zig-zag” curve along a straight 
line [5].  
 
This information may be used to classify the loads 
initially. However, in the effort to meeting the power 
quality standards, various types of power factor 
correction circuits have been developed to improve the 
input current of electric loads. Such development has 
made great impact on load signatures. When a power 
factor correction circuit achieves near-unity power factor, 
the entire load behaves almost like an equivalent 
resistance thus masking the nature of the load; it becomes 
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a challenge to differentiate a pure resistive load (e.g., an 
electric heater) from an air-conditioner with a front-end 
power factor correction circuit. 
 
5.2 Intelligent Methods 
 
The research undertaken by Chang in [20] aimed at 
improving the recognition accuracy of NIALM by 
combining neural network, genetic programming and the 
turn-on transient energy. This work showed that the 
inclusion of the turn-on transient energy increases the 
classification accuracy. The genetic program is used in 
feature extraction whereas the back propagation neural 
network is used for the load identification. The author 
records training and test recognition accuracy of 51.28% 
and 39.47% respectively for features with real and 
reactive power, whereas with the turn-on transient energy 
the accuracy is 100% for both training and testing. 
There are other researchers that have undertaken 
implementation of NIALM with neural networks [9, 19, 
22, 28] and generally the identification accuracy is high 
compared to that of non-intelligent methods, however, the 
use of neural networks is generally implemented for only 
a few appliances. The limitation with ANN is with the 
training where it is unrealistic that sufficient training data 
will be gathered for a comprehensive list of appliances. 
 

6. PROBLEM STATEMENT 
 
The problem with the current methods of load signature 
detection, identification and monitoring is that the 
methods are based on mathematical, statistical or neural 
approaches. Using statistical methods, the energy of the 
individual appliances that are detected is estimated. This 
does not accurately represent the influence that each of 
these appliances have on the aggregate energy 
consumption. Neural networks show high identification 
accuracy however this method requires a large collection 
of data initially to train the algorithms and also requires 
vast computational capabilities. This is the reason why 
neural networks are limited to a manageable number of 
appliances since it is not realistic to collect individual 
signatures when there are a large number of appliances 
for training purposes. One other issue is portability, as 
these systems are not portable. In neural networks, when 
moving from one home to another, signatures of new 
appliances have to be manually recorded and used to train 
and test the neural network. 
 
This proposal challenges the field of Non-intrusive 
Appliance Load Monitoring techniques. A novel 
approach that combines the use of non-intelligent and 
intelligent algorithms, using the V-I trajectory, P-Q plane, 
transient analysis and neural networks is proposed. The 
system to be implemented will be an unsupervised plug-
in system that can extract individual signatures from the 
aggregate reading, train a neural network, detect, identify, 
classify and monitor the energy consumption of the 
individual appliances. This system will eliminate the need 
to manually collect the signatures and train the neural 

network since it is entirely unsupervised and can collect 
signatures to train and test the neural network 
autonomously. 
 
Success in this research has a potential influence on the 
design of NIALM devices that are able to detect, identify, 
classify and monitoring all the known appliances plugged 
into a home’s ac main without even putting manual effort 
towards training the algorithm, thus a larger number of 
appliances can be monitored without the worry of the 
extensive training data collection. 
 

7. CONCLUSION 
 
It is clear how the knowledge of load signature analysis 
can lead to new models of user behaviour patterns, 
evidence based energy saving initiatives and eventually a 
reduction in greenhouse effect. Although some 
understanding has been achieved from the work in Non-
intrusive Appliance Load Monitoring much works still 
remains to be done.  It has been shown that there are 
misconceptions about the energy consumption of 
residents thus showing the need for accurate and reliable 
information about the usage of household appliances.  
 
The research that has been proposed aims at adding to the 
vast field of load signature analysis by looking at merging 
a number of non-intelligent methods and intelligent 
methods in improving the efficiency of NIALM systems, 
and making the implementation of a NIALM easy. The 
success of this research will lead to the creation of a 
device that can collect signatures, train a neural network, 
detect, identify, classify and monitor the energy 
consumption of the individual appliances, while it is 
unsupervised. This device should also have the 
intelligence to learn load signatures without requiring 
manual collection of training data. 
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1. INTRODUCTION 

 

Power system simulation studies form the backbone of 

most power systems studies and hence it is essential that 

simulation models used in such studies are proven to be 

accurate. 

Power system components that must be accurately 

modelled include [1]: 

a. Generation: Turbine governors, Turbine plant, 

Power System Stabilisers (PSSs), Automatic 

Voltage Regulators (AVRs)  

b. Transmission: Transmission lines, Power 

transformers, mechanically switched reactive 

power devices (capacitors, reactors etc.), 

Flexible AC Transmission Systems (FACTS) 

devices (Phase shifting transformers, Static 

VAR Compensators (SVCs) etc.). 

c. Load representation: Industrial load (e.g. 

Aluminium smelters, mines, etc.), Residential 

loads (large towns or cities, etc.), Special load 

model development [2]. 

 

The aim of this paper is to present current model 

validation techniques and strategies used by various 

utilities worldwide as documented in the literature and to 

compare these with Eskom
1
 practices so as to improve 

model validation processes in Eskom. Section 2 presents 

component validation techniques for elements which 

influence power system behaviour; Section 3 presents 

integrated network power system model validation 

processes; Section 4 presents software tools currently 

used by utilities (specifically Eskom) and Section 5 

presents a discussion and conclusion of the work. 

 

2. COMPONENT MODEL VALIDATION 

 

2.1 Generation: 
Most utilities throughout the world treat power 

stations/plants using a black-box approach. This approach 

does not consider boiler or detailed turbine process plant 

                                                           
1
 Model validation carried out by Eskom Operations 

System Planning in Simmerpan. 

dynamics, with detailed turbine plant dynamics only 

considered for specialised studies such as 

Subsynchronous Resonance (SSR) studies or generator 

end winding vibration studies. The main power plant 

components considered in power systems studies are: 

a. Generator 

b. AVR 

c. PSS 

d. Generator excitation. 

Generator testing: Table 1.1 shows a list of the important 

parameters for generator modelling [3]: 

 

Table 1.1: Synchronous Machine Model Parameters [3] 

Xd, Xq D and Q axis steady – state reactances (p.u) 

X'd, X'q D and Q axis transient reactances (p.u) 

X''d, X''q D and Q axis subtransient reactances (p.u) 

Xl Leakage reactance (p.u) 

T'do, T'qo D and Q axis transient open-circuit time 

constants (seconds) 

T''do, T''qo D and Q axis subtransient open-circuit time 

constants (seconds) 

RA Armature resistance 

S1.0, S1.2 Generator saturation constant at 1.0 p.u. and 

1.2 p.u. terminal voltage 

H Inertia constant (MWs/MVA) 

 

Generator Reactances and Time Constant determination 
(Xd, Xq, X'd, X'q, X''d, X''q - T'do, T'qo, T''do, T''qo): [3] 

suggests that a general 5 – 10% margin between Original 

Equipment Manufacturer (OEM) reactance parameters 

and those obtained during onsite testing is acceptable. 

There are a host of variables which affect the results 

obtained during testing. [3] gives a detailed discussion of 

each of these variables (Current Transformers, Potential 

Transformers, measuring equipment tolerances etc.).  

 

In general most utilities (including Eskom) find OEM 

Factory Acceptance Test (FAT) parameters acceptable 

for use in power system simulation models. Figure 1 

adapted from [4,5] shows how the individual inductances 

(subtransient, transient and steady-state) are obtained 

from a measured generator stator voltage decay profile.  
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Figure 1 – Estimation of generator reactance and time constants 

from a stator voltage decay profile. [4,5] 

Similarly the individual generator time constants 

(subtransient and transient) are obtained from the same 

profile as that of the reactances shown in Figure 1. T'do 

(field time constant) varies significantly based on when 

the test is performed (with the unit coming from an 

outage or going into an outage), this is due to the rotor 

winding resistance being a strong function of the rotor 

temperature [3] which, in turn, is a strong function of the 

generator load cycling.  

 

Inertia constant (H) determination: The generator inertia 

constant is determined from the various turbine stage 

rotor inertias, generator rotor inertia, in some cases the 

exciter rotor inertia and the generator MVA rating. The 

general trend within industry is to accept OEM values as 

correct but, with recent competitive trends within the 

industry, it is common for one manufacturer to supply the 

turbine rotor(s) and another manufacturer the generator. 

Hence the combination cannot be tested as a single unit 

during FATs, implying that H will be an approximated 

value. Figure 2 shows a measured generator frequency 

response for a MW rejection test conducted on an Eskom 

gas turbine unit [6]. 

 
Figure 2 – Gas turbine generator frequency response during a 

MW rejection test. [6] 

H was calculated using equation (1) 

 

( )

OP

dt
dMVA

H
2

ω

=     (1) 

Where: 

MVA – Apparent power rating of the generator 

( )
dt

dω  - Rate of change of generator frequency/speed 

with respect to time 

PO – Active power output of generator during the test. 

 

Based on a survey conducted by utilities worldwide [3] 

an acceptance margin of ±5 – 10% on the value of H 

between OEM values and tests conducted onsite is 

appropriate. 

 

Armature Resistance (RA): Armature resistance does not 

influence power systems stability studies significantly, 

but it helps in providing a small amount of positive 

damping [7]. In most cases this parameter is usually set to 

zero (0) in simulation studies.  

 

Generator saturation constants (S1.0, S1.2): There is 

general consensus in industry that OEM saturation curves 

will differ from site test values. [3] offers a detailed 

discussion on the factors influencing these parameters 

[3,5]: 

a. Hysteresis: Voltage level operation prior to 

the generator being tested and how residual 

flux is accounted for in the calculation of 

the saturation parameters 

b. Shorted rotor turns: Shorted turns have a 

significant impact on open circuit 

characteristics of the generator and hence 

saturation parameters [3]. 

 

Hence based on this it is crucial that utilities develop 

stringent FAT criteria and these are adhered to during 

each of the FAT stages so as to ensure that values 

obtained from such tests are an accurate representation of 

the actual generator saturation values. 

 

Automatic Voltage Regulator testing: AVR tests are 

among the most important tests carried out on power 

plants with regards to power systems dynamic studies [3]. 

From Eskom experience, OEMs tend to develop very 

specific AVRs utilizing special software control functions 

and algorithms and, through performance testing, choose 

the closest generic IEEE [8] or IEC [9] standard models. 

 

The challenge presented by this OEM approach is that 

AVRs in practice tend to perform very differently during 

system disturbances compared with that predicted by the 

standard generic models presented in [8] and [9] as noted 

by [3]. Hence there has been very strong interaction 

between OEMs and utilities (through IEEE, IEC and 

Cigre working groups) so as to build detailed AVR 

simulation models. The ultimate responsibility still lies 

with the utility in ensuring that the OEM supplies detailed 

AVR models.  

 

Most utilities tend to perform online AVR parameter 

validation or commissioning tests and in most instances 

AVR parameter values such as gain and phase lead are 

altered so as to improve the AVR performance during 
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commissioning. The simulation models are however not 

updated with the commissioned values [3]. Figure 3 

shows the generator response for a VAR rejection test 

performed so as to determine the AVR parameters for an 

Eskom Gas driven turbine generator unit [6].  

 

 
Figure 3 – VAR rejection test. [6] 

The generator breaker is opened with the unit AVR set to 

control the terminal voltage. The generator is previously 

importing a relatively small amount of reactive power 

and zero MW of active power so as to observe the 

dynamic response of the AVR and hence determine its 

parameters.  

 

Figure 4 shows the open circuit generator response for a 

step input increase and decrease of 4% into the AVR set-

point, with the terminal voltage response shown on the 

top half of the Figure.   

 

 
Figure 4 – Step-change-in-setpoint test [6] 

The main challenge in performing online AVR parameter 

validation studies is choosing a suitable generator 

operating point so as to ensure that the generator is 

always operating within its capability curve. This is 

crucial for older excitation systems as some of the 

designs have been noted to have per unit voltages as high 

as 47p.u [3]. 

 

Generator excitation methodology: [1,10] attribute 

excitation system representation as one of the key factors 

behind the 1996 Western Interconnection Power Outages. 

In some instances software excitation models used were 

inconsistent with actual plant excitation components (e.g. 

Static exciters represented by DC exciters). Figure 5 

adapted from [1] shows the actual network response 

(instability) through a crucial transmission line versus the 

simulated network response (stable) through the same 

transmission line.  

 

 
Figure 5 – Actual network response (unstable) versus simulated 

network response (stable). [1,10] 

Hence, based on the information from Figure 5, other 

detailed studies were conducted by the Western Electric 

Coordinating Council (WECC) [1]. As a result, a number 

of transmission lines were de-rated from their original 

design capacity as the WECC found that power transfer 

in the region was stability constrained [1]. 

 

Power System stabilizer testing: PSSs are by far the most 

cost effective method currently available to damp power 

oscillations [11]. PSSs create a damping torque which is 

applied to the generator rotor in phase with the rotor 

speed [7,11], through the excitation system. The 

stabilizing signal used (either speed, rate of change of 

speed (∆ω), or integral of accelerating power (∫PE) or rate 

of change of power (∆P)) creates the required damping 

torque applied to the rotor. The stabilizing signal is put 

through a phase-lead block so as to eliminate the phase 

lag between the AVR setpoint and the generator [11]. 

[11] suggests that offline PSS tuning is the best practice 

to be applied by utilities, as this helps to eliminate any 

de-stabilizing affect which may be introduced by the PSS 

due to generator interaction and participation in any inter-

area mode of oscillation.  

 

PSSs are tested in a similar manner to AVRs (input step 

response tests) whereby the damping introduced by the 

PSS is observed by viewing the system response with the 

PSS out of service and in service [3,6]. Figure 6 shows 

the measured active and reactive power response of a Gas 

driven turbine generator unit with the PSS out of service. 

As can be seen, the active power oscillations are large 

(±7.0MW) and the natural damping of the generator is 

poor as the oscillations last for a long time (±6 seconds) 
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before being completely damped by the generator and 

network natural damping.  

 

 
Figure 6 – AVR 4% input step response test (PSS out of 

service). [6] 

The test (4% input step response) is repeated with the 

PSS in service, and the maximum power oscillation 

measured is ±3.0MW compared to the previous ±7.0MW 

(with the PSS out of service). The results are shown in 

Figure 7. The PSS introduces a large amount of damping 

as the oscillations now decay within ±1.0 seconds. 

  

 
Figure 7 - AVR 4% input step response test (PSS in service). [6] 

Tuning of PSSs using offline tools can be a challenging 

task due to the size of most power systems. Utilities 

worldwide tend to accept PSS operation mostly for the 

use of local mode damping due to complexities which 

may be introduced by improperly tuned PSSs [12]. 

2.2 Transmission: 
Transmission system model verification is also important 

as incorrect modelling could result in inconsistencies 

between actual power system behaviour and software 

models as seen in Figure 5. Transmission system 

components of interest with regard to system modelling 

are: 

a. Transmission lines 

b. Power transformers 

c. Mechanically switched reactive power devices 

(capacitors and reactors) 

d. FACTS devices (phase shifting transformers, 

SVCs, etc.) 

e. HVDC systems. 

 

Transmission components a – c: Components a – c are 

modelled using standard models which are widely 

available in the literature. [13] serves as a good reference 

for such models and their general treatment in power 

systems studies. OEM FAT parameter values are 

generally accepted as adequate for such components. 

Most utilities, including Eskom, validate software models 

and parameters by comparing active and reactive power 

flows in the software models with actual network 

variables from SCADA and Network State Estimator 

tools.  

 

FACTS devices: Validation of FACTS device 

performance (excluding phase shifting transformers) is a 

complex task and is generally carried out during the 

commissioning stages. SVCs are the most commonly 

used power electronics based FACTS device in utility 

networks; hence there is a great need for model and 

controller validation of these devices, including the 

development of acceptable generic models [14]. The 

challenge with SVC model validation is dynamic 

operation validation, specifically that of the controller 

[14] and the control settings chosen for a particular mode 

of operation.  

 

During the initial SVC commissioning stages it is not 

always economical or viable to simulate network 

dynamic stability conditions as these could result in 

extreme network challenges if there are any unforeseen 

risks. [15] presents a strategy for using readily available 

disturbance information and SVC parameters which are 

recorded so as to validate the performance of SVCs. A 

case study of the proposed strategy conducted in the 

WECC network is presented for a particular SVC.  

 

High Voltage Direct Current Systems: In order to reduce 

network complexities and modelling challenges, utilities 

tend to model HVDC systems as negative loads. This 

approach is only valid for steady – state power flow 

analysis. In order to model HVDC system accurately; the 

dynamic controller model performance is required. This 

presents a challenge for older generation HVDC systems 

as controller model dynamic parameters are not always 

readily available. [14] presents generic models which can 

be used in instances whereby there is not sufficient data 

to create detailed software models. 
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2.3 Load modelling: 
Load modelling is a complex field and one which not all 

utilities tend to appreciate [1]. Many research efforts have 

focused on developing accurate power system models 

which mimic power system behaviour over a wide range 

of conditions. [2,10] present strategies which were used 

in the WECC so as to improve load modelling as it was 

also noted in [1,2] that inappropriate load modelling 

played a large factor in the discrepancies seen in Figure 5.  

 

Within Eskom Transmission, loads are generally 

modelled as constant current (active power) and constant 

impedance (reactive power) loads, and values based on 

substation busbar load and voltage measurements. For 

dynamic stability studies, loads are at times represented 

as composites (mixture of dynamic and static loads) so as 

to improve the performance of software model dynamics 

and mimic actual measured power systems behaviour.  

 

3. INTEGRATED POWER SYSTEM MODEL 

VALIDATION 

 

Integrated power system model validation is the next 

logical step after component model validation [1]. [1] 

states that most utilities worldwide do not perform 

complete power system model validation and cites 

complexities related to verification as the main deterrent. 

Utilities according to [1] tend to be confident in creating 

complete system models with validated component model 

behaviour but without validating the integrated network 

model with actual measured data from the network.  

 

Figure 8 adapted from [16] shows proposed dynamic 

security assessment (DSA) components which are used in 

model verification processes.  

 

 
Figure 8 – Proposed DSA structure according to Cigre. [16] 

The high level structure used within Eskom for model 

dynamic security assessment is similar to that shown in 

Figure 8. Figure 9 adapted from [1] shows a detailed 

proposal for a model validation process which is similar 

to that currently used in Eskom.  

 

The general approach followed in dynamic stability 

model assessment is based on comparison and analysis of 

the following network parameters and conditions [1,3]: 

a. Network topology 

b. Nodal/Bus voltages 

c. Network power flow  

d. Generation dispatch 

e. Transformer tap positions 

f. Status of switched reactive power devices 

g. Load profile 

h. Load dynamics and load composition 

i. Power plant dynamics 

 

Each of these parameters and conditions are analysed at 

each of these stages: 

a. Pre – disturbance condition 

b. Disturbance condition 

c. Post – disturbance condition 

 

Collect basic system 
data

Network 
topology

Line Impedances, 
Transformers, etc.

Generation 
Dispatch & Load

Build Power Flow Case

Model Validation:
Compare Software 
Power Flow with 

Measured System 
Steady – State 

condition

Collect Network Steady-
State Measurements of 

key line flows and 
Transmission System 

EHV – Substation 
Voltages and Angles 
(SCADA & PMUs)

Comparison 
acceptabe?

No (Iterate)

Yes Combined Power flow & 
Dynamic Model 

Database

Build Complete 
Dynamic Model 

Database

Individual component model 
validation: All Power plants (& 

active devices e.g. FACTS) perform 
individual model validation through 
staged tests or on-line disturbance 

monitoring 

Collect basic name 
plate data for all active 

devices

Network Model Validation:
Simulate the event & compare 

measured & time domain simulated 
results.

Comparison 
acceptabe? Refine Models

Done

No (Iterate)

Yes

 
Figure 9 – Proposed integrated network model validation 

process. [1] 

Hence the model validation process shown in Figure 9 is 

applied during each of these stages (pre-disturbance to 

post-disturbance) and the network conditions, including 

parameters, (topology to power plant dynamics) are 

compared with data from the SCADA system and with 

the Network State Estimator to ensure an accurate and 

optimized software network model which is able to 

mimic both steady-state and dynamic behaviour of the 

power system.  

 

The main aim of such an exercise is to ensure that the 

software network model is able to accurately mimic 

parameter profiles for dynamic and steady-state 

conditions (not just snapshots of a single moment) to an 

acceptable level so as to ensure that the operation of the 

network is both economical and secure. Inappropriate 

network models can lead to unnecessary over investment 

in the network which inadvertently increases the 

operating cost of the network and the price of electricity. 
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Under investment on the other hand can lead to 

compromised network security and unnecessary power 

outages [1].  

 

4. SOFTWARE TOOLS USED FOR MODEL 

VALIDATION 

 

Software tools currently used for component model 

validation offer the ability to accept measured parameters 

and optimize component model parameters, but this 

should not be used as a substitute for appropriate 

component models being used. Figure 10 adapted from 

[17] shows the optimization principle used in 

DigSILENT
®
 for model parameter optimization based on 

actual measured parameters. 

 

PARA∆

( )
2∑ − MEASSIM XX

 
Figure 10 – Model parameter optimization principle used in 

DigSILENT®. [17] 

The optimization principle shown in Figure 10 is similar 

to that currently used by Eskom. Various software 

component models are verified using this approach. 

Figure 11 adapted from [3], shows a simplified 

representation of the main control loops in a power plant. 

 

 
Figure 11 –Simplified model of main power plant control loops. 

[3] 

Verification of a generator software model for a large 

coal-fired power plant was carried out in [18]. The 

software model single-line diagram used was similar to 

that presented in Figure 11. Figure 12 shows the 

measured parameter response (active power of two units 

(a and b)) which was measured on the power system 

using Phasor Measurement Units (PMUs).  

 

The measured active power response of each unit was 

used as an input into the software and the generator 

parameters optimized so as to mimic the measured output 

(software simulated response (c and d)) using 

DigSILENT
®
, the simulated response shown in Figure 12 

is not the final parameter response, further iterations were 

performed, these are not shown in this paper. 

 

 
Figure 12 – Measured active power response versus simulated 

active power response. [18] 

Other software tools which are used within Eskom for 

model validation purposes are: 

a. SCADA 

b. Network State Estimator 

c. DigSILENT® 

d. PSSE® 

 

Other utilities worldwide use various other software 

platforms which are available and each software package 

has its own advantages and disadvantages. Hence a 

detailed needs analysis must be performed prior to 

choosing any software package  

 

5.  CONCLUSIONS 

 

This paper presented a detailed review of power system 

component model and network model validation 

techniques which are currently used by utilities 

worldwide and current model validation practices used 

within Eskom. Various component validation test results 

are presented throughout the paper. This work is being 

carried out as part of a larger research study on the 

performance of the Eskom network and the full network 

model response based on measured network parameters.  
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Abstract: Over the last few decades economic growth and industrialization have led to a rapidly rising 
demand for electric power in many countries. One effect of this increase in demand is that the power 
transmission systems are nearing a point where they will be unable to meet supply needs. Therefore a need 
thus arises to consider transmission line alternatives that could substantially increase the power transfer 
capability of existing high voltage alternating current (HVAC) transmission lines. One alternative is to use 
high voltage direct current (HVDC) transmission systems as a direct replacement, thus eliminating the 
need for any major new tower constructions. The existing conductors and tower structures will be used. 
This paper will demonstrate how the power transfer capability of an existing HVAC transmission line 
could be maximized by feeding this line with HVDC. The power transfer capability of HVAC lines is 
limited by the reactive power needed by the line. However, when HVDC is applied, the only loss on the 
line is due to the resistance of the conductors, thus it is expected that more power will be transferred 
across the line compared to a HVAC system.  In this investigation a methodology will be developed 
showing how to convert a HVAC line to a HVDC line. To prove the effectiveness of this methodology, a 
number of scenarios will be investigated as case studies. The research will conclude with findings as to the 
suitability of converting an existing HVAC line into a HVDC fed system from which increased HVAC 
can be drawn and supplied at the load end.  
 

Keywords: HVDC, Power Transfer Capability, Creepage Distance, Thermal Capacity, Static Var 
Compensator, Synchronous Condensers, Short Circuit Ratio. 

 

1. INTRODUCTION 
 

Industrial countries are experiencing increasing difficulty in 
finding suitable corridors for new overhead transmission lines. 
This can mainly be ascribed to the dense population. Furthermore, 
the power industry is under pressure to reduce the impact on the 
environment. As a result utilities could be forced to utilize the 
existing right of way (ROW) and make maximum use of the 
existing infrastructure. The transmission capacity of an existing 
HVAC line could be increased by the following methods: 
a) Substantial increase in transmitted power by replacement of an 
HVAC transmission line to a new compact HVAC line or a new 
HVDC line. Both will require new investment. 
b) Conversion of the existing HVAC line to HVDC with 
substantial increase in power. 
The latter point mentioned is where this research will be pursued. 
Research by Naidoo et al. [1] indicates that the existing assets 
could be used for greater power transfer efficiency. 
To prove the effectiveness of this methodology, a number of 
scenarios will be investigated as case studies.  
 

2. RESEARCH AIMS AND OBJECTIVES 
 

The aim of this paper is to investigate and analyse a conventional 
HVAC transmission line when fed by HVDC while still supplying 
HVAC at the load end of the line.  
Also, the design levels of voltage, current, and power of the 
converted DC transmission line will be determined according to 
certain design constraints. The efficiency of the converted 
transmission line will be evaluated, as well as determining the 
ratings of the power electronic converters to be used. This paper 
does not cover environmental and economical considerations. It 
covers technical considerations that should be taken into account 
in the conversion of an existing practical HVAC transmission 
system to HVDC in order to increase the power transfer 
capability. The main advantage of this approach is that a new line 
does not have to be built. However, power electronic converters 
for conversion of the alternating current (AC) to direct current 
(DC) and vice versa will be needed. The investigation will 
however be limited only to line commutated HVDC system as 
bulk power transfer will be considered.   
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3. LITERATURE REVIEW 
 

The first electric generator was a DC generator, and hence, the 
first electric power transmission line built by Thomas A. Edison 
was constructed using DC. It began operation in 1882 and 
supplied DC to an area of 1.6 km. Despite the initial supremacy of 
DC, AC superseded DC due to greater advantages [2]. This was 
mainly because transformers were invented which could easily 
change voltage levels of transmission, stepping them up or down. 
However, HVAC transmission lines have an inherent design 
inefficiency whereby the skin effect results in parts of the 
conductor not carrying current. With increasing system voltages 
and the subsequent increase in conductor bundles; this design 
inefficiency worsens [1]. The power handling capability of AC 
transmission lines is limited by the thermal loading limit in the 
case of short lines, the voltage drop limit in the case of medium 
lines and the stability (angle) limit in the case of long lines. Due to 
stability constraints, HVAC lines longer than 450 km can only 
transfer power less than its surge impedance loading (SIL), while 
power transfer capability of it based on thermal limit is more than 
its SIL. With voltage magnitudes fixed at both ends of a line, the 
active power transfer between two active sources is only 
controlled by the transmission angle (δ). Equation (1) shows that 
there is a limit to the power that can be transmitted to the 
receiving end of the line. An increase in power delivered means 
that      has to be zero, which means maximum power will be 
delivered when     . Further increase in   result in less power 
received. 
 

   =     
    

 cos (   –  ) −    
 

    
 cos (    )          (1) 

Where: 
PR  = active power obtains at receiving end 
VR  = receiving end voltage 
VS  = sending end voltage 
Z  '  = magnitude of impedance of the line 
   = angle of impedance of the line 
   = angle of sending end voltage 
A  = dimensionless value of parameters depend on the   

transmission line constants. 
  = angle of receiving end voltage 
 
This practical operating transmission angle (δ) is usually limited 
to 30° [1,3-5].  
At these conditions the line conductors carry current much less 
than their safe current carrying capacity. For optimal use of the 
lines there is a need to load long HVAC lines close to their 
thermal limits. One possible way to achieve this is by using 
Flexible AC Transmission System (FACTS) components [7-8]. 
Another possibility is that the HVAC transmission line is 
converted to carry DC; the full conductor current carrying 
capability can then be fully employed.  
Since the DC line requires only two conductors when converting a 
single horizontal three phase circuit, one extra conductor could be 
left out or could be used for metallic return [2]. This configuration 
can eliminate ground electrodes. This is an advantage where it is 
restricted to use earth as the earth electrode (for environmental 
reasons, i.e. due to corrosion or interference with buried metal).  

There are two reasons for increasing the power transfer capacity 
by the conversion to DC: 
x The line design can stand a higher DC voltage to ground, 

and  
x The conductors can be operated at higher current, limited 

only by thermal limit and loss considerations in contrast to 
stability limitations applicable to the AC lines.  

However, there are some limiting factors affecting line loadability 
and insulation levels for both AC and DC transmission. For AC 
transmission, there are three considerations that affect loadability; 
thermal factors, voltage drop and stability. For DC, only thermal 
factors and voltage drop limitations apply [2,7]. These three 
technical limiting factors should be considered when a HVAC 
transmission line is to be converted to HVDC operation:  

Thermal limitation: Stability limits usually restrict the maximum 
power that can be transmitted by an AC line to some fraction of its 
thermal capacity [5]. A DC line can be loaded up to its thermal 
limit although a margin is usually maintained for emergency 
capacity. A HVDC transmission line does not have the skin effect, 
hysteresis, eddy current and proximity effect associated with the 
AC current, and therefore would lower DC resistance, and as a 
consequence carry increased current for the same temperature [2]. 
The current carrying capacity and temperature limit of the existing 
conductors should not be exceeded when the same conductors 
would be used to carry the uprated level of power obtained by the 
conversion to DC transmission [2].  

Voltage drop limitation: Since a converted DC line will carry as 
high DC current as possible, evaluation of DC power losses and 
voltage drops would be considered. The voltage drop limitation 
sets a limit on how much current could be carried over the 
converted dc line [2].  

Insulation level limitation: Insulation level set a limitation on 
how much voltage can be applied to the converted DC line. It is an 
important factor. Considering that the DC for the breakdown of an 
insulator is equal to the peak value of the alternating voltage to 
cause breakdown. The insulation level of the existing HVAC line 
is determined by the expression 
 
          √      

√ 
                                                 (2) (1) 

Thus, the insulation level of the converted bipolar line is 
 
 Bipolar line =                                                         (3) 

Where: 

       = Alternating Current 
         = alternating current switching surge factor in per unit 
VL           = alternating current line to line voltage in kV 
         = direct current switching surge factor in per unit 
         = direct voltage per pole to ground in kV (2) 

The DC voltage which can be applied would at least be equal to 
the peak AC voltage to ground [3]. However, another aspect to the 
voltage capability for DC, which is the switching overvoltages on 
a DC line, are much lower than on the AC line [7]. On long AC 
lines the switching surge factor (SSF) is between 2.0 and 2.4, for a 
DC lines, the SSF is 1.7. It is very likely that in the AC to DC 
transmission conversion more insulators in a string than 
previously used will be required. AC insulators have much lower 
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pollution flashover strength under DC voltage than they do under 
AC voltage, and are therefore unsuitable for DC service [6]. Their 
change out to DC units is a requisite of AC to DC conversion. AC 
insulator’s poor performance under DC is due to the electrostatic 
precipitator effect of a steady DC field which attracts dirt particles 
from the surrounding air and deposits them on the insulator      
surface [6]. 
 

4. CONVERSION CRITERIA 
 

Conversion of AC transmission line structures and conductor 
systems to DC operation is principally a question of determining 
the DC voltage which the circuit will sustain. That voltage may be 
limited by one or more of the following factors: 

1. Midspan clearance to ground, buildings and other objects, as 
governed by codes and individual utility practices. 

2. Insulation at the tower, either as found or modified to provide 
additional creep distance. 

3. Electrical gradient on the conductor surface; a concern both 
for radio and audible noise, but also for risk of anomalous 
flashovers. 

4. Electrical gradient on the earth’s surface; an issue relevant to 
human safety. 
 

5. DESIGN CONSTRAITS 

When existing AC transmission system has to be converted to DC, 
the following DC/AC ratio is defined: 

Power ratio (β) =                                  
                                 

 =    

   
           (4) 

Insulation level ratio (γ)  =                     
                    

  =       

  √    
√ 

         (5)                                                        

Based on the above mentioned technical considerations, the 
following design constraints should be satisfied in the analytical 
procedure for the AC to DC transmission conversion: 

a. According to voltage drop limitation:  
 

                 [2]                                                     (6)                                                                                         

Where: 
     = constant = (0.625 1.25)      
     = direct voltage per pole to ground in kV 
 l     = length of the line in km 
    = dc resistance in ohms 
      = direct current in kA. 
 
b. According to thermal limitation: 

      Existing conductor’s current carrying capacity (CCC)   (7) 

c.            is equal to                                            (8) 

d. Power ratio β should be > 1 

 
 
 

 

6. ANALYTICAL PROCEDURE 
 

The following data are known for an existing AC transmission 
line: 
Line’s parameters ( , θ,    ),   , alternating current power transfer 
capability (     ),    ,     and      at the normal operating 
condition, C.C.C of line’s conductors, and        is usually kept 
at 0.866. For the conversion to DC transmission the following 
analytical steps should be followed: 

i.                    is calculated from equation (5) with 
value of γ = 1.1 in accordance with the discussion of the 
limiting factors stated above,   = 2.0, and   = 1.7. 

ii. Calculate    by using equation (6) and check its value 
according to (7). 

iii. Using the calculated values of               and    to 
find equation (8). 
 

Having determined    ,   , and    , proceed to calculate the 
ratings and basic characteristics of the proposed rectifier and 
inverter stations for the bipole circuit. 

7. NETWORK MODEL 

To demonstrate the feasibility of converting HVAC to HVDC two 
case scenarios will be performed. The first one will be to model an 
existing HVAC network, while the second one will be to convert 
an existing HVAC line into HVDC.  For the purpose of modeling 
and load flow analysis, the simulation has been conducted using 
DigSilent Powerfactory. 
 
7.1 Case study1: HVAC transmission network 

The 400kV AC transmission system shown in figure 1 has the 
following data: 
Two bundles dinosaurs conductors per phase. 

   GB1    Bus1    GB2

Grid 1

Gen Source 1

   Bus2

T1: 132/400kV

      T2: 24/400kV

    T4: 400/132kV

To the Load:

T3: 400/24kV

Gen Source 2
Line1 Line2 Line3

 
Figure 1: 400kV AC circuit transmission system. 

The line has horizontal spacing with 9.4 m between adjacent 
phases. The line has three sections: GB1 – Bus 1 (350 km),       
Bus 1 – Bus 2 (400 km), Bus 2 – GB2 (450 km). The generator is 
modelled using Koeberg power station’s rating. Koeberg’s 
machine has the following ratings: nominal apparent power is 
1072 MVA, nominal voltage is 24 kV, and power factor is 0.9. 
The synchronous reactances Xd is 2.46 p.u and Xq is 2.28 p.u.  
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Table 1: Line Parameters and phase coordinations 

 

Table 2: Earth wire parameters and coordinates earth wires 

 

7.1.2 HVAC transmission line load flow result 

This case study was performed to monitor the performance of all 
transmission lines (line1, line2, line3). The results obtained 
identify a potential problem, which is the presence of reactive 
power into this transmission line. Therefore, HVDC as opposed to 
HVAC can be a way of eliminating or avoiding the presence of 
reactive power into this line after being converted to HVDC. 
Unlike the HVAC transmission line, the HVDC transmission line 
does not have a reactance.  
 

Table 3: Load flow result of HVAC transmission lines 

 

7.2 Case study 2: Procedure for conversion HVAC to 
HVDC 

The conversion of HVAC transmission line is carried with no 
change made to the conductors and the total rated current remains 
the same, which in turn means the transmitted power increases 
proportionally to the adopted new DC line to ground voltage. 

7.2.1Design criteria for line to be converted 

This paper emphasises converting HVAC transmissions lines to 
HVDC. To maintain or keep adequate clearance between 
energized conductors and the ground, as well as by determining a 
proper leakage or creepage distance for the insulator. 

Clearance to ground 

In order to keep at least the same safety value of clearance, 
conductor to ground clearances are calculated, i.e. the same 
difference between the minimum conductor height and the 
electrical clearance according to local standards must be 
considered while dimensioning clearances. Equation (9) for 
clearance to ground for an HVDC line can be used [6]: 

       6 +                                            (9)  

Where: 

     = minimum conductor to ground clearance in meters. 

Creepage distance 

For the HVDC transmission lines a special proven type of 
insulator must be used with a creepage distance or leakage path to 
spacing ratio of 3.2:1. In a moderately polluted area, a creepage 
distance of 30 mm/kV is sufficient whereas, for a heavily polluted 
area 50 mm/kV may be necessary. The insulator string length can 
be decided from equation (10) for moderately polluted area, and  
determined from equation (11) for heavy polluted area [6]. 

L =                      

   
                                    (10) 

L =                      

   
                                 (11) 

Where: 

L = insulator string length in meters 

Clearance to the tower structure 

Clearance must be chosen to withstand adequate operating 
voltages and switching surges, also during windy conditions [9]. 
With switching overvoltage factors in HVDC lines in the range of 
1.5 to 1.8 p.u , they are far lower than those for HVAC lines. For 
the clearance to tower equation (12) is established according to 
NESC formula based on switching surge strength [6].  

d = (                    
     

)
     

                        (12) 

where: 

               = nominal DC voltage per pole to ground in 
kV 

PU                         = value of overvoltage peak 1.75 p.u 
K                           = 1.15 for monopolar lines (conductor window) 
K                          = 1.25 for bipolar lines (conductor structure) 
a                            = 1.25 

 

Figure 2: Conductor- tower distance d resulting from 
switching surge insulation requirements (dotted line) and 

surface insulation requirements (continuous line) [6]. 

                     Line parameters
Nominal Voltage 400kv Minimum operating temperature 20°C
Nominal Current 1.704 kA Maximum operating temperature 80°C

Number of Sub conductors 2 DC resitance @ 80°C 0.0437 Ω/km
Bundles spacing 0.38 m Max sag. Phase conductors 11.4 m

DC resistance @ 20°C 0.0437 Ω/km Max sag. Ground wires 10.3 m
GMR (equivalent radius) 14.54312 Earth resistivity 700 Ω

Outer diameter                                               35.94 mm

Tower Coordinates - phase circuit ( m )
  Number of phase X1 X2 X3 Y1 Y2 Y3

Circuit 3 -9.4 0 9.4 21.03 20.724 21.03

    Earth wire parameters
Number of Earth wires 2 Nominal voltage                   1kV

Number of subconductors 1 Nominal current             0.109kA
DC- Resistance @ 20°C 1.88Ω/km Earth wire coordinate X Y
GMR( equivalent radius) 0.0001198mm Earth wire 1 - 8.3m 25.15m

Outer diameter 13.5mm Earth wire 2 8.3m 25.15m

Elements P(MW) Q(MVAr) SIL(MW) I(kA) ϴ(°)

Line 1 450 -328.87 551.4136 0.699 110.449

Line 2 438.605 -83.244 551.4136 0.498 68.978

Line 3 431.321 196.018 551.4136 0.555 21.436
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Figure 3: Conversion of HVAC tower to HVDC bipolar 

line respectively 

Corona inception gradient on conductors 

When the voltage gradient at surface of a conductor exceeds the 
dielectric breakdown strength of air, corona and ionization of the 
air surrounding the conductor result. The conductor gradient 
voltage should not exceed 26 kV/cm when a DC voltage is applied 
to a conductor previously operating at AC [7].  

7.2.2 Specification for converted HVDC link.  

Accurate modelling of the converter at both ends of link is 
essential to ensure correct operation of the link. The rated DC 
voltage between the link is calculated using equation (5). The 
current and power in each leg of the bipole is calculated using 
equation (6) and (8), these results are display in table (4). Both 
converter transformers at the end of the link have a rating of 160 
MVA, with Z of 0.16 p.u. The rectifier’s firing angle is 15°, and 
for the inverter it is 146.90835°. The commutation reactances on 
both transformers at both ends of link are calculated, with rectifier 
      = 7.799895Ω and for inverter       = 7.1681Ω. The 
overlap angle (μ) is calculated and is 18.09165°. 

Table 4: calculated result for converters 

 

7.2.3 HVDC transmission network load flow result 

The following load flow results were recorded, with eight 
converters at both end of the links, the total amount of power 
measured at rectifier side for both links are 1151.9048 MW and 
1004.8072 MW on inverter side. 

Table 5: HVDC transmission link converted result 

 

7.2.4 HVDC transmission network modelling 

The converted link is a bipole, with current control for rectifier set 
at 1.45076 kA. The DC link is modelled with 12 pulse converter 
bridges which are made up of two six-pulse bridges. Each of the 
six pulse converter bridges has four series converters with two in 
star-to-star transformers, and two in star-to-delta transformers for 
harmonic cancellation. Figure 4 is a one line diagram of the 
converted network. 

 

 

Figure 4: HVDC bipolar transmission system 

Rectifier calculated results                     Inverter calculated results
Pbi-pole (MW) Vdbi-pole (kV) Id (kA) Pbi-pole (MW) Vdbi-pole (kV) Id(kA)

1226.3546 845.31411 1.4508 1005.6108 693.1576 1.4508

Elements P (MW) Ptotal (MW) Q (MVAr) Qtotal (MVAr) I (kA)
Pole 1 = Pole 2 609.1934 1218.3864 0 0 1.4272

Single Rectifier/converter 152.2983 1218.3864 67.3152 538.5216 0.2465
Single Inverter/converter 125.5964 1004.7712 72.7636 582.1088 0.6662
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8. TRANSMISSION CAPACITY 
 

When comparing the transmission capacity for HVAC 
transmission lines to HVDC, the HVAC depends on the reactive 
power requirement and security of operation (stability limit for 
long transmission lines). However, HVDC depends on thermal 
constrains of the line. The stability of the HVDC system will be 
influenced by the strength of the AC system at the busbar where 
the HVDC is connected, known as short circuit to power ratio 
(SCR). To ensure a proper operation of the DC link, a proper 
investigation on the effect of the link connected to the AC network 
was carried out. A preliminary required reactive power by the 
converter from the AC network was determined from the load 
flow, and compare with the existing AC network reactive 
capacity. Final reactive power compensation can only be designed 
after extensive harmonic studies have been performed. The 
reactive power was supplied from the AC network at either side of 
the link. For this network the two generators were modelled using 
Koeberg power station’s rated data and this link was connected to 
132 kV, which has a preliminary fault of 17.36 KA, and with 
SCMVA of 3698.4135MVA. Therefore, the SCR is 3.015778. 
When taking future load growth in consideration, this could lower 
the SCR for this network. When the SCR is found to be less than 
two (< 2), static VAR compensator (SVC) and synchronous 
condensers (SCOs) may be required on AC systems to compensate 
for varying reactive power. Existing reactive compensators could 
be recycled and used as harmonic filters, and can also serve to 
deliver reactive power when converters are switched on. As 
DigSilent cannot model a DC tower at moment, for minimum to 
ground clearance, and clearance to the tower structure, equation 
(9) and (12) were used to determine adequate clearance between 
energized conductors and the ground to prevent dangerous contact 
with the line. The calculated minimum conductor to ground 
clearance is 8.2659423 m, and 6.60996 m for clearance to the 
tower structure. 

 

9. CONCLUSIONS 
 

Conversion to HVDC of the existing HVAC transmission lines is 
an advantage as it allows full utilization of the thermal capacity of 
the converted line, and enables more power to be transferred 
through the converted line. The HVAC line proves to have lower 
power transfer due to the needed reactive power by the line. This 
paper has demonstrated (when referring to table 3 for HVAC and 
table 5 for HVDC) that it is technically feasible to achieve more 
power transfer when converting existing HVAC line to HVDC by 
using the same conductors, tower bodies and foundations, with 
changes in insulations. The data presented in this paper may, 
facilitate preliminary evaluation and stimulate interest for deeper 
investigations of many actual long transmission lines, which are 
operating below their surge impedance loading. Furthermore, it is 
encouraging for power system planners to look at this opportunity 
when designing transmission lines, such as higher power 
capacities could be transferred in the existing systems.  
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DESIGN AND DEVELOPMENT OF MEDIUM VOLTAGE OPEN 
RACK HARMONIC FILTERS FOR DISTRIBUTION NETWORKS 
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Abstract.   Harmonic filters are the most common means used for harmonic mitigation. Design 
features of harmonic filters and their use and operation are known theoretically. However, the topic is 
complex and very little is known on the industrial process of the design stage and what is factored 
into the design of medium voltage harmonic filters. There is thus a shortage of public domain 
documentation on this process which is in the know-how of very few specialists. The medium voltage 
open rack harmonic filter is the most common filter found in industry as well as in mines and is an 
outdoor installation – it consists of air core reactors, capacitor banks and in some instances resistors. 
During the design certain assumptions are made. To overcome this limitation, information was 
gathered by conducting interviews with specialists in the harmonic industry. A network is 
investigated and two types of harmonic filters are designed to mitigate distortion. Three-Dimensional 
diagrams were developed to illustrate typically how the final products would appear.  
 
Keywords: Harmonic filter, design. 
 

1. INTRODUCTION 

Harmonic filters have been used for mitigation of 
harmonic currents for a number of decades. Open rack 
harmonic filters are outdoor installations and are 
commonly used in the medium voltage industries and 
mines for industrial installations. 

The shortcoming is that knowledge on industrial design 
of medium voltage open rack type harmonic filters is not 
well documented and the process is only known to a few 
specialists. The objective of this work is to make the 
process more explicit and prove its effectiveness through 
appropriate case studies. 
 

2. RESEACH STATEMENT 
 

The aim of this paper is to develop an industrial design 
process for medium voltage open rack harmonic filters 
which uses actual component values rather than 
theoretical parameters. 
 

3. INDUSTRIAL DESIGN OF FILTERS 

The design of filters for industrial application needs to 
take into account certain additional factors not 
traditionally considered. In general, when evaluating if a 
harmonic filter is required or not, there are two scenarios 
that need to be considered. The first scenario evaluation 
is based on the theoretical model of equipment data to be 
used noted (e.g. cable sizes, transformers, motors). The 
first process is applied when a new installation is to be 
implemented and is soft ware based modelling process. 
The second scenario evaluation is used when a plant 
already exists and real values of equipment are known 
and the values used are taken from measurements using 
power analyzers. Both scenarios however are evaluated 

against IEEE 519 standard to make effective mitigation 
decisions. If limits are not exceeded then new plants is 
implemented. If existing limits are exceeded the filter will 
be needed. The process of deciding necessity of designing 
the filter is shown in Figure 1. 
 
3.1 New Plants 
 
When designing a filter for a new plant, the parameters 
for the equipment need to be firstly determined. In this 
method some assumptions are needed. Two common 
assumptions made are that the loads usually operate at 
80% of the full load rating as experience has proven this 
to be the most successful value. The second assumption is 
that most loads in the new plant are inductive, such as 
induction motors, etc. With induction motors operating at 
80% full load, the Displacement Power Factor (PFDPF) is 
usually 0.8 lagging. Both assumptions are factored in 
when calculating the reactive compensation to be added 
into the plant.  
 
3.1.1 New plants Data collection 
 
a) Draw a one line diagram of the plant 
b) Develop a fundamental frequency software model of 
the plant network based on full load specifications of all 
equipment to be used. Where applicable use 0.8 PFDPF.  
c) Run at f1 a load flow and see if the model gives 
acceptable results, that is, the loads receive their powers, 
volt drops and PFDPF, are correctly modelled. Improve 
PFDPF to 0.96 by adding capacitor bank and generate 
results. 
d) Set the variable loads (e.g. VSDs) to 80% of full load, 
0.96 PFDPF. Run at f1 load flow and record the data 
require in Table 1. 
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 New Plant (scenario requiring evaluation)  Existing Plant (scenario requiring evaluation)

Step 1a) Draw a one line diagram

Step 1b) Draw a one line diagram

Step 2b) Conduct  measurements at f1 and obtain THD 
and HD indices at various “h” at PCC

Step 3b) Check against limits of IEEE 519 Std

Step 2a) Set all equipment data at full load

Step 3a) Set linear loads including motors at 0.8 
PFDPF

Step 4a) Develop software model and run load flow 
at f1 and check correctness of design

Step 5a) Set all loads at 80% FL and improve 
PFDPF of loads to 0.96 PFDPF

START

Step 7a) Conduct harmonic penetration and 
resonance studies and check against limits of IEEE 

519 Std

Step 6a) Develop harmonic domain model including 
non linear loads

Make mitigation 
decision if harmonic filter is 

required

Implement new plant/ existing plant 
requires no mitigation

Yes

No

Step 4b) Generate bar graph of current HD indices

Use results and plot resonance curves

STEP 2a) : Design series tuned  harmonic 
filter STEP 2b) : Design 2nd order harmonic filter

STEP 3: Decide on the capacitor type to be used

STEP 1: From resonance plot choose 
filter type

STEP 6:
 Verify filter the
 effectiveness

STEP 5: Model filter components into the network  and 
conduct harmonic analysis

Re-design filter components 
by increasing values (VC, QF 

and IrFilter)

STEP 7: Fill the developed 
manufacturers template 

with components data to be 
sent to suppliers

STEP 4: Calculate the filter component parameters

 
 

Figure 1: Decision and design of harmonic filter flow chart (A) 
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e) Model the VSD(s) as harmonic current sources and 
develop harmonic domain model and then conduct a 
harmonic penetration and resonance studies. Check 
THD and HD indices against limits on the IEEE 
standard. If exceeded then filter is needed to mitigate 
the unacceptable distortion level. 
f) If the filter is needed then Table 1 data is needed to 
commence the filter design. 
Then obtain data results from the study needed to 
complete Table 1 for the point in the network where 
filter is to be added. 
 
Table 1: Plant data at 80% load at 0.96 PFDPF (PFDPF 

to 0.96 recommended) 
Value Symbol 
Voltage V 
Real Power W 
Reactive Power Var 
PFDPF CosΦ 

 
The above table data is used in the design of both the 
new plants and existing plants (sect 3.2). 

 
3.2 Existing plants Data collection 
 
A power quality analyser is typically used for 
measurements such as power, voltage, power factor, 
current and voltage THD%. A power quality analyser 
takes readings over a period of time. The analyser has 
leads that can measure line or phase voltage values 
depending on connections. For current, each phase is 
measured by a current transformer (CT). An  

 
3.2.1 Existing plants Data collection 
 
a) Check THD and HD readings against IEEE 
standard limits at PCC and if exceeded, proceed as 
follows. 
b) Check loading level for data at point in network 
where a new filter is to be  installed using a power 
analyser. 
c) Use the power data, work out PFDPF of 0.8 (cos-1 
36.87º) and adjust S (up or down) to 80% loading 
assuming linear load. 
d) Then calculate new P and Q for this 80% loading. 
e) Complete table 1 for 80% loading and 0.96 PFDPF 
f) Use this data to start the design process for the 
industrial filter. 
 

4. FILTER TYPES 

The most common harmonic filters used are the 
series (notch) and 2nd order [1, 2, 3, 4, 5, 6, 7]. The 
series filter is used to mitigate a specific harmonic 
while the second order is used to mitigate a wide 
range of harmonics of the higher order, using: 

%100
1

2

2

u 
¦
 

M

M
THD h

h

M            (1) 
Where M = voltage or current 
 
The series filter consists of a capacitor in series with 
a reactor while the 2nd order consists of a capacitor in 
series with a parallel branch having a resistor and 
reactor. 

4.1 Series (notch) filters 

The value of the capacitor in the filter is used for 
power factor correction and the values of the 
capacitor and reactor for the filter are found in [5]: 

The resistance of the reactor is found as: 

Q
XR C 

             (2) 

Where, Q is defined as the quality factor, which 
ranges between (30 < Q < 100). With XL and XC 
found at fundamental frequency, the effective rating 
in VArs of the capacitor is shown as: 

LC
filter XX

kVQ
�

 
2

           (3) 

As the impedance of the filter is:  
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º
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16 r kh                             (5) 

where k=1, 2, 3 up to n 

Then the filter current is: 

� �LC

p
f XX

V
I

�
 1

                         (6) 

4.2 Second order filters 

In this type of filter, the steps 2,3,4 and 5 found in  
series filters used except for the effective reactance 
Xn (characteristic impedance) which is found by 
equation below: 

CLn XXX .(             (7) 

Since the resistor is in parallel with the reactor, the 
value of resistance is found using: 

nXQR .              (8) 
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The Q factor (Q) value of such filters ranges between (0.5 
< Q < 5) 

In both series and 2nd order harmonic filter capacitor 
voltage when not considering harmonics is: 

VXIV CfC 11                             (9) 

The value is derived from the current found in [8] which 
merely considers the fundamental current. When 
harmonics are considered the capacitor voltage becomes: 
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The actual capacitor used for the harmonic filter has to 
consider the complex current (Irms): 

� �13
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Thus, the rated capacitor voltage (VC) for an actual 
capacitor is the addition of (9) and (10). 

> @)()1( hVVV ccC �                 (13) 

The actual value of the capacitor (QF) in Vars is: 
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c

C
F X

V
Q

2
3

                 (14) 

Using the Vars, the actual filter current (Ifilter) of the 
capacitor will be:  

C

C
filter V

QI
3

                      (15) 

Similar formuli are used in determining the ratings of the 
actual reactors and resistors. When ordering filter 
components, the actual values are used as they take 
harmonic currents into account unlike theoretically 
designed values. From these equations it is shown that the 
rated values are higher than theoretical designs. 

A reactors manufacturer template has been developed and 
is shown table 1. The capacitors and resistors will also 
have similar templates depending on information needed. 

Once the actual values are known, the data is put in a 
template and sent to the manufacturers. 

Table 1: Reactor data for manufacturer 
Client Name Alan Meru 
Phone  021-4603085 
Fax 021-4603705 
Email merua@cput.ac.za 

Due Date Jan  – 13 
Quote requested by Alan Meru 
System voltage V 
Power frequency (f) Hz 
Tuning Frequency Hz 
Current (1.2 u system I) A 
Reactance (XL) Ω 
Reactor Rating H 
Q factor of Reactor 

 Resistance Ω 
Mounting Vertical/horizontal 
Dimensional limitations m2 
No of units 

  

5. CASE STUDIES  

Fig.2: Case study network 
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The network used has 3 loads Figure 2 [9]. Two different 
filters are designed and built for the network for different 
instances. In the case studies the letters and words mean: 
 
Cap for Capacitor, React for Reactor, Res for Resistor, N 
for Network, DF for Designed filter, AF for actual Filter. 
ERACS software [10] was used for the simulations. 
 
5.1 Filter 1 
 
At the main bus (bus 3), the utility supplier can mitigate 
the harmonics of the whole network by designing a 2nd 
order harmonic filter using the power factor correction 
capacitor banks on bus 4. The filter designed (h being 
10.8) is a second order harmonic filter due to the 
harmonics present at that bus-bar. The currents flowing in 
each of the capacitors initially are seen in Table 2 below. 

Table 2: Current in each capacitor banks at buses 4A and 
4B 

Harmonic Cap (A) 
1 96 
5 49.047 
7 17.68 
11 9.518 
13 5.879 
17 2.717 
19 1.327 

 
When the filter is designed using theoretical values, the 
currents in each component are shown in Table 3. 
 

Table 3: Designed filter current across Cap, React and 
Res 

Harmonic C (A) React (A) Res (A) 
1 97 193 18 
5 45.323 82.26 38.082 
7 18.047 30.288 19.631 
11 7.692 10.778 10.978 
13 5.079 6.491 7.813 
17 2.473 2.652 4.175 
19 1.225 1.221 2.13 

 
Simulations are repeated using actual values as per the 
manufacturer`s  template and the currents in each 
component is calculated and the results are shown in 
Table 4. 
 
Table 4: Actual filter current across Cap, React and Res 
Harmonic C (A) React (A) Res (A) 
1 128 255 24 
5 35.576 64.569 29.892 
7 16.948 28.444 19.435 
11 7.41 10.383 10.575 
13 4.927 6.927 7.579 
17 2.432 2.608 4.105 
19 1.21 1.195 2.103 

Figure 3 shows the THDV% and THDI% values reduced 
when actual filter component are used. 
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Fig.3: THDV% and THDI% on N, DF and AF 

5.2 Filter 2 

A second filter was designed for the network for bus 5 
where PF correction was done and a 5th harmonic series 
tuned filter is installed. 

Table 5: Harmonic currents across the load at bus 5A 
Harmonic Network current  (A) 
1 202 
5 4.653 
7 0.858 
11 0.188 
13 0.083 
17 0.022 
19 0.009 

Current across the capacitor, designed filter and actual 
filter are shown below. 

Table 6: Rated filter current in C, DF and AF at bus 5A 
Harmonic C (A) DF (A) AF (A) 
1 139 144 214 
5 77.529 83.404 76.953 
7 64.385 10.051 9.164 
11 4.459 1.482 1.436 
13 1.79 0.652 0.638 
17 0.426 0.169 0.167 
19 0.161 0.065 0.065 

Table 6 shows that the fundamental current in the filter 
increased due to the increase in capacitor rating. The 
other currents in the filter decreased with the rated filter 
in network. 
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Fig.4: THDV% and THDI% on N, DF and AF installed at 

bus 5 
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The THDV% and THDI% values at the supply bus 3 
increased with the filter installed in bus 5 (Figure 4).   
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Fig.5: THDV% and THDI% on N, DF and AF at bus 3 

 
6. CONCLUSION 

The process for designing of medium voltage pen rack 
harmonic filters is a highly specialized field. Design of 
filters can be done by calculations and component values 
found. Notwithstanding, theoretical values are not suited 
for the working world and the process needs to take into 
consideration actual values which do not neglect the 
effects of harmonics in the voltages and currents of a 
filter.  

Simulations are needed to verify the importance of actual 
values as comparative studies can be conducted between 
theory and world working situations to evaluate the 
differences. The need for manufacturer templates for 
capacitors, reactors and resistors are an essential part of 
the process.  

The developed process is shown to be effective. It is 
anticipated that this work contributes and brings to the 
public domain the factors that need to be taken into 
account when applying open rack filters in the working 
world. 

In conclusion, an important contribution of this work is 
the development of 3-Dimensional drawings (Figures 6 
and 7) of two commonly used filters in industry. 

 

 

 
Fig.7: 3-D figure of 2nd order filter
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Fig.6: 3-D figure of series (notch) filter 
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1. INTRODUCTION 

The main function of a distribution network is to meet 
the electricity demand of the customers within 
operating constraints, economically, reliably and 
safely [1].This is achieved by making optimized 
decisions on distribution network voltage levels, load 
reliability levels, route of the network, loads and 
building schedules of the sub-transmission lines and 
feeders, types and location of switching devices etc 
[1]. 
A distribution network is exposed to lightning, short 
circuit, accidents, etc. When these occur in a 
distribution network, one or more of the major 
components of the distribution network may be lost. A 
loss of one or more major components is called a 
contingency condition. When a contingency condition 
occurs in a distribution network, discontinuity of 
supply occurs to some of the customers and the power 
losses increase in the network. Most electric utilities 
do not concentrate on power losses during 
contingency conditions; they concentrate on keeping 
the continuity of supply to the customers. Therefore 
the importance of this paper is to ensure that the 
power losses are also considered during contingency 
conditions. Reducing power losses will help the 
electric utility to generate less electricity and this 
would help prevent future problems such as global 
warming that occur due to the gasses that are emitted 
during the generation of electricity. 
Therefore an efficiency plan that will ensure a 
continuity of supply to the customers at minimum 
power losses needs to be found. Optimal 
reconfiguration of the network is done to keep the 
continuity of supply to the customers at minimum 
power losses. This is achieved by opening or closing 
the normally closed and normally opened switches 
respectively. The opening and closing of switches is  
done using two switching methods which are truth 
table switching and the Petri Net switching method. 
The truth table switching methods helps find all the  

 
possible switching combinations that can be 
established for the restoration of the supply. From the 
different combinations, the combination with 
minimum power losses and with voltage and current 
within the limits is chosen for the restoration of supply 
back to the customers. Petri Net switching method 
works by choosing the normally opened switch that is 
closer to the place where the component is lost and 
check if the voltage and current are within the limits. 
If they are not, the next closer normally opened switch 
is chosen and so on [1]. 
Different papers have been published on the 
reconfiguration of distribution network for power loss 
reduction using different technique other than Petri 
Net and truth table switching methods.  These 
techniques are dynamic programming (DP) approach, 
immune algorithm method, application of automated 
mapping (AM) and facility management (FM) 
systems, rapid evaluation method for N-1 contingency 
condition and others [2-5] 
. 

2. MALMESBURY FARMERS 1 FEEDER 
 
Malmesbury Farmers 1 feeder is supplied by 
2x20MVA 132/11kV Malmesbury substation. When 
looking from the resent loading data of Malmesbury 
Farmer1 feeder which is from August 2011 to March 
2012, the feeder peaked on the 15 August 2011 with 
99.42A. The overcurrent setting of Malmesbury 
Farmers1 feeder is 200A, therefore during the peak in 
August the feeder was not overloaded. There are ±102 
customers connected on the feeder and 8 of them are 
large power user customers and the remaining 
customers are small power users. The feeder’s 
backbone consists of Rabbit conductor and is 41km in 
length. There are two shunt capacitors, Kanonkop 
450kVar and Weltevrede 300kVar which are used to 
boost up the voltage and also to decrease power 
losses. There are also two 200A voltage regulators, 
Kleinhoop and Weldie installed on the network and 
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these are used to increase the voltage in the feeder. 
Weltevrede Shunt Capacitor is currently out of 
service. Below in fig. 1 is the overview drawing of 
Malmesbury Farmers1. As can be seen from the feeder 
overview, if this feeder looses supply, the load 
connected to it can be transferred to Malmesbury 
Famer2 feeder or/and Kalbaskraal Farmers1 or/and 
Moorreesburg Farmers1 and/or Darling Farmers2 
and/or Malmesbury Farmers3 through N/O switches. 
For this paper the concentration will only be on 
Kalbaskraal Farmers1, Malmesbury Farmers1 and 
Moorreesburg Farmers1 [6].  
 
Malmesbury Farmers1 is the feeder that is going to be 
made to loose a component in order to cause a 
contingency. The feeder can loose any of the 
components such as a conductor, circuit breaker, a 
link, a transformer and a voltage regulator. A loss of a 
transformer in the feeder would result in customers 
being without  supply and these customers cannot be 
restored by interconnection since the transformers are 
on the adjacent laterals. In that case, supply can only 
be restored back to the customers by replacing or 
repairing the transformer.  
 
The efficiency plan will be applied for the loss of a 
circuit breaker and also for the case where a conductor 
breaks since this is common to overhead lines due to 
weather conditions and/or human interference. The 
part of a conductor that will break is shown in fig.1. 
  

 
Fig. 1. Malmesbury Farmers1 Overview 
 

2.1 Load Profile 
 
Fig. 2 below shows the load profile of Malmesbury 
Farmers1 feeder for the month of August when it 
peaked. It shows how the load changed for this month 
in 10 minutes intervals. 
 
The peak load of this feeder and the date and time that 
it occurred are found. From this date and time, the 
loads of the other feeders that can accept the load of 
Malmesbury Feeder1 if a contingency occurs on the 
feeder are also found. 
 
The reason why the peak load is the one that is 
considered is for a worst case scenario. If the whole 
load of the feeder  can  be  supplied  by  other  feeders 
during the case of a contingency in Malmesbury 

Farmers1, this would mean that the load of this feeder 
can be supplied in any other case such as the 
contingency occurring on the feeder while it is 
experiencing a normal load. Table 1 below shows the 
load that was connected to each feeder on the 16th of 
Audust, 2012. It also shows the current limits for each 
feeder and the spare capacity available. 
 

 
Fig. 2. Loading profile for Malmesbury Farmers1 feeders 
 
 
Table 1: Loads for Different Feeders on 16/08/2012 
 Feeder 

rating   (A) 
Load 
(A) 

Available 
capacity (A) 

Malmesbury F1 200 111.35 88.65 
Malmesbury F2 280 77.55 202.45 
Moorreesburg F1 200 48.43 151.57 
Kalbaskraal F1 280 100.19 179.81 

 
Looking at table 1 above, if Malmesbury Farmers1 
feeder is lost, the remaining feeders can supply the 
load of this feeder without any thermal limit problems 
except Kalbaskraal Farmers1 feeder since the load of 
Malmesbury Farmers1 is higher than the available 
capacity of Kalbaskraal Farmers1 feeder. The Fox 
conductor will experience an overcurrent problem. 
 
3. EFFICIENCY PLAN ALGORITHM 
 
In order to restore the supply back to the customers at 
minimum power losses, the following steps are 
followed. 
 
Step 1: Check the load profile of the feeders to be 
interconnected for the past full year when they were 
operating under normal condition. It is important to 
use the recent load data because the load of the feeders 
increases every year. 
 
Step 2: Select the peak load for Malmesbury 
Farmers1 feeder. Also find the load for the other 
feeders for the same date and time that the peak 
occurred at Malmesbury farmers1. 
 
 This sets the worst case scenario of the feeder, 
therefore if a contingency occurs on the network 
during Malmesbury Farmers1 peak and the efficiency 
plan is able to keep the continuity of supply to the 
customers, the voltage and the current within the 
limits and keep the power losses at minimum, then the 
efficiency plan established will be able to work for 
any case of the loading in Malmesbury Farmers1. 

N182067973 

Conductor broken 

N182630121 

N18259190
9 

Farmers 1 11kV 
BKR broken 
(N346648) 

N180522047 
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Step 3: After finding the loads for the feeders, adjust 
the loading for each feeder to the load found. 
 
Step 4: Simulate all the feeders and record the source 
current, voltage, voltage profile of the feeder and 
power losses. 
This shows the operation of the feeders during the 
normal conditions. 
 
Step 5: Select the N/O points to be interconnected 
before disconnecting the component to be 
disconnected. 
 
Step 6: Select the component to be disconnected and 
disconnect it. After the disconnection of the 
component, interconnect the interconnection points. 
 
Step 7: Perform simulation and record the source 
current, voltage, voltage profile of the feeder, load 
transferred by the feeder and power losses of the 
reconfigured network for the route established. 
 
Step 8: Check if the voltage and current are within the 
limits and if one of them is not within the limits, 
repeat step5, step6 and step7. 
The voltage limit according to the South African 
regulations (Gov Limits) has to be within ±10% of the 
nominal voltage but since the distribution network that 
is used is an Eskom network, the voltage limits for 
Eskom distribution network has to be within ±5% of 
the nominal voltage. 
 
Step 9: Check if there are any other possible 
interconnections that can be established for the 
restoration of supply and if there are any, repeat step5 
to step8. 
 
Step 10: Compare the power losses, voltage profile of 
the feeder, the source current and the source voltage 
for the different routes and choose the route with 
minimum losses, voltage and current within the limits. 
 
The algorithm is applied on a Malmesbury Farmers1 
feeder with contingency conditions. This is applied 
using a truth table and Petri Net switching methods in 
order to find the suitable route for the restoration of 
supply and minimization of power losses. 
 
Fig. 3 illustrates the proposed algorithm of the overall 
solution  
 

4. COMPUTER SIMULATION 
 
To demonstrate the effectiveness of the proposed 
algorithm to solve the contingencies, a Malmesbury 
Farmers1 feeder is chosen for computer simulation. 
The algorithm is applied while using DigSILENT 
power factory and ReticMaster as simulation tools. 
The overview of the feeder is shown in fig.1. The 

algorithm is applied using both of the switching 

 
Fig. 3. Overall solution process 
 
methods. Both these switching methods end up getting 
the same interconnection to be used for the restoration 
of supply at minimum power losses.  
The results that are shown in this paper are for when 
the feeder looses Farmers 1 11kV BKR and also when 
the conductor is broken. 
 
4.1 Results obtained before the contingency condition 

occurred 
Table 2: Results obtained from the feeders before the contingency 
occurred
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     Fig. 4. Malmesbury Farmers 1 voltage profile from DigSILENT 
 

 
    Fig. 5. Malmesbury Farmers 1 voltage profile from ReticMaster 
 

4.2 Results obtained after the loss of Farmers 1 11kV 
BKR 

 
Table 3: Results obtained from the feeders after the interconnection 
of feeders 
 

 
 

 
     Fig. 6. Malmesbury Farmers 2 voltage profile from DigSILENT 
 

 
    Fig. 7. Malmesbury Farmers 2 voltage profile from ReticMaster 
 

4.3 Results obtained after the loss of a conductor 
 
Table 4: Results obtained from the feeders after the interconnection 
of feeders  

 
 
 

 
     Fig. 8. Malmesbury Farmers 1 voltage profile from DigSILENT 
 
 
 

 
  Fig. 9. Malmesbury Farmers 1 voltage profile from ReticMaster 
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Fig. 10. Moorreesburg Farmers 1 voltage profile from DigSILENT 
 

  Fig.11. Moorreesburg Farmers1 voltage profile from ReticMaster 
 

5. DISCUSSION OF RESULTS  
 
Comparing the current values from the two simulation 
tools, the current from DigSILENT power factory is a 
little bit higher than the current from ReticMaster. 
This is caused by the AC load flow, unbalanced, 3 
phase that is selected when doing a load flow 
simulation in DigSILENT power factory. The reason 
for AC load flow, unbalanced, 3 phase to be selected 
is because of the unequal single phase loads that are 
present in the feeder. The unequal single phase loads 
results in the unbalanced loads in the feeder and when 
the loads are unbalanced, they result in one of phases 
having a high current and this causes the current to 
flow in the neutral wire and in turn increases the 
current in the feeder [7]; whereas in ReticMaster there 
is no option for simulating an unbalanced load to be 
selected. The only option that ReticMaster has is an 
option to make the LPU loads to be balanced since 
they are three phase loads.  
 
The power losses obtained from DigSILENT power 
factory are higher than the power losses that are 
obtained from ReticMaster. This is due to high current 
that flow in the feeders after a simulation of the feeder 
in DigSILENT power factory is done.  
 
Looking at the voltage profiles of the feeders from 
ReticMaster and the voltage profiles of the feeders 
from DigSILENT power factory, both of the 
simulation tools give voltage profiles that are within 
the government voltage limits which state that the 
voltage in the distribution lines should be within 
±10% of the nominal voltage. This is good since all 
South African distribution networks have to satisfy the 

government regulations. The feeders also need to 
satisfy the Eskom limit which states that the voltage in 
the distribution lines should be within ±5% of the 
nominal voltage.  
The voltage profiles from ReticMaster are all within 
the Eskom voltage limits but the voltage profiles from 
DigSILENT power factory have one or more of the 
phases being outside the Eskom voltage limits. This is 
because of unbalanced loads in the phases, as the 
phase with low load (current) results in high voltage 
problems and likewise the phase with high load results 
in low voltage problems. This happens to keep the 
apparent power constant.  
 
The other reason that caused the voltage profiles from 
DigSILENT power factory not to be within the limits 
and the currents and the power losses from the two 
simulation tools not being the same is because of the 
different load flow methods that are used by the two 
simulation tools.  
DigSILENT power factory uses AC Newton-Raphson 
method for load flows performance. Newton-Raphson 
method is simple, has high iterations and have no 
mathematic approximations. This method is used to 
solve non square and nonlinear problems. For this 
paper, this method is applied in a radial distribution 
network and radial distribution networks have a high 
ratio of R/X. A high R/X ratio results to an 
unreliability in the first order Newton-Raphson and 
also results in current and power mismatch. This 
method was mostly established for transmission 
networks since they have low R/X ratio.  
ReticMaster is mainly established for radial electrical 
networks with voltage level within the range from 
132kV to 11kV down to 400V or 230V/120V. This 
means that this simulation tool is suitable for the 
feeders in this paper since all of them have a voltage 
of 11kV and are radial feeders. This simulation tool 
uses automatic and continuous calculations for load 
flow calculations [8]. 
 

6. CONCLUSION 
 
The objective of this paper was to come up with in 
efficiency plan for the restoration of supply back to 
the customers at minimum power losses. The 
efficiency plan algorithm was used with the 
application of two switch methods to achieve this 
objective. The use of truth table switching method 
helps find the most efficient feeders to be 
interconnected in case of a contingency. However, this 
method takes  longer to find the suitable 
interconnection while Petri Net switching method 
takes shorter time to get to the same results as the truth 
table method. Therefore, the Petri Net switching 
method should be used for the algorithm to 
accomplish minimum power losses, voltage and 
current within the limits at a shorter time, thus also 
minimizing the time that the customers are without a 
supply. 
 
DigSILENT power factory is a good simulation tool 
for the non-square and nonlinear problems as 

Proceedings of SAUPEC 2013

192



discussed in the discussions above. However, it is 
evident from the results that this tool is not suitable to 
be used in radial distribution networks since it uses a 
load flow method that was designed for load flow 
calculations in transmission networks.  It is also 
evident from the results and discussions that the use of 
ReticMaster for radial distribution network load flow 
simulations gives better results than those given by the 
use of DigSILENT power factory. Therefore in 
conclusion, ReticMaster should be used for radial 
distribution network simulations.  
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GRID PARAMETER ESTIMATION AT THE POINT OF COM-
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M. I. Naudé ⇤, W.A. Cronjé ⇤ and M.V. Shuma-Iwisi ⇤

⇤ School of Electrical and Information Engineering, University of the Witwatersrand, Private Bag 3,
2050, Johannesburg, South Africa.
E-mail: Marlize.Naude@ieee.org, Willie.Cronje@wits.ac.za, Mercy.Shuma-Iwisi@wits.ac.za

Abstract: A complete model of an unknown circuit may be useful in many instances. A number of
methods to find the parameters (source voltage, source resistance and source inductance) of an unknown
circuit using only measurements made at the point of common coupling, are found in literature. One
such method was studied and implemented. The success of the method is tested by analytical, simulated
and laboratory experiments. It was found that the method works well for cases with little or no noise,
but not when noise is present in the measurements. Experiments are deemed successful if the average
error of the three parameters is less than 10%.

Key words: Grid parameters, point of common coupling, Gauss-Newton least squares, source voltage,
resistance, inductance

1. INTRODUCTION

In order to do corrective actions, such as power factor
correction, harmonic filtering, or to calculate short circuit
currents, it is useful to have a model of the entire circuit,
including the source side that is usually uncontrollable and
unknown [1–6]. A model of such a circuit is shown in
Figure 1. It shows the source side to the left of the point
of common coupling (PCC), and the load side to the right.
In [1–5], the authors have used a similar model to Figure 1,
with the exception being a capacitor in parallel with the
load in some cases [2, 3].

Figure 1: General circuit model showing source side to the left
of the point of common coupling

The circuit model in Figure 1 shows a source voltage VS,
a source resistance RS, a source inductance LS, and a load
impedance ZL. None of these parameters are known. The
source side parameters are, however, of more interest than
the load in this case.

In order to find values for the source side parameters,
measurements may be made at the PCC only, since both
the source and the load sides are accessible only from
the PCC (both the source and load sides are treated as
black boxes). The measurements that are made are load
current IL and load voltage VL, as seen in Figure 1. These

measurements are either root mean square (RMS) values
with phase information, or waveforms, depending on the
grid parameter estimation method employed.

A literature review was done in order to find methods
to estimate grid parameters. One method was chosen
to implement. This method was tested analytically, in
simulation, and in laboratory experiments.

2. LITERATURE REVIEW

Various methods were reviewed [1–5], and based on
certain criteria, one method was chosen to implement.
Methods that were developed specifically for photo-voltaic
(PV) inverters were deemed unsuitable since PV inverters
generally have current controllers which are then essential
to the grid parameter estimation method [2, 3]. Methods
that do not estimate the source voltage VS in addition to the
source resistance and inductance were deemed unsuitable,
since the source voltage cannot always be assumed to be
known.

The method that was chosen is that which is described by
Arefifar and Xu [1]. This method uses equipment that is
readily available in the University’s Electrical Laboratory,
and seemed likely to give good results.

2.1 Grid parameter estimation method as described by
Arefifar and Xu

The paper entitled Online Tracking of Power System
Impedance Parameters and Field Experiences [1] de-
scribes a grid parameter estimation method that uses
current and voltage measurements in the form of RMS
values and the phase difference between them. At least
three measurements should be taken in order to estimate
the three grid parameters (source voltage, resistance and
inductance). It is assumed that the load side fluctuates, but
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that the source side is constant. The grid parameters may
change with time, but the assumption is made that they do
not change during the course of an experiment. However,
the load does change during the course of an experiment,
and is in fact necessary for the success of the method, since
the method relies on measurements of the same source
being made with different loads connected in order to have
enough equations to solve for all the unknowns (see later).

Equation 1 (below) describes the circuit illustrated in
Figure 1.

VS 6 J = (RS + jXS)IL 6 0+VL 6 j (1)

Where:

VS = source voltage, an RMS value with magnitude VS and
phase angle J,
RS = source resistance,
XS = wLS, source reactance,
LS = source inductance,
j =

p
�1,

w = 2p f ,
f = frequency of the source, VS,
IL = load current, an RMS value with magnitude IL and
phase angle 0,
VL = load voltage, an RMS value, with magnitude |VL| and
phase angle j.

If three measurements are taken at three different instants
in time (t1, t2 and t3), Equation set 2 may be written.

VS 6 J1 = (RS + jXS)IL1 6 0+VL1 6 j1,

VS 6 J2 = (RS + jXS)IL2 6 0+VL2 6 j2, (2)
VS 6 J3 = (RS + jXS)IL3 6 0+VL3 6 j3.

Writing Equation set 2 in real and imaginary parts,
then taking the magnitude and squaring each side gives
Equation set 3, where the subscript x denotes the real part,
and the subscript y denotes the imaginary part of the load
voltage. Equation set 3 contains three unknowns and three
Equations, and can thus be solved. (Unlike Equation 1,
which contains more unknowns than equations, even when
written as two equations in real and imaginary form.)

V 2
S = (RSIL1 +VLx1)

2 +(XSIL1 +VLy1)
2,

V 2
S = (RSIL2 +VLx2)

2 +(XSIL2 +VLy2)
2, (3)

V 2
S = (RSIL3 +VLx3)

2 +(XSIL3 +VLy3)
2.

From these three sets of measurements at times t1, t2
and t3, initial values (known as initial guesses) for the
three parameters VS, RS and XS may be calculated. The
Gauss-Newton least squares estimation method is then
used to estimate the three parameters more accurately

using more sets of measurements (if available). The
Gauss-Newton method is an iterative method to solve
non-linear least squares problems [7]. The unknown
parameters are expressed as a vector. Since there will be
noise present in the system and/or measurements, an error
or residual term is added. The task is then to find the vector
of parameters such that the sum of residuals squared is
minimised. An iterative process is followed to minimise
the sum of residuals squared until the change in parameters
becomes negligible. When the change becomes negligible,
it implies that the best possible solution has been found for
the given set of measurements.

3. IMPLEMENTATION OF GRID PARAMETER
ESTIMATION METHOD AS DESCRIBED BY

AREFIFAR AND XU

The method described above was studied and imple-
mented. The exact methodology used by Arefifar and
Xu was not included in their published work, so many of
the details of implementation had to be rediscovered by
the author. Analytical experiments, simulated experiments
and laboratory experiments were set up to test the success
of the method after implementation. Eight different
combinations of known grid parameters were used to test
the method using each of the three types of experiments
(analytical, simulation, laboratory), with and without
added noise (for the analytical and simulated experiments),
resulting in 40 experiments in total. Noise is added to
calculated or simulated values in order to mimic noise
that would be present in practical applications, thus testing
the method’s ability to handle noisy measurements. s%
noise is added to a calculated or simulated value by
multiplying s% of the actual calculated or simulated value
(actual) with a random number between -1 and 1 (rand).
In other words, a value between �s.rand.actual/100
and +s.rand.actual/100 is added to each calculated or
simulated value. Noise is added in this manner to both
current and voltage values.

3.1 Analytical Experiments

For each experiment, a known source voltage, resistance
and inductance is chosen. Twelve different loads are
chosen to provide the necessary variation on the load
side, then the complex load voltage and current for each
load is calculated using MATLAB. The twelve loads have
either an inductive or a capacitive element in series with
a resistive element. The calculated load current’s phase
is shifted to be at 0 radians, and then the calculated load
voltage’s phase is shifted with the same phase angle. An
example of one of these experiments is shown in Figure 2.
The initial guess is at iteration 0 on the x-axis, and
two successive iterations are calculated before the change
becomes negligible. The three calculated parameters are
normalised using their known values on the y-axis. Some
of the results of the analytical experiments using the grid
parameter estimation method described by Arefifar and
Xu, with and without added noise are shown in Table 1.
An experiment is deemed successful if the average error is
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less than or equal to 10 %. An example of one of these
experiments with added noise is shown in Figure 3.

Figure 2: Analytic experiment using the grid parameter
estimation method as described by Arefifar and Xu

Figure 3: Analytic experiment using the grid parameter
estimation method as described by Arefifar and Xu, with 1%

noise added

In Table 1 it may be seen that only 1% noise was added
to the calculated values. If 2% or more noise is added,
more than half of the experiments are unsuccessful, in
other words, their average errors are more than 10%. This
shows that the method would be very sensitive to noise on
the measured RMS and phase angle values. If there is no
noise present (such as in Figure 2), then the method works
extremely well. The initial guesses of parameter values are
almost exactly correct, and the two successive iterations
refine the parameter values to within 0.01% average error
on all three parameters. However, when only 1% noise
is added to the calculated values, the average errors range
from 2% to 8%. Figure 3 shows initial guesses at iteration
0, and two further iterations. The first iteration shows
all three parameters converging to their correct values.
The second iteration however shows two of the three
parameters diverging from their correct values again, and
the third parameter showing no change. This suggests that
the method does not handle noise very well. It is expected
that laboratory experiments could be unsuccessful due to
the method’s sensitivity to noise.

Figure 4: Simulated experiment using the grid parameter
estimation method as described by Arefifar and Xu

Figure 5: Simulated experiment using the grid parameter
estimation method as described by Arefifar and Xu, with 20%

noise added

3.2 Simulated Experiments

For each experiment, the same known source voltages,
resistances and inductances are chosen that were used for
the analytical experiments. Once again, twelve different
loads are used to provide the necessary variation on the
load side. These circuits were built and simulated in
the circuit simulation package OrCAD. The results of the
simulations are sampled waveforms that are read using
MATLAB, and used to calculate RMS values of the load
voltages and currents as well as the phase difference. Noise
is added to the waveforms in order to test the method’s
ability to handle noisy measurements. An example of
one of these experiments is shown in Figure 4. Another
example of one of these experiments, with noise added, is
shown in Figure 5. Figure 5 shows that only the initial
guesses of the three parameters could be made. After
the initial guesses, no further improvement in the sum of
residuals squared could be made. These initial guesses
are close to correct, but cannot be improved upon by the
Gauss-Newton method. Thus in effect, the result is simply
the solution of Equation set 3. Some of the results of the
simulated experiments using the grid parameter estimation

Proceedings of SAUPEC 2013

196



Table 1: Some analytic experiments using the grid parameter estimation method as described by Arefifar and Xu

Added Actual parameters Calculated parameters Error (%) Successful
noise (%) VS (V) RS (W) XS ( jW) VS (V) RS (W) XS ( jW) VS RS XS average

0 50.00 29.70 30.47 50.00 29.70 30.47 0.00 0.00 0.01 0.01 Yes
0 50.00 30.11 38.76 50.00 30.11 38.76 0.00 0.01 0.01 0.01 Yes
0 200.00 29.70 30.47 200.00 29.70 30.47 0.00 0.00 0.00 0.00 Yes
0 200.00 30.11 38.76 200.00 30.11 38.76 0.00 0.01 0.00 0.00 Yes
1 50.00 29.70 30.47 49.31 28.99 29.25 1.37 2.40 3.99 2.59 Yes
1 50.00 30.11 38.76 47.14 27.08 35.42 5.73 10.08 8.62 8.14 Yes
1 200.00 29.70 30.47 198.25 28.08 31.03 0.88 5.45 1.84 2.72 Yes
1 200.00 30.11 38.76 202.41 31.76 39.25 1.20 5.47 1.25 2.64 Yes

Table 2: Some simulated experiments using the grid parameter estimation method as described by Arefifar and Xu

Added Actual parameters Calculated parameters Error (%) Successful
noise (%) VS (V) RS (W) XS ( jW) VS (V) RS (W) XS ( jW) VS RS XS average

0 50.00 29.70 30.47 49.83 29.75 30.09 0.35 0.15 1.25 0.58 Yes
0 50.00 30.11 38.76 49.89 30.12 38.53 0.23 0.02 0.61 0.29 Yes
0 200.00 29.70 30.47 199.31 29.75 30.09 0.35 0.15 1.25 0.58 Yes
0 200.00 30.11 38.76 199.55 30.12 38.53 0.23 0.02 0.61 0.29 Yes

20 50.00 29.70 30.47 50.46 30.20 30.48 0.92 1.68 0.02 0.87 Yes
20 50.00 30.11 38.76 49.86 29.59 38.22 0.29 1.74 1.39 1.14 Yes
20 200.00 29.70 30.47 199.82 28.40 30.68 0.09 4.39 0.68 1.72 Yes
20 200.00 30.11 38.76 204.71 30.90 40.40 2.35 2.62 4.21 3.06 Yes

method described by Arefifar and Xu, with and without
added noise, are shown in Table 2.

In Table 2 it may be seen that when 20% noise was added,
all the experiments were still successful. In this case, the
noise was added to the sampled waveform values, and
then only the RMS values and phase differences were
calculated. If 25% or more noise is added, some of the
experiments are unsuccessful, in other words average error
> 10%. However, this improvement in noise handling
capability compared to the analytical experiments means
that the laboratory experiments may not be unsuccessful as
often as was initially expected, since the noise on the real
measurements will be on the sampled waveform values,
and not on the final RMS values (as was the case for the
analytical experiments). This means that the RMS values
over a few waveforms could still be close to accurate.

This theory was tested by first calculating the RMS values
of the simulated, sampled waveforms, and then adding
noise to the RMS values. If this is done, only 1% noise
can be added, if 2% or more noise is added, some of the
circuits are unsuccessful.

3.3 Laboratory Experiments

The grid parameter values that were used for the analytical
and simulated experiments were chosen based on the
available equipment in the laboratory. The source
resistance and source inductance were measured using
different measurement instruments and an average value
for each was calculated. The source voltage is also

measured during each experiment and recorded. The
source voltage is measured at the output of a variac which
is connected to the utility. The variac ensures at least
some degree of isolation from the possible variations of the
utility’s grid parameters. However, it is still possible, and
very likely, that small changes in the grid parameters will
occur. These small changes will invalidate the assumption
that the source side parameters are constant. However,
assuming that these changes are small enough, it will not
affect results significantly. A schematic diagram of the
experimental set up is shown in Figure 6.

Figure 6: Experimental set up for laboratory experiment

Since the same grid parameter values were used for the
analytical, simulation and laboratory experiments, they are
directly comparable. A Yokogawa WT1600 digital power
meter was used to record RMS values of the load voltage
and current as well as phase difference. An example of
one of these experiments is shown in Figure 7. Some of
the results of the laboratory experiments using the grid
parameter estimation method described by Arefifar and Xu
are shown in Table 3.

Once again, Figure 7 shows that only initial guesses of
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Table 3: Some laboratory experiments using the grid parameter estimation method as described by Arefifar and Xu

Actual parameters Calculated parameters Error (%) Successful
VS (V) RS (W) XS ( jW) VS (V) RS (W) XS ( jW) VS RS XS average
50.50 29.70 30.47 49.03 26.63 31.42 2.91 10.35 3.12 5.46 Yes
49.92 30.11 38.76 50.64 30.66 41.06 1.44 1.83 5.92 3.06 Yes

200.10 29.70 30.47 196.77 26.28 32.48 1.66 11.52 6.60 6.60 Yes
199.90 30.11 38.76 221.33 49.86 36.28 10.72 65.58 6.42 27.57 No

Table 4: Some laboratory experiments using the grid parameter estimation method as described by Arefifar and Xu, with
inductive loads only

Actual parameters Calculated parameters Error (%) Successful
VS (V) RS (W) XS ( jW) VS (V) RS (W) XS ( jW) VS RS XS average
50.50 29.70 30.47 51.90 29.88 34.98 2.78 0.62 14.79 6.06 Yes
49.92 30.11 38.76 49.87 27.48 41.90 0.10 8.73 8.10 5.64 Yes

200.10 29.70 30.47 206.30 27.53 36.43 3.10 7.31 19.56 9.99 Yes
199.90 30.11 38.76 159.30 12.12 31.03 20.31 59.75 19.96 33.34 No

Figure 7: Laboratory experiment using the grid parameter
estimation method as described by Arefifar and Xu

the three parameters could be made. The loads that were
used for analytical, simulated and laboratory experiments
were a mixture of inductive and capacitive loads. If only
inductive or only capacitive loads are used, the results are
somewhat different. Figure 8 shows the same experiment
as Figure 7, but using only inductive loads. It may be
seen that roughly the same initial guesses are made in
Figure 7 using capacitive and inductive loads, and in
Figure 8 using inductive loads only, but that two further
iterations were possible when using inductive loads only
that were not possible when using inductive as well as
capacitive loads. However, these two iterations are of little
value, since the parameter values do not converge closer
to their correct values. In fact, after the two iterations,
the parameters’ average error is greater than before (6.06%
average error when using inductive loads only, compared
to 5.46% average error when using inductive as well as
capacitive loads). One possible reason for this may be
that the measured values are more closely correlated, and
therefore give more possible iterations, but since there are
fewer measured values (six loads compared to twelve),

the measured values are less accurate. Table 4 shows the
results of the same four experiments that were performed
as in Table 3, but with inductive loads only. It may be seen
that the average errors of all experiments increased when
only inductive loads were used.

Figure 8: Laboratory experiment using the grid parameter
estimation method as described by Arefifar and Xu, with

inductive loads only

For the sake of completeness, the same experiments were
performed using only capacitive loads as well. Figure 9
shows the same experiment as Figure 7 and Figure 8 but
using only capacitive loads. Figure 9 shows that better
initial guesses are made when only capacitive loads are
used, compared to using inductive as well as capacitive
loads or using inductive loads only. After the initial
guesses however, all three parameters diverge away from
their correct values. Table 5 shows the results of the same
four experiments that were performed as in Table 3, but
with capacitive loads only. Although there is a significant
improvement in the average error for each experiment, it is
due to better initial guesses in the case of using capacitive
loads only compared to using inductive loads only.
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Table 5: Some laboratory experiments using the grid parameter estimation method as described by Arefifar and Xu, with
capacitive loads only

Actual parameters Calculated parameters Error (%) Successful
VS (V) RS (W) XS ( jW) VS (V) RS (W) XS ( jW) VS RS XS average
50.50 29.70 30.47 49.41 27.98 32.24 2.15 5.78 5.80 4.57 Yes
49.92 30.11 38.76 50.55 28.90 42.06 1.27 4.03 8.50 4.60 Yes

200.10 29.70 30.47 201.81 28.99 32.81 0.86 2.39 7.68 3.64 Yes
199.90 30.11 38.76 209.20 31.20 44.61 4.65 3.62 15.08 7.78 Yes

Figure 9: Laboratory experiment using the grid parameter
estimation method as described by Arefifar and Xu, with

capacitive loads only

4. CONCLUSION

The grid parameter estimation method described by
Arefifar and Xu is an extremely good method to use in
cases of very low noise. The initial guesses are improved
upon and the end result is that all three parameters (VS,
RS and XS) converge to their correct values. However,
when noise is present in the form of measurement noise
or process noise, then the method is not as successful.
The initial guesses are less accurate, and the parameters
diverge further away from their correct values. Even so, if
a first approximation to the grid parameters are sought, this
method will give acceptable results.

Another method that shows a lot of potential is the method
described by Fusco, Losi and Russo in their paper entitled
Constrained least squares methods for parameter tracking
of power system steady-state equivalent circuits [4]. This
method makes use of a Kalman filter to filter out the noise
on the sampled waveforms before any further calculations
are done. The Kalman filter is designed in such a way that
the sampled waveforms are separated into harmonics using
a Fourier series. This means that the method is likely to be
suitable for non-linear as well as linear loads. The study
and implementation of this method is the next step in this
research.
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Abstract.  The planning procedures of a power network rely on the perception of its reliability. Network 
components are however affected by a range of factors. The models used to capture vulnerability of network 
components to failure could be critical to the evaluation of its reliability and the decisions made thereafter. This 
paper investigates the effect of using either deterministic or probabilistic component failure models in a planning 
reliability study. Unlike most published work that only considers the magnitude of the reliability indices, this 
paper also analyzes the impact on the probability distributions of the computed indices. 
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1. INTRODUCTION 

Reliability is a key aspect of network planning. 
Planners aim at achieving optimum levels of 
reliability with minimum investment in the network. 
The perceived level of reliability that a given 
investment scenario yields is thus significant for 
subsequent planning decisions. Several factors 
influencing reliability as a whole have been 
identified in the literature. The network’s 
configuration, loading and component outages are 
some of the generally known factors [1]-[3]. While 
the configuration may be stagnant for a given 
reliability study, a network’s loading and component 
outages are quite variable. A stochastic external 
environment, attributed mainly to weather elements, 
is the main cause of variability in network 
component failure parameters [4]. Component’s 
failure models applied are thus quite important in the 
assessment of a network’s reliability.   

Conventionally, reliability parameters are modelled 
deterministically. It is common to use constant 
values, typically the average, to model component 
failure rates. Discrete states have also been applied 
to capture the variability in failure rates. The failure 
rate takes on a distinct value in each state and for the 
whole duration of the state [5]. In [6]-[10], 
stochastic state modelling approaches were applied 
to component failure rates. Stochastic adverse state 
models are based on a random parameter of the 
adverse weather element influencing the component. 
The random parameter could be an integral part of 
the external factor(s) e.g. wind speed for wind 
related component outages. The parameter could 
also be as a result of the occurrence of the external 
factor(s) such as the electric field on the surface of 
an insulator due to deposited pollutants [11]. While 
stochastic state modelling varies failure rates, it 
ignores the seasonal and time-dependency of 
weather parameters and of the corresponding failure 
rates.  
  

A time-dependent probabilistic model for stochastic 
network parameters, including failure rates, was 
proposed in [12] and extended in [13]. The approach 
develops Beta probability density function (PDF) 
models for a given parameter in time windows that 
characterize different seasons and times-of-day [14]. 
Network operational time windows have lengths that 
vary from a day to a couple of months. Planning 
time windows have a minimum length of one year. 

This paper analyses the impact of different 
component failure models on network reliability. 
Deterministic and probabilistic models are 
considered in a planning reliability analysis. The 
reliability analysis is performed on a network that 
mimics real South African conditions. The 
underlying distributions of the indices computed are 
analyzed to derive a more comprehensive 
description of the network’s reliability. 

2. SEQUENTIAL MONTE CARLO 
SIMULATION (MCS) 

MCS techniques have been applied extensively in 
reliability studies. MCS algorithms are applied when 
chronological events are involved so that the up and 
down states cycles of all components are simulated 
and a system operating cycle is obtained by 
combining all the component cycles [5]. Sequential 
MCS algorithms are more powerful when complex 
systems have to be analyzed, but the computation 
effort required is significantly higher than non-
sequential MCS [5], [15].  

A new reliability evaluation approach that 
incorporates time-dependent probabilistic modeling 
has been proposed [16]. Unlike the conventional 
sequential MCS, the time-dependent probabilistic 
approach (TDPA) only simulates the down states of 
component lifecycles. This significantly reduces the 
computation time compared with the conventional 
sequential MCS. The results of the TDPA-based 
reliability study are also more dependent on the 
input component failure models than on the number 
of simulation runs. The key differences between the 
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conventional sequential MCS and TDPA are 
summarized in Table 1. 
Table 1: Differences between conventional sequential and TDPA 

MCS [16] 
Conventional sequential TDPA  

x Considers constant component 
failure rates for a given period, 
such as for the useful life section 
of a bath-tub curve. Applies  an 
exponential distribution for 
component time-to-failure 

x Uses PDFs of failure 
rates to simulate the 
number of failures in a 
period as well as 
randomness in the time 
of failure, but does not 
calculate the  time-to-
failure 

x Builds the chronological cycle of 
a component by simulating the 
time-to-failure and time-to-repair 

x Builds the same 
chronology by 
simulating how many 
down states will appear, 
when each down state 
begins and how long 
each down state lasts. 
System is in up-states at 
all other times  

x Conventional sequential MCS is 
usually applied in planning 
studies to compute average 
annual or annualized indices 

x Recognizes chronology 
based on seasonal and 
time-of-day variability 
over short periods and 
can therefore be applied 
consistently to both 
planning and operation 
studies 

The key simulation steps applied by the TDPA 
include [16]: 
1) Perform a failure mode and effect analysis 

(FMEA) to determine the failure states and 
contributing components 

2) Assume all components are in service i.e. up state.  
3) Select a component and time window (Tpt).  
4) Select the adverse conditions that affect the 

component 
5) Aggregate the component frequency-of-failure 

data corresponding to each identified failure 
cause 

6) Derive the frequency failure PDF from the 
appropriate data set.  

7) Generate the number of component failures 
within Tpt  

8) Randomly assign each failure event to a specific 
day and time within the analysis period using a 
uniform random number generator  

9) Generate the duration-of-failure per event by 
randomly selecting from the component’s 
duration of failure Beta PDF  

10) Develop the component’s chronological (up-
down) state cycle for the analysis period  

11) Repeat steps 2 to 8 for all components and 
combine the components’ cycles to develop the 
system lifecycle and provide the failure state 
cycles for different load points based on the 
FMEA analysis  

12) Analyze the lifecycles to compute the load point 
and system indices   

3. ILLUSTRATION EXAMPLE 

This section will describe the test network 
considered and the component failure models 
derived.  

3.1 Test bulk network 
The simplified (pseudo) network shown in Fig. 1 
was used as the test system. It is similar to a portion 
of the real South African transmission network and 
is used because real and relevant data is available, 
allowing realistic conditions to be modelled. The 
network is composed of 36 buses with a total load of 
6.3 GW. The maximum generating capacity is 2.2 
GW with make-up infeed (slack-bus) from Terminal 
01. The base voltage and power for the network is 
400 kV and 100 MW respectively. Only 1st order 
contingencies were considered i.e. only system 
states composed of single component outages were 
analyzed. Loads were fixed at their maximum 
values.  

An extensive analysis of fault records has been 
performed to identify the major causes of faults on 
the South African transmission network and their 
characteristics [17]. Failure events occurring 
between 1993 and 2009 were considered and the 
failure data analyzed. South Africa can be divided 
geographically into two areas indicating the 
dominant nature of rainfall activity that is present 
i.e. frontal and thunderstorm rainfall activity regions. 
More rainfall falls in the thunderstorm region. The 
two geographical regions are depicted in Fig. 1. 
Components in each region are influenced by 
pollution, birds, bush fires, lightning flashes or a 
combination of such risk. According to [17], 
external factors such as wind, animals and human 
influence corresponded to very low probability 
events and were thus not included in this analysis. 
Each network risk significantly influences 
component outages in the sub-regions shown in Fig. 
1. 

The failure data collected and published by the 
authors in [17] was applied to the test network 
components using (1). 

 
               

  (1) 
Where: 
fcRt : failure rate of a component due to a 
specific threat in a given region or sub-region 
NFRt : number of failures, due to threat, in 
region or sub-region of influence 

NCRt : number of components, in region or sub-
region, exposed to given  
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Geographical regions and dominant external network risks 

     Lightning           Birds Bush Fires       Pollution   Frontal region     Thunderstorm region 

Fig. 1: Pseudo power network similar to part of the South African power grid

3.2 Transmission line failure models 

The failures occurring every year between noon and 
6 pm were analyzed. Three cases were considered 
for each component vulnerability model: 

x Base case analysis: Deterministic model 
x Region unspecific: Probabilistic models 
x Region specific: Probabilistic models  

Case 1: Base case models-deterministic 

A base case analysis provides a set of values to be 
used for comparison with those obtained from other 
tests performed on a given system. This enables the 
evaluation of different action alternatives from a 
reliability view point. This base case analysis 
modelled line failures deterministically. It 
considered the sub-regions in which each external 
element had significant influence. Variation in 
severity of a given threat across the geographic 
regional boundary was not considered. The line 
failure data sets corresponding to the dominant 
external element in each sub-region were used to 
determine the average value of line failures due to 
each threat. All lines in a given sub-region and thus 
exposed to the same dominant external element, 
were assigned the same frequency and duration of 

failure values. For lines in overlapping sub-regions 
(crossing more than one sub-region), average values 
were determined from the failure data sets of the 
corresponding sub-regions and summated. Table 2 
presents the annual average frequency of failure 
derived in the selected time window. 
Table 2: Average frequency of component failure due to different 

external elements 

Network risk 
All exposed 
components  

(failures/year) 

Per component 
(failures/year) 

Birds 7.2 0.8 
Lightning 24.0 1.7 
Bush Fires 38.2 4.2 
Pollution 2.4 0.4 
Birds and 
Lightning (7.2+24.2) = 31.4 2.5 

On average, birds and lightning cause more outages 
annually compared to the other threats in the time 
slot considered. 

Case 2: Region unspecific models-probabilistic 

This case also neglects variation in the two 
geographic regions. However, instead of using the 
average values, the frequency and duration of line 
outages were developed as PDFs. Dispersion in the 
line failure parameters, due to variability in the 

T12 

T19 

T31 
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occurrence of each external threat was thus 
considered. A single PDF was developed for each 
threat and applied to all lines in the network that are 
exposed to the given threat. The PDFs derived for 
the significant threats in the selected time slot are 
displayed in Fig. 2. 

 
Fig. 2: Annual network threat PDFs for the noon to 6 pm time slot 

Fig. 2 indicates that a line outage in the selected time 
window will more likely result from fire or 
lightning. 

Case 3: Region specific models-probabilistic 

This case considers external threat models that relate 
to the geographic regions. The models are developed 
based on the actual conditions in proximity of the 
affected component. This is more realistic compared 
to the two previous cases. For each threat, two 
failure models were thus derived and applied to 
affected components while taking into account their 
geographical locations. These are shown in Fig. 3 

 
     (a) 

 
    (b) 

Fig. 3: Geographical based line failure PDFs for (a) birds (b) 
lightning 

The shapes in Fig. 3 clearly show that the influence 
of a network threat on line outages varies between 
the two regions.  

Fig. 4 shows the duration of failure PDF applied in 
Cases 2 and 3. The average of the duration 
parameter, 10 hours, was applied in the base case 
analysis.  

 
Fig. 4: Beta PDF model for component restoration time 

4. SIMULATION RESULTS 
The load point and system indices computed in each 
case include the Frequency of Load Curtailment 
(FLC) and Duration of Load Curtailment (DLC). 
The values for FLC computed were rounded to the 
nearest whole number e.g. 3.2 = (3 events/year) and 
3.5 = (4 events/year). The load point results are 
presented in this section for three buses: T12, T1 and 
T31. The performance of load points T12 and T31 is 
affected by components that lie only in the frontal 
and thunderstorm regions respectively. Load point 
T19 on the other hand is affected by components in 
both regions. Analyzing corresponding indices of the 
three load points provides an indication of how the 
network performs in each region. 
Table 3 presents the average values of the indices 
computed based on the failure models in cases 1 and 
2.  

Table 3: Comparison of average index values computed using 
models in cases 1 and 2  

 
 
 

FLC 
(events/year) 

DLC 
(hours/year) 

Base 
Case 

1-year 
PDF 

Base 
Case 

1-year 
PDF 

T12 5 6 29.6 64 
T19 8 12 49.9 130 
T31 11 14 67.1 155 

System 31 48 185.5 545 

The indices computed using each failure modelling 
approach indicate that the best and worst performing 
load points are T12 and T31 respectively. The 
analysis that applies Case 2 models (single annual 
region unspecific PDFs) however yielded 
significantly higher index values. This could be 
attributed the PDFs applying the full range of the 
failure parameter values. The indices can be further 
analyzed by comparing the distributions of the 
indices computed in each case. Fig. 4 shows a 
comparison of the index PDFs derived in each case. 
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It is clear that some of the Beta PDFs are shifted 
horizontally when the component failure parameters 
are modelled probabilistically. Using PDFs ensures 
that the selection of input failure parameter values 
was carried out while considering the likelihood of a 
parameter taking on a given value. The skewness of 
a given component parameter’s PDF ensures that 
certain values are selected more in the analysis 
because the parameter is more likely to have such 
values. Unlike the base case, each reliability index 
computed thus exhibit a specific range with distinct 
minima and maxima. 

 
(a) 

 
(b) 

Fig. 5: FLC index PDFs derived based on inputs modelled as (a) 
average values (b) annual region unspecific PDFs 

The base case analysis and the case with single 
annual PDFs, applied the same model to lines, 
irrespective of whether they lay in the frontal or 
thunderstorm regions. Unlike cases 1 and 2, the 
models in case 3 are based on the severity of a threat 
in each geographical region. The models are 
developed based on the actual conditions in the 
proximity of the affected line. Fig. 5 and 6 compare 
the FLC and DLC indices for T12 and T31 
computed with and without regard for geographical 
regions.  
 
A significant increase is noted in the indices 
computed for both load points. The shapes of the 
PDFs also change which affects the likelihood of a 
given index taking on different values.  Consider 
indices compute for T31. From Fig. 5, the number of 
load curtailments events increases when regional 
based PDFs are applied. However, the likelihood of 
fewer load curtailments events also increases as seen 
from the lower tails of its FLC index PDFs. The 

lower tails of the T31 DLC index PDFs in Fig. 6 
almost overlap which shows that the likelihood of 
short load curtailments occurring is unaffected. The 
length of load curtailment events however increases 
when regional PDFs are applied. 

 
Fig. 6: Comparative FLC indices based on single and regionally 

based composite input PDFs 

 
Fig. 7: Comparative DLC indices based on single and regionally 

based composite input PDFs 

5. IMPLICATIONS OF THE RESULTS 

Most of the software packages used by power 
utilities for reliability analyses require component 
parameters inputted as deterministic values. They 
also present the computed reliability indices in the 
same form. The results however showed that the 
representation of reliability inputs as PDFs is more 
comprehensive than the use of average deterministic 
values. This necessitates the refinement of failure 
data analysis. Incorporation of seasonal and time-of-
day dependency allows planners to assess network 
failures in the context of other stochastic network 
parameters such as loading. As an example, 
maintenance practices can be scheduled more 
effectively into a time window that ensures the least 
impact on the network and its customers. The 
seasonal and time-dependent probabilistic modeling 
approach allows planners and operators to vary the 
risk of component failure based on expected 
conditions. The risk of failure in winter is higher due 
to increased stress on the network. The skewness of 
a given PDF can be changed to account for such 
elevation in risk of failure. 

Description of reliability indices is improved when 
PDFs are applied. The full range of an index is 

0 10 20 30 40 50 60
0

0.5

1

1.5

2

2.5

Frequency of load curtailment (events/year)

P
ro

b
ab

ili
ty

 d
en

si
ty

 

 

T12

T19

T31

System

0 10 20 30 40 50 60
0

1

2

3

4

5

6

Frequency of load curtailment (events/year)

P
ro

b
ab

ili
ty

 d
en

si
ty

 

 

T12

T19

T31

System

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

3.5

Frequency of load curtailment (events/year)

P
ro

b
ab

ili
ty

 d
en

si
ty

 

 
T12-Single PDFs

T12-Regional PDFs

T31-Single PDFs

T31-Regional PDFs

0 50 100 150 200 250 300 350
0

0.5

1

1.5

2

2.5

3

3.5

Duration of load curtailment (hours/year)

P
ro

b
ab

ili
ty

 d
en

si
ty

 

 
T12-Single PDFs

T12-Regional PDFs

T31-Single PDFs

T31-Regional PDFs

Proceedings of SAUPEC 2013

204



available.  So what index value should be selected as 
a basis for decision making? A risk-based approach 
can be applied so that each index value has a level of 
risk or confidence attached. This allows the 
uncertainty induced in the decision making process 
to be quantified. 

6. CONCLUSION 

The input failure models applied in an analysis have 
a significant impact on the perception of a network’s 
reliability. Deterministic models provide a single 
dimension to describing failure parameters. PDFs 
allow for a more realistic description of network 
parameters. They provide the full range of possible 
parameter values. PDFs also describe the dispersion 
and skewness of the underlying probability 
distributions of input failure parameters, This 
ensures that a network’s reliability is assessed while 
accounting for the most and least likely failure 
events. Seasonal and time-dependent probabilistic 
models provide a means of accounting for stochastic 
elements that affect a network’s reliability.  
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Abstract: Time domain reflectometry (TDR) is a travelling wave technique that is widely used to 
locate defects in power cables. When used for partial discharge (PD) location under online conditions 
where the cable temperature can vary widely, there is a possibility of TDR errors introduced by 
temperature variations. TDR measurements on a 13 m long extruded dielectric cable were conducted 
at different temperature conditions of the cable. It was found that the velocity of propagation in the 
cable changed by 6.1% when the temperature of the cable was increased from 9oC to75 oC. If the 
TDR calibration is done at 9oC a defect location error of 7% is introduced by increasing the cable 
temperature to 75oC. Temperature effects should therefore be factored in when making TDR 
measurements. 
 
Keywords: TDR, temperature, power cable, partial discharges.  
 
 

1. INTRODUCTION 
 

Time domain reflectometry (TDR) is a technique of using 
the travelling wave phenomenon to locate points of 
impedance changes in a coaxial cable using the time of 
flight differences of pulses travelling in the cable. TDR is 
the most cost effective and widely used method of 
locating defects in a power cable [1]. While there have 
been extensive studies on factors that affect the accuracy 
of TDR such as the frequency dependent signal 
transmission characteristics of power cables [2-5 ], the 
effect of temperature on the cable signal transmission 
characteristics has not been given the same attention.  
 
Steiner et al [2] mentioned the importance of cable 
temperature as a contributing factor towards TDR 
measurement errors. The researchers however toned 
down this problem on the account that power cables are 
usually buried at depths where temperature variations are 
minimal. While this rational is valid for offline TDR 
measurements, the situation is significantly different for 
online conditions. Online partial discharge (PD) 
measurement is now a common practice [6]. There is a 
possibility that online PD measurements are taken at 
temperatures different from the cable temperature at 
which the TDR calibration would have been done. The 
cable temperature is a function of the current flowing in 
the cable which in turn varies widely depending on the 
load characteristics. In that regard, the effect of 
temperature on the TDR accuracy becomes imperative. 
Some researchers such as [7] have recognised the 
importance of understanding the influence of temperature 
on TDR. It is an indication of the growing interest in 
understanding the influence of temperature on the 
travelling wave transmission characteristics of shielded 
power cables.  
 
This paper presents results of an investigation into the 
extent to which temperature variations in a power cable 
may affect the TDR measurement accuracy. An overview 
of the TDR principle and the temperature dependency is 

presented in Section 2. The experimental procedure and 
results discussion are presented in sections 3 and 4 
respectively and the paper concluded in Section 5. 
 

2. THE PRINCIPLE OF TDR MEASUREMENTS 
AND THEORY ON TEMPERATURE 

DEPENDENCY  
 

When a cable in a power system develops a fault, the 
attendant protection system operates to isolate the cable. 
The actual location of the fault on the cable has to be 
determined. The TDR method is usually employed to 
identify the location of the fault as illustrated in Figure 1. 
Furthermore, with the increasing importance of condition 
based maintenance practice, it is now imperative to 
identify and locate incipient power cable defects before 
they develop into power flow interruption faults. Most of 
these incipient faults produce PD signals. Detection and 
analysis of the PD signals give important information 
about the developing faults and this includes the location 
of the defects. The TDR technique is used to locate the 
PD source as illustrated in Figure 2. 
 

t∆

  

 
 
Figure 1: An illustration of externally injected pulses 
travelling in a power cable 
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t∆

  

 
Figure 2: An illustration of PD pulses travelling in a 
power cable 
 
In the case illustrated in Figure 1, the length of the cable 
l  is given by equation 1 [5]. 
 

2
)..( tcVFl ∆=      (1) 

 
Where:  
l  =  the cable length [m], 
c  =  the speed of light 

t∆  = the time of flight difference between the 
incident and reflected pulses [s], 

VF  = the velocity factor given by 
cc

vVF t
l )( ∆==  

and v is the velocity of pulse propagation in the 
cable [m/s]. 

 
In Figure 2, the defect is located a distance x  from the 
cable-end and is calculated using equation 2 [5]. 
 

tcVFlx ∆−= )..(
2
1

    (2) 

 
The term VF is determined through TDR calibration. 
The calibration method involves injecting a known pulse 
in a known cable length and calculating VF using 
equation 1 [1].  
 

The temperature dependent behaviour of the TDR 
measurements can be attributed to the influence of 
temperature on the cable insulation permittivity as well as 
the semiconducting layers. 

In similar work done by Dubickas et al [7], the effect of 
temperature on TDR measurements was reported. Their 
investigation focused on each of the three dielectric 
layers of an XLPE cable, that is, inner semiconducting 
layer, XLPE layer and outer semiconducting layer.  The 
effect of temperature on the material characteristics of 

each layer was investigated. It was reported that the real 
part of the complex permittivity of the semiconducting 
layers had a decrease of 0.7 to 3% when the temperature 
was increased from 20oC to 40oC and from 40oC to 60oC. 
It was then concluded that the pulse velocity in the cable 
increased with temperature [7].  

The crossectional geometry of the power cable is as 
shown in Figure 3. The equivalent high frequency model 
is as shown in Figure 4.  

 
 
Figure 3: The cable structure 
 

 
 

Figure 4: XLPE power cable model, adapted from [9]. 
 
It has been shown that the high frequency behaviour of 
the power cable is largely dependent on the shunt 
parameters. The admittance (Y ), as expressed in equation 
3, is made up of the semiconducting material and XLPE 
insulation. The admittance is a function of the 
capacitance (C) and dielectric losses or conductance ( g). 









Υ
+

Υ
+

Υ

=Υ

321

111
1

   (3) 

Where: 

1Υ , 2Υ  and 3Υ  are the admittances of the outer 
semiconducting layer, XLPE insulation and the inner 
semiconducting layers respectively. The capacitance C  
and conductance ( g ) of each layer are expressed as 
given in equations 4 and 5 respectively [9]. 

r1 r2
r3

r4

copper shield

outer semiconductor
XLPE

inner semiconductor
copper conductor
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Where: 

0ε  =  permittivity of free space,

)(' ωε  =  relative real part of the complex 
permittivity of the material,

nr  = radius of the layer from the centre

nσ  = conductivity 
 
An inspection of the analytical expressions of the 
capacitance and conductance of the cable shows that the 
parameters that are susceptible to influence by changes in 
temperature are the real and imaginary permittivity. It h
been reported by other researchers that the permittivity 
cable semiconducting layers was in the order of 0.3% in 
the temperature range 20oC to 40oC  but changed to about 
7% when the temperature was increase
Furthermore researchers that have 
relationship between dielectric losses in XLPE power 
cables and temperature changes in the cable reported 
significant increases in response to increase in 
temperature   [10]. 
 
If the TDR calibration, from which the 
performed at a temperature different from that when the 
time of flight measurements are taken, then there is a 
possibility of errors introduced in the TDR measurements 
due to temperature differences. A laboratory based 
experimental investigation was conducted to det
the extent to which temperature variations in a power 
cable affect the signal propagation velocity. The 
subsequent sections of this paper present the 
method, results analysis and discussion.
 
 

3. THE EXPERIMENTAL PROCEDURE
 
3.1 Cable heating and cooling  

To investigate the insulation properties of the cable under 
different temperature variations, the power cable was 
exposed to two extreme temperatures; 9
25°C was the reference temperature
temperature was lowered to 9°C by 
overnight in a walk-in coldroom.
measurements were taken as the temperature r
temperature.   

In order to heat up the cable for high temperature TDR 

(4) 

(5) 

permittivity of free space, 

relative real part of the complex  
permittivity of the material, 
radius of the layer from the centre 

An inspection of the analytical expressions of the 
capacitance and conductance of the cable shows that the 
parameters that are susceptible to influence by changes in 

re the real and imaginary permittivity. It has 
chers that the permittivity of 

miconducting layers was in the order of 0.3% in 
but changed to about 

7% when the temperature was increased to 60 0C [8]. 
ore researchers that have investigated the 

relationship between dielectric losses in XLPE power 
the cable reported 

in response to increase in 

If the TDR calibration, from which the VF  is derived, is 
at a temperature different from that when the 

time of flight measurements are taken, then there is a 
possibility of errors introduced in the TDR measurements 
due to temperature differences. A laboratory based 
experimental investigation was conducted to determine 
the extent to which temperature variations in a power 
cable affect the signal propagation velocity. The 

present the investigation 
results analysis and discussion. 

EXPERIMENTAL PROCEDURE  

To investigate the insulation properties of the cable under 
different temperature variations, the power cable was 

9°C and 75°C, and 
nce temperature.  The cable 

C by cooling the cable 
in coldroom.  The TDR 

measurements were taken as the temperature rose to room 

In order to heat up the cable for high temperature TDR 

measurements, a current 550 A
into the 95 mm2 cross-linked polyethylene (XLPE) 
insulated power cable until the insulation reached a 
steady state temperature of 75
cable heating method was chosen among other 
possibilities as it simulates the real life application where 
a cable heats up due to the 
conductor. The flow chart diagram 
summarises the experimental procedure.

 
Figure 5: A flow chart of the experimental procedure
 
 
3.2 The TDR measurement setup
 
A pulse of 5 ns rise time, 20 ns width and 5 V magnitude 
was injected into a 13 m power cable from an Agilent 
digital signal generator. A RIGOL DS1064B digital 
oscilloscope was connected to the cable as shown in 
Figure 6. The waveforms of 
pulses at different temperatures were displayed on the 
oscilloscope. 

 
Figure 6:  Block diagram of the TDR measurement setup 

Pulse Generator

High Speed 
Oscilloscope

Incident Pulse

A was continuously injected 
linked polyethylene (XLPE) 

until the insulation reached a 
steady state temperature of 75oC. High current injection 
cable heating method was chosen among other 

it simulates the real life application where 
e heats up due to the load current flow in the 

conductor. The flow chart diagram depicted in Figure 5 
summarises the experimental procedure. 
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m power cable from an Agilent 
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connected to the cable as shown in 
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Figure 7:  The incident and first reflected pulses a
 

4. THE MEASUREMENT RESULTS AND 
DISCUSSION  

 

The detected incident and first reflected pulses 
three temperatures of the cable viz 75
are shown in Figure 7.  It can be seen that the reflected 
pulses are a function of temperature.  
reference pulses as those at room temperature (25 
pulses shift to the right as the temperature decreases and 
to the left as the temperature increases.  

The information obtained from the time domain 
used to determine fault location in power cables.  The 1
and the 2nd reflected pulses are used to calculate the travel 
time of the pulse in the cable as shown in 
are three waveforms on the diagram at different 
temperatures with different travel times.

∆"1 , ∆"2 and ∆"3 are the travel times of the pulses at 
9oC, 25oC and 75oC respectively.  Using equation 1, the 
velocity factor and propagation speeds in the power cable 
at different temperatures are calculated and presented in 
Table 1.  

Table 1: Travel times, velocity factors and travel
pulses at extreme temperatures. 

The travel time or round trip time of the pulse at high 
temperature is shorter as compared to the low
temperature, as shown on the table.  When the TDR 
technique is performed under normal 
temperature of 25oC, the speed of the pulse is 56.2% of 
that of light; and this is typical for XLPE extruded power 
cables [8].  However, when the temperature of the

:  The incident and first reflected pulses at different temperatures in a 13 m cable.  

THE MEASUREMENT RESULTS AND 
 

The detected incident and first reflected pulses at the 
75°C, 25°C and 9°C 

It can be seen that the reflected 
function of temperature.  Taking the 
as those at room temperature (25 oC), the 

the right as the temperature decreases and 
   

The information obtained from the time domain pulses is 
used to determine fault location in power cables.  The 1st 

reflected pulses are used to calculate the travel 
time of the pulse in the cable as shown in Figure 5.  There 
are three waveforms on the diagram at different 
temperatures with different travel times. 

times of the pulses at 
Using equation 1, the 

velocity factor and propagation speeds in the power cable 
at different temperatures are calculated and presented in 

times, velocity factors and travels speeds of the 

 

time or round trip time of the pulse at high 
as compared to the lower 

temperature, as shown on the table.  When the TDR 
technique is performed under normal atmospheric 

, the speed of the pulse is 56.2% of 
or XLPE extruded power 

.  However, when the temperature of the cable 

is lowered to 9oC the speed drops to 54.2% 
of light and when the temperature 
speed rises to 57.6% that of light.

For the 13 m cable, if the TDR measurements calibration 
are done at 25oC, the TDR calculated lengths of the cable 
at 9oC and 75oC give length values of 
13.35 m respectively. Physically the cable does not 
expand that much with increase in temperature. Table 2 
shows the percentage errors introduced by temperature 
changes in the TDR calculated lengths.  It is interesting to 
note that in real life cable circuits of l
of 1 km, a 7% error as determined in th
would translate into a 70 m miss

Table 2: Percentage errors and length errors of the pulses at 
extreme temperatures. 

It follows therefore that the admittance in the 
changes in response to changes in temperature. The 
temperature dependent shift in position of the TDR pulses 
that was observed in the present work is therefore 
consistent with the theory. 
 

5. CONCLUSION 
 
The work reported in this paper shows that temperature 
changes in a power cable insulation affects the speed of 
pulse propagation in the cable. This phenomenon has 
implications on the accuracy of TDR measurements in 
power cables. It therefore may 
account temperature conditions when performing TDR 
based measurements in power cables.

drops to 54.2% of the speed 
and when the temperature is raised to 75oC , the 

that of light. 

For the 13 m cable, if the TDR measurements calibration 
he TDR calculated lengths of the cable 

C give length values of 13.51 m and    
respectively. Physically the cable does not 

expand that much with increase in temperature. Table 2 
shows the percentage errors introduced by temperature 
changes in the TDR calculated lengths.  It is interesting to 
note that in real life cable circuits of lengths in the order 

determined in the present work 
m miss in defect location!  

Table 2: Percentage errors and length errors of the pulses at 

 

It follows therefore that the admittance in the cable model 
changes in response to changes in temperature. The 
temperature dependent shift in position of the TDR pulses 
that was observed in the present work is therefore 

LUSION  

The work reported in this paper shows that temperature 
changes in a power cable insulation affects the speed of 
pulse propagation in the cable. This phenomenon has 
implications on the accuracy of TDR measurements in 
power cables. It therefore may be necessary to take into 
account temperature conditions when performing TDR 
based measurements in power cables. 
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1. INTRODUCTION 

 
Geomagnetically Induced Currents in power 
networks are the result of changing geo-magnetic 
field which is a consequence of a geomagnetic 
disturbance. During solar storms, enormous 
explosions of energy on the sun’s surface hurl waves 
of charged particles - called Coronal Mass Ejections 
(CMEs) - and the flow of plasma-called solar wind - 
through space, which may take several days to reach 
earth. The interaction of these charged particles with 
the earth’s magnetic field is known as a geomagnetic 
storm [1, 2]. Geomagnetic storms lead to large 
fluctuations of the Earth’s magnetic fields which 
induce quasi-DC currents in electric power systems 
earthed with neutrals of power transformers. These 
currents are commonly referred to as 
Geomagnetically Induced Currents (GICs) [1]. The 
flow of GICs through transmission lines and 
transformers across the power network has 
consequences some of which are discussed in [3, 4, 
5]. 
 
In this paper, a novel way of calculating GICs is 
introduced. This method combines the plane wave 
model, network nodal admittance matrix approach to 
the network calculation [6] and incorporates for the 
first time, the transformer time constant which does 
not appear to have been considered in any previous 
calculations.  
 
Software called “Tortoise” based on this new method 
has been written in Matlab. The name of the software 
reflects the complex nature of power networks and 
the gradual development of GIC calculation 
algorithms. The results obtained from this software 
shows good correlation with results from the 

software written by Natural Resources Canada 
(NRCAN) and other South African algorithms. 

2. CALCULATION OF GICs 
 
The calculation of GICs flowing in transmission 
networks through transmission lines and the 
grounded neutrals of power transformers involves 
two major parts [7]. The first part is the geophysical 
response of the geo-electrical field to a given 
geomagnetic disturbance arising from ionospheric 
and magnetospheric currents. The second part is the 
calculation of GICs in the network from the geo-
electrical field. 
 

2.1 The geophysical problem: Electric field 
calculation 

 
In this section - which covers the first part of GIC 
calculations - a review of previous work in the 
calculation of the geophysical problem will be 
presented. Over the last few decades, the calculation 
of GICs has evolved. In 1940, McNish derived a 
mathematical expression for earth’s electric field 
using the formula in equation 1[8]: 
       

  
  (1) 

 
where: 
 
A= the magnetic vector potential of the auroral line 
current flowing in the atmosphere and  
E= the induced electric field 
 
In this model, the conductivity of the earth was 
neglected which made it incomplete. 
 
In 1966, the earth’s electric field was calculated by 
Kellogg [9] from Maxwell’s equation as:  
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   (2) 
 
Where: E= the induced electric field 
 
In this method, a plane downward propagating wave 
- towards the earth - was used to represent the 
magnetic field. Unlike the model by McNish, this 
model took the conductivity of the earth into 
consideration. However, McNish assumed that the 
conductivity of the ground was uniform [9, 10]. 
Details about the model can be found in [12]. 
 
In 1970, Alberton and Van Baelen [10] derived a 
mathematical relation between the changes in the 
magnetic field and the resulting earth surface 
potential which lead to the flow of GICs. Their 
method took into consideration the conductivity 
distribution of the earth and used a log of the 
measured earth’s magnetic field. The auroral currents 
are modelled as a plane wave due to its distance from 
the earth and its direction of propagation. This 
assumption still holds in most publications [11, 12, 
13, 14]. 
 
The electric field was calculated as: 
 

            (3) 
 
Where     ∫        

 
  

 
 
      is defined in equation 4 as: 
 
 

           

 
             

           
      (4) 

 
 
Only the y component of the electric field was of 
interest because it corresponds to z = 0. Further 
reasons are given in [10]. 
 
In 2004, Viljanen et al [13] stated that in solving the 
geophysical problem, what is needed is a model of 
the magnetosheric-ionoshperic current system as a 
function of time and the earth’s conductivity 
structure. Then in theory, it will be possible to solve 
Maxwell’s equations and boundary conditions for the 
earth’s electric and magnetic fields. However in 
practice, sources are partially unknown. Even if the 
sources are known the solution path is very complex 
and time consuming which will become a significant 
drawback [15].  
 
Other methods include the uniform plane wave 
model (UPWM), the spherical elementary current 
systems (SECS) method introduced and validated in 
1997 by Amm and used by Viljanen [16] and the 
Complex Image Method (CIM) [15]. 
 
Uniform plane wave model 

Viljanen and Pirjola [14] introduced the uniform 
plane wave model application to the calculation of 
induced electric field in transmission lines. The 
approach reduces the geomagnetic effect to two 
components of the electric field Ex and Ey. Due to 
the perpendicular relationship between magnetic and 
electric fields,    is calculated from     and     is 
calculated from   . This method was used to 
calculate GICs in the Southern African electricity 
transmission network in 2002 [17]. 
 
Spherical elementary current systems (SECS) method 
Elementary currents are derived by fitting the model 
field to the measured field in spherical coordinate 
system [13, 18, and 19]. This approach was adopted 
in the calculation of GICs in Southern Africa [20]. 
The elementary ionospheric currents are placed in an 
equally spaced grid pattern over the area of interest 
as seen in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The SECS showing the ground field 
measurements and the grid of elementary current [20] 
 
The Complex Image method (CIM) 
The Complex Image method (CIM) has also been 
used to calculate the geophysical problem using a 
layered conductivity model of the earth. This method 
has been applied in Sweden [21] and in Southern 
Africa [22].  In 2003, Pulkkinen et al introduced a 
combination of SECS and CIM [23].   
 

2.2 Network calculation 
 
This section covers the second part of GIC 
calculations. Several methods have been proposed for 
the calculation of GICs in specific nodes and 
branches within a transmission network. Two 
methods will be covered in this paper. The first 
method is “a & b parameter” while the second 
method is based on power system nodal admittance 
which is explained by Boteler et al [24].  
 
Method based on Network constants: a & b 
parameters 
This method is based on a derivation by Lehtinen & 
Pirjola in 1985 [12] which calculates the network 
constants called a & b parameters for a defined 
network. The method is appropriate for uniform 
plane wave and uniform ground conductivity as 
explained in section 3.1. A representation of the 
network is given in equation 5 as:  
 
                  (5) 
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Where Y = the network admittance 
            Z = the earthing impedance matrix 
                  = a column matrix of the electric field of 
                 1V/km. This is expanded in [17]. 
 
The approach reduces to form equation 6 from which 
the GIC flowing in any node of the network can be 
defined as: 
 
                (6) 
 
Where a = the evaluation of equation 5 using the 

   eastward surface potential of 1V/km 
 

           b = the evaluation of equation 5 using the 
   northward surface potential of 1V/km 
 

The approach was applied in the GIC calculations for 
Southern Africa network in 2002 [17, 25]. 
 
Power system nodal admittance approach 
Using source transformation – a combination of 
Thevenin’s and Norton’s theorems – to the induced 
voltage in figure 2, the induced voltage in the 
transmission line can be converted to an equivalent 
current source in parallel with the transmission line  
admittance. Applying Kirchhoff’s current law, the 
total current at each node in the network can be 
determined. The nodal current represents the GIC 
flowing between the transformers and ground in the 
substation. 
 

 
Figure 2: GIC modelled as an induced voltage in 
transmission line as [24] 
 

3. INTRODUCING TRANSFORMER TIME 
CONSTANT TO GIC CALCULATIONS  

 
The uniform plane wave and the power systems 
nodal admittance approach has been discussed in the 
previous section. A combination of the 
aforementioned methods and a novel incorporation of 
the transformer time constant forms a new tool which 
the authors are presenting. This is because various 
transformers within a transmission network will 
respond differently to the flow of geomagnetically 
induced currents. Amongst other transformer 
parameters, this response will be based on the 
resistance of the windings and the inductance of the 
transformer. The combination of these defines the 
transformer’s time response which governs the 
transformer’s transient response to changing induced 
electric field. The transient response of a transformer 
subject to fluctuations in the earth’s magnetic field is 

the transformer’s reaction to the changing GIC levels 
with respect to time. 
 
Figure 3 illustrates the difference between the 
prospective GIC value and the actual GIC value 
obtained as a function of the transformer’s response 
time. 
 

 
 
Figure 3: Different GIC values over time, the 
transformer’s response time and the time at which the 
GIC value changes. 
 
In figure 3, E is the calculated induced voltage which 
corresponds to a prospective GIC value after time T, 
which is the transformer time constant.   The actual 
GIC value reached at the time t, when the field 
changes correspond to e. 
 
If T  >  t: the GIC in the transformer will never get to 
its calculated prospective peak value. 
 
If T <  t: the GIC in the transformer will always get 
to its calculated prospective peak GIC value over T. 
 
The approach taken to solve this problem is to 
consider one of the windings as an inductor coil 
which has an exponential relationship between the 
rise in current and time as seen in equation 7. 

                  
  
     (7) 

  
Where      =  the prospective nodal GIC magnitude 
                      the exact GIC magnitude as a 
            function of the time the field changes 
              = the transformer time constant 
 
 

4. RESULTS FROM A TEST NETWORK 
 
Let us consider an arbitrary test network with 10 
nodes and 13 transmission lines, where each node 
represents a substation with one power transformer. 
Each power transformer has a response time of 4 
minutes. The earth’s magnetic field was sampled at 2 
minute intervals over 3 hours. Using the uniform 
plane was method explained in section 2.1, 90 
electric field values were obtained.      was 
calculated using equation 6 and verified using the 
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power system nodal admittance approach in section 
2. Figure 4 shows the GIC flowing through one of 
node without considering the transformer time 
constant. 

 
Figure 4: shows the GIC profile at the node without 
the transformer time constant 
 
From figure 4, the magnitude of the maximum 
amount of GIC was found to be 10.89 A. 
 
Figure 5 shows the GIC flowing through the same 
node after incorporating the transformer time 
constant within the calculation in tortoise (i.e., the 
software written based on this new approach).  

 
Figure 5: shows the GIC profile at the node with the 
transformer time constant taken into consideration 
 
In figure 5, the magnitude of the maximum GIC 
reduced to 8.64 A which represents a 20.66 % 
reduction. The reason for this reduction is because: it 
takes about 4 minutes for the transformer to fully 
reflect the prospective amount of GIC (10.89 A). 
Since the field was sampled every 2 minutes, the 
actual amount of GIC will be less than the 
prospective amount of GIC. 
 

5. CONCLUSION 
 

A new approach to the calculation of GICs has been 
presented. This approach prevents an exaggeration of 
the expected GIC in a network.  From the results the 
following conclusions are made: 

a) The time constant of all the transformers in 
the network is needed to determine the exact 
amount of GIC expected as a function of 
time. 

b) The sampling time of the earth’s magnetic 
field must be chosen in relation to the time 
constant of the transformers in the network.  

This is a work in progress. Further work, will include 
testing the software with the test case arranged for 
GICs calculations by R Horton et al [26] and 
adapting the algorithm to include SECS. 
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1 
 

1. INTRODUCTION 

Today’s power systems are large, interconnected and 
involves thousands of buses and hundreds of generators. 
Environmental as well as economic factors primarily govern 
the installation of new power stations and to transport this 
power, new transmission line are often needed to meet the 
ever increasing load demand. Hence, there is an interest in 
better utilization of available capacities by installing flexible 
ac transmission systems (FACTS) devices [1-2]. FACTS 
technology can significantly improve the steady state as well 
as the transient performance of power systems, including 
power flow and voltage control, available transfer capability 
(ATC) enhancement, oscillation damping, and transient 
stability improvement [3].  
IEEE defined FACTS devices as “alternating current 
transmission systems incorporating power electronic-based 
and other static controllers to enhance controllability and 
increase power transfer capability” [4].  
Eskom Holdings SOC Limited has an extensive electrical 
network across South Africa. Due to rapid growth in the 
residential, commercial and industrial sector loads, the 
utility now faces challenges in maintaining the demand 
versus supply equilibrium and ensuring quality supply. 
Eskom has had to install FACTS devices in its networks in 
order to enjoy the advantages mentioned earlier on. The 
research questions that this paper seeks to answer are:  

• Why, where and how has Eskom installed FACTS 
devices in its network? 

• Are the devices performing optimally and serving 
their purposes?  

This paper seeks to investigate and evaluate the technical 
performance of the installed FACTS devices installed in the 
Eskom network. The paper’s outcome will be to provide 
recommendations to Eskom regarding improvement of the 
performance of these devises, where necessary in view of 
enabling the company to transform its network to suit the 
latest smart grid.  

2 LITERATURE REVIEW 
 

2.1 Origins of FACTS Devices 
 
FACTS controller history began in the seventies, when 
Hingorani proposed the scheme of power compensation in 
electrical power systems using power electronic applications 
[3]. The concept of FACTS as a total network control 
philosophy was then introduced in 1988 by Dr. N. 
Hungarian from the Electric Power Research Institute 
(EPRI) in the USA. The significant impact that FACTS 

devices make on transmission systems arises from their 
ability to affect high- speed control.  
 
2.2     Functions and benefits of FACTS technology 
 
The fundamental applications of FACTS-devices are: 

• Power flow control: FACTS devices based on the 
progressive semiconductor technology control the 
power flow in the transmission lines and extending 
the loadability of the available transmission system 
and therefore mitigating congestion [5-6].  

• Voltage (stability) control: IEEE defined Voltage 
stability as “the ability of a system to maintain 
voltage so that when load admittance is increased, 
load power will increase and so that both power 
and voltage are controllable” [7]. A possible 
outcome of voltage instability is loss of load in an 
area, or tripping of transmission lines and other 
elements leading to cascading outages. In this case, 
reactive power support must be provided. FACTS 
controllers, such as static var compensator (SVC) 
and (static synchronous compensator) STATCOM, 
can be used for this purpose [8].  

• Interconnection of renewable and distributed 
generation: Eskom is in the process of integrating 
independent power producers (IPPs) in an effort to 
incorporate solar and wind generation to its 
generating pattern currently dominated by thermal 
power stations. The forthcoming 100MW Sere 
Wind power station in the Western Cape will be 
commissioned in October 2013.  This shift to wind 
energy will inevitably lead to large wind turbine 
generators (WTGs) being integrated into electric 
power grids. By so doing, series reactive power 
compensation becomes necessary to alleviate 
problems of voltage instability. Series 
compensation is an effective means of increasing 
power transfer capability of an existing 
transmission network; however, it causes a 
detrimental phenomenon called sub-synchronous 
resonance (SSR) in electrical networks. FACTS 
provide an effective solution to alleviate SSR and 
thyristor-based FACTS controllers have been 
employed in the field for this purpose [9].  
 

2.3      Types of FACTS devices 
 
In general, three basic types of FACTS devices can be 
identified according to the electrical parameters that they 
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control, as shown in Table 1.0. For example, the UPFC is 
used to control active and reactive line flows (P, Q) whilst 
the phase angle regulator is used to control active power 
flow (P). The SVC and the STATCOM control reactive 
power flow (Q). There are a total of nine SVCs in the Eskom 
network of which three of them are located in the Eskom’s 
Western grid, which is the region under consideration in this 
paper. The Western grid covers major centres including 
Cape Town. The author chose to analyse this part of the 
Eskom network because the grid is very far away from the 
generation pool in Mpumalanga, to the north west of the 
country, and hence the grid experiences severe voltage 
control problems. 
 

Table 1.0: Types of FACTS Devices [10] 
 

Type Parameter 
Controlled 

FACTS Device 

Series and 
shunt (Type A) 

P and Q UPFC 

Series (Type 
B) 

P and Q TCSC, Static phase-shifter, 
SSSC 

Shunt (Type 
C) 

Q SVC, STATCOM 

 
 

2.4     Performance records of SVCs in Eskom 
 
The criteria to determine performance of SVCs used in this 
report were twofold: 

1 levels of plant availability (how often the SVC 
is in service) 

2 SVC’s dynamic response to system voltage 
(supplying or absorbing vars correctly) in 
emergency situations such as fault conditions. 
The V-Q sensitivity must be positive i.e., the 
bus voltage must increase as the reactive power 
injection at the bus is increased. The SVC must 
meet the reactive power required to restore 
voltage to above 0.95 level of nominal voltage 
within 15 seconds. 

The author did a study to determine the plant availability 
levels of SVCs. Figures 1, 2 and 3 show the plotted graphs 
of performance levels of three of the nine SVCs connected 
in the Eskom network. Status 1 means the device is healthy 
and operational whist status 0 means the FACTS device is 
offline and/or out of order. Based on this study, it can be 
seen that over a period of ten months from January to 
October 2012: 

1. Hydra SVC 1 was non-functional for 43 days (86 % 
availability) 

2. Hydra SVC 2 was non-functional for 10 days (97% 
availability) 

3. Muldersvlei SVC was non-functional for 19 days 
93% availability). 

The major reasons recorded for the outages of these devices 
were, among others: 

a) The SVC device has developed a technical fault. 
b) SVC is undergoing a planned service 

 

 
Figure 1  Hydra SVC1 performance  

 

 
Figure 2 Hydra SVC2 performances  

 

 
Figure 3 Muldersvlei SVC1 performances  

 
 
The performance of these FACTS devices is very 
satisfactory as far as plant availability is concerned. To 
prove the good performances of the SVCs beyond doubt, 
Section 4 will show whether selected FACTS are performing 
optimally according to their set limits based on dynamic 
simulation results of real faults. 
 

3 THEORETICAL ASPECTS OF FACTS DEVICES 
 

3.1    Technology, theory and basic principles of reactive 
power compensation 
 
To understand the technical aspects of FACTS, Figure 4 (a) 
is shown a model of a power transmission system and its 
equivalent phase diagram, which is simplified to economise 
on space. Two power grids are connected by a high voltage 
transmission line which is assumed to have no losses.  
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Figure 4  Power transmission system: 4(a) simplified model; 4(b) phase 

diagram [12] 
 
The magnitude of the current in the transmission line is 
given by:  
 
                                                                         (Eq. 1.1)                                                                                                                 
The active and reactive components of the current flow at 
bus 1 are given by: 
 
 
                                                                              (Eq. 1.2)                                                                                                                 
The active power and reactive power at bus 1 are given by:  
 
 
                                                                                                                                                                                                       
                                                                              (Eq. 1.3)                                                                                                                
Similarly, the active and reactive components of the current 
flow at bus 2 can be given by:  
 
 
 

                                                                                                                               
(Eq. 1.4) 

 
The active power and reactive power at bus 2 are given by:  
 
 
 

                                                                                                                             
(Eq. 1.5) 

The equations (1.1) through (1.5) depict that the active and 
reactive power or current flow can be regulated by 
controlling the following three variables: voltages, phase 
angles, and line impedance of the transmission system.  
The active power flow will reach the maximum when the 
phase angle δ is 90º. However, in practice, a small angle is 
used to keep the system stable from the transient and 
dynamic oscillations [13].  
 
 
3.4   Configurations of the SVC  
 
The IEEE definition of a SVC is "A shunt-connected static 
var generator or absorber whose output is adjusted to 
exchange capacitive or inductive current so as to maintain or 
control specific parameters of the electrical power system 
(typically bus voltage)". In principle the SVC consists of 
Thyristor Switched Capacitors (TSC) and Thyristor 
Switched or Controlled Reactors (TSR / TCR). The 
coordinated control of a combination of these branches 
varies the reactive power 
During normal conditions, SVCs are operated with floating 
output so that rapid capacitive and inductive boost is 
available for severe disturbances. The SVC characteristic is 
illustrated in Figure 5 

 
 

Figure 5: SVC Current-Voltage Characteristics [14] 
 

• Line O-D: is capacitive (i.e. reactive power output, 
QC = BCV2) 

• Line D-E: linear control range with slope KS, the 
normal mode of operation is in this region (i.e. 
reactive power output, Q (α) = |BC – BL (α)| V2). 
For this range of thyristor firing angles (α), the 
reactive power output of the SVC should  vary 
between its maximum inductive MVar output (at α 
= 90°, corresponding to full conduction of its 
thyristors) to its maximum capacitive MVar output 
(at α = 180°, corresponding to zero conduction of 
its thyristors). 

• Line E-F: inductive (i.e. reactive power output, QL 
=| BC – BLmax| V2 

where, 
BC is the full admittance of a capacitor 
BL (α) is the effective admittance of a controlled 
inductor 
BLmax is the full admittance of an inductor 
α is the thyristor gate firing angle. 
Ismax is the maximum current that the inductor can 
handle. 

 Three system reactive load characteristics are considered in 
Figure 5 corresponding to three values of the source voltage 
(i.e. HV busbar where the SVC is connected to). The middle 
characteristics represent nominal system conditions, and are 
assumed to intersect the SVC characteristics at point A 
where V = V0 and IS = 0 (i.e. floating output) [14].  
The reference voltage V0 of the SVC is chosen such that, 
under normal operating conditions, SVC delivers close to 
zero reactive power so that the full control range of SVC is 
available for use during transient. For example, without the 
SVC the decrease in system load level will move (increase) 
the operating system voltage to V1 (refer to Figure 5). 
However, with the SVC, the operating point moves to point 
B; by absorbing inductive current I3, the SVC holds the 
voltage to V3. Similarly, if the source voltage decrease (due 
to increase in system load level, the SVC holds the voltage 
at V4, instead of at V2 without the SVC.  The significance of 
Ks can best be explained as: If the slope, Ks, of the SVC 
characteristics were zero, the voltage would have been kept 
at V0 for both cases considered above [14]. However, in the 
linear control range, the SVC voltage is not maintained 
constant usually. The slope of the control (droop) 
characteristics is positive (between 3 to 5%) and helps in 
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stable parallel operation of more than one SVC connected at 
the same or neighbouring buses and prevents SVC reaching 
the limits too frequently. 

4 SIMULATION RESULTS AND DISCUSSION 
 
DigSilent Powerfactory version 14.1 was chosen for this 
simulation because it is easy to use and caters for all 
standard power system analysis needs. To evaluate the 
performance of FACTS devices in the Eskom network, 
dynamic simulations were done whose results would show 
whether the installed devices are responding to disturbances 
correctly. The stability limit for transient and sustained 
voltage dips being investigated is that the SVCs should help 
to restore the bus voltage to above 0.95 levels within 5-15 
seconds. In this paper, the dynamic behaviour of SVCs 
installed at Hydra 765 kV and Muldersvlei 400 kV 
substations in the Western region of Eskom was 
investigated.    

4.1 Simulation setup procedures 
 
The simulation approach was broken down into six 
chronological procedures as shown in Figure 7.  
 
4.1.1    Identifying voltage dip incidents  
This paper analyses two SLG faults on two different 400kV 
lines from major Eskom transmission substations. These two 
faults sourced from the Eskom Quality of Supply database 
form the basis of the investigation in this report. Two 
substations in the Western Grid were chosen. The reason for 
studying two faults at two different stations was to increase 
the level of confidence in the results; to enable the author to 
make a meaningful conclusion. The circuit configurations 
for both substations are similar before and after the fault. 
Appendices 1 and 2 show the voltage dip profiles, showing 
all phases for the Hydra-Droerivier 400 kV line and the 
Muldersvlei-Bacchus 400 kV line fault under investigation 
in this research. Figure 6a and 6b show the voltage and 
current profiles of one of the selected faults. 
 

 

Figure 6a: Actual voltage profile before, during and after the SLG fault 
 
 

 

Figure 6b: Actual current profile before, during and after the SLG fault 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 7 Simulation procedures 
 
4.1.2    System snapshot and case -file  
 
EMS is a database that keeps track of all events, statuses of 
network elements and loads. A five minute snapshot data 
immediately before the simulated faults occurred was taken 
for this study. This was to ensure that the study case file 
exactly resembles the state that the actual network was in 
terms of voltage at bus bars, line loading, etc. This was done 
to make the simulation scenario resemble that of the actual 
system.  
 
4.1.3 DigSilent Powerfactory SVC modelling  

For dynamic studies, the simulations will not run 
successfully without an SVC element correctly modelled. To 
do a load flow analysis using DigSilent Powerfactory 
version 14.1, the SVC element is modelled as shown in 
Figure 8. A Thyristor Controlled Reactor (TCR) of 500 
Mvars together with a 250 MVar Manually Switched 
Capacitor (MSC) is used for the SVC. The linear control 
range of the SVC has a slope (droop) of 3%, as per Eskom’s 
stability analysis requirements. 
 

Identify incidents of voltage dips from Quality of 
Supply Database 

Confirm the above incidents with the morning 
report 

Obtain System Snapshot just before the incident 
occurs from the EMS database 

Prepare the SVC model in DigSilent Powerfactory 

Prepare the case file in DigSilent Powerfactory based 
on the system snapshot above. 

Simulate the incident 

Discuss Simulation results 
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Figure 8   Modelling of SVC in DigSilent for load flow analysis. 
 
The SVC is connected to the 400 kV bus bar, which it is 
controlling voltage via a step-up transformer. The reason for 
connecting the SVC on the LV/MV side of the transformer 
is to reduce the size and number of components required 
within the SVC. With proper co-ordination of the capacitor 
switching and reactor control, the reactive output of the SVC 
can be varied continuously between the capacitive and 
inductive ratings.  

4.2 Simulations Results and Analysis 
 
Transient stability analysis was performed for faults 
occurring in the Eskom system. The parameters measured 
were: 

a) Voltage magnitudes in p.u 
b) Voltage angles in degrees 
c) Reactive power response of the  SVC in MVars 

 

 
Figure 9b Simulated system voltage is restored to acceptable levels after the 

SLG fault. 

Figures 9 shows that the SVC maintained voltage 
stability after a large disturbance due to the fault on the 
400 kV Hydra-Droerivier transmission line. A similar 
voltage profile was obtained for the Muldersvlei-
Bacchus line fault. The results of the simulation show 
that pre-fault voltage on the 400 kV busbar 1 at Hydra 
substation was 406 kV. During the fault, the voltage fell 
to as low as 323 kV, but the response of the two SVCs 
at Hydra lifted the voltage back to 398 kV and stabilised 
it to near 400 kV for over 15 seconds. 
 

 

Figure 10 Simulated Hydra-Droerivier line Voltage-angle 
profile (deg.). 

 
According to the basic power transmission equation 
            

    
Real or active power transfer depends mainly on voltage 
angle. Steady state angle across a transmission line path 
between “voltage secure” busses should normally be less 
than 450. In this case, the pre-fault voltage angle on the 400 
kV bus bar at Hydra was 270 and then settled close to 260 in 
the post-fault equilibrium as Figure 10 shows. 
Figure 11 shows how quickly the SVC responded to the 
voltage drop caused by the fault on the Hydra-Droerivier 
400 kV line. Before the fault, the SVC was absorbing 
217Mvars of reactive power to match the reactive power 
requirement at that equilibrium state. During the fault, when 
the 400 kV bus bar voltage was falling, the SVC dropped its 
absorption of reactive power so that the fall of the voltage 
due to the fault could be arrested by an additional 
availability of reactive power in the system. 
 

 
 
Figure 11 Simulated Positive Sequence Reactive Power response: Hydra-
Droerivier line. 
 
After the fault, it is clear that the SVC stabilised back to its 
steady state reactive power absorption of close to 210 
Mvars.  Its new equilibrium state of 210 Mvars is less than 
the pre-fault absorption due to more Mvars being required in 
the system after the voltage dip incident. The system would 
have become voltage unstable had the bus bar voltage 
magnitude decreases as the reactive power injection at the 
same bus is increased. In our case, according to the results of 
the simulations, it can be seen that the V-Q sensitivity 
measure was positive for the Hydra and Muldersvlei buses. 

5 CONCLUSION 
 
The author has presented his research on the performance of 
FACTS devices in the Eskom transmission network. The 
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simulation results have shown that the SVCs installed at two 
different substations responded correctly to 400kV real line 
faults of considerable fault currents. 
 General trends of the SVC control of the 400kV bus voltage 
are shown in appendix 3. This appendix clearly shows how 
the reactive power output of the SVC responds to the 400 
kV bus voltages over a random 24- hour snap- shot. It 
reveals that, indeed, these FACTS devices are conforming 
well in accordance with Eskom and NERSA’s voltage 
control requirements and set limits of ± 5% deviation from 
nominal or declared voltage at a customer busbar. However, 
the minimum voltage at any non-customer busbar may be 
allowed to reach 90% of the nominal after a contingency. 
An SVC has been shown in this paper to be a suitable tool 
for dynamic reactive power support in high voltage 
transmission networks as it has been shown that bus voltages 
were restored to ±5 % with 15 seconds after a disturbance. 
SVCs have been proven to have a capability for high speed, 
cycle-to-cycle control of vars thereby counteracting the 
often hazardous voltage depressions that follow in 
conjunction with line faults in the power grids. As Figure 9 
shows, due to the SVC’s var absorption capability, it also 
effectively suppresses temporary over-voltages that appear 
upon fault clearing. Appendix 3, reiterates the fact that in 
steady-state conditions, the SVC at Hydra assists with 
accurate voltage control so that the 400 kV voltage profile of 
the Eskom grid is optimized. 
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APPENDICES 
Appendix 1 Voltage dip profile, (all phases) for the Muldersvlei-Bacchus 
400kV line fault [15]. 

 
Appendix 2 Voltage dip profile, (all phases) for the Hydra-Droerivier 
400kV line fault. [15].  

 

Appendix 3  Hydra SVC1 Trend taken at random. 

 

 

REFERENCES 

 
[1] S. N. Singh and A. K David, “Optimal Location of FACTS Devices for 
Congestion Management”, Electric Power Systems Research., vol.58, pp. 
71-79, July 2001. 
[2] A. Saha, P Das and A. K Chakraborty, “Performance Analysis and 
Comparison of Various FACTS Devices in Power System”, International 
Journal of Computer Applications., vol.46, May 2012. 
[3] N.G. Hingorani and L. Gyugyi. “Understanding FACTS -Concepts and 
Technology of Flexible AC Transmission Systems”, IEEE Press, pp.245, 
2000. 
[4] CIGRE, “FACTS Overview”, IEEE Power Engineering Society. 95 TP 
108, April 1995. 
 [5] M Dorostkar-Ghamsari, M Fotuhi-Firuzabad and F Aminifar, 
“Probabilistic Worth Assessment of Distributed Static Series 
Compensators”, IEEE Trans. Power Delivery., vol.26, no. 3, pp. 1734-
1743, July 2011. 
  [6] H. Javaheri and R.G. Soloot, “Locating and Sizing of Series FACTS 
Devices Using Line Outage Sensitivity Factors and Harmony Search 
Algorithm”, Energy Procedia 14-2nd International Conference on Advances 
in energy Engineering (ICAEE2011) (Science Direct), 2011 
 [7] A. Wiszniewski, “New Criteria of Voltage Stability Margin for the 
Purpose of Load Shedding”, IEEE Trans. Power Syst., vol.22, no. 3, pp. 
1367, July 2007. 
[8] J. Zhu, K. Cheung, D. Hwang and A. Sadjadpour, “Operation Strategy 
for Improving Voltage Profile and Reducing System Loss”, IEEE Trans. 
Power Syst., vol.25, no. 1, pp. 390, January 2010. 
 [9] R.K. Varma, S.Auddy and Y.Semsedini, “Mitigation of 
Subsynchronous Resonance in a Series-Compensated Wind Farm Using 
FACTS Controllers”, IEEE Trans. Power Syst., vol.25, no. 3, pp.1542, 
August 2010. 
 [10] S. Haddad, A.Haddouche and H. Bouyeda, “The Use of FACTS 
Devices in Disturbed Power-Systems-Modelling, Interface, and Case 
Study”, International Journal of Computer and Electrical Engineering, 
vol.1, no.1, pp. 1793, April 2009. 
  [11] [Discover the world of FACTS technology, Siemens Technical 
compendium] 
[12] N.G.Hingorani, L. Gyugyi, “Understanding FACTS, Concepts and 
Technology of Flexible AC Transmission Systems”, IEEE Press 2000. 
[13] L. Gyugyi, “Application Characteristics of Converter-based FACTS 
Controllers”, IEEE Conference on Power System Technology, Vol. 1, pp. 
391 - 396, December 2000. 
 [14] P. Kundur, “Power System Stability and Control”, McGraw-Hill, 
ISBN-13: 978-0-07-035958-1(ISBN-10:0-07-035958-X, 1994. 
[16]Schauder, C.; Gyugyi, L. and others, AEP UPFC project: Installation, 
Commissioning and Operation of the ±160MVA STATCOM.      
Westinghouse Electr. Corp., USA, October 1998. 
 [15] Eskom National Power Quality Database System-Data Viewer- Event 
Data. PQT Version 3.14, Copyright 1997, Developed by Eskom Enterprises 
(Pty) Ltd, TSI Division. 

Proceedings of SAUPEC 2013

221

Proceedings of SAUPEC 2013

221



 
 

INVESTIGATION INTO THE PERFORMANCE OF PHASOR 
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Abstract: Phasor measurement unit (PMU) technology has come to the forefront in terms of smart 
measurement of the power system in general. There has been extensive work done in this field which 
includes the publication of the IEEE C37.118 performance standard which has recently been revised. 
The question that remains however is whether these standards are satisfactory in ensuring adequate 
operation of the numerous Wide Area Monitoring System (WAMS) applications. This paper 
highlights some of the preliminary investigations into this question and overview of the methodology 
used to test this is explored. 
 
Keywords: Phasor Measurement Unit (PMU), Wide Area Monitoring System (WAMS), 
sychrophasor, power system stability, IEEE C37.118. 
 
 
 

1. INTRODUCTION 
 

The modern era of power delivery is faced with many 
challenges due to decreased reserves, increased use of 
renewable generation, Flexible Alternating Current 
Transmission System (FACTS) devices, and changes in 
customer/load behaviour. In order to manage the risks 
introduced by these challenges, it is important to have 
near real time observability of the health of the power 
system [1]. Phasor Measurement Unit (PMU) technology 
provides high resolution, accurate measurement 
techniques which could be useful for power system 
monitoring however the link between the Intelligent 
Electronic Device (IED) accuracy and the end 
interpretation of the information is not clearly defined 
which could lead to complications or even invalid 
interpretation of the data. The aim of this work is 
therefore attempt to address and quantify this link to 
ensure that power system stability can be assessed in an 
accurate and practical manner. 
 
2. UNDERSTANDING POWER SYSTEM HEALTH 

 
The observability of power system health is divided into 
two categories: steady state and dynamic health.  
 
2.1 Steady state health 
 
Steady state health is fairly well understood and mitigated 
through contingency studies where the before and after 
states of multiple contingencies are determined using 
power simulation software. Traditionally this was done in 
an offline manner which is slow and inaccurate but 
advancements in this field are primarily focused around 
providing online analysis of contingency risks every few 
minutes [2]. Whilst this is not a new technology and has 
been implemented in many utilities, it can still benefit 

from the use of PMU technology to improve the state 
estimator accuracy and speed [3]. 
 
2.2 Dynamic health 
 
Dynamic health is defined by the ability of the power 
system to return to a state of equilibrium after 
disturbances. This is often referred to as power system 
stability and is divided into three categories as shown in 
Figure 1 below [4]. 

 
Angular stability is of particular interest for this work as 
it is claimed to be accurately measured by PMU 
technology. 
 

3. PMU MEASUREMENT TECHNOLOGY 
 
One of the key benefits of PMU measurement technology 
is the use of highly accurate GPS timing to measure 
phase angle which can be compared over a wide area. 
This is done in the following way: the GPS time is used 
to construct a time reference (this is essentially the same 
over a wide area due to the high accuracy of GPS timing). 
This time reference is transmitted to the PMU via a 
1 Pulse per Second (PPS) signal which is used to define 
the start of the second. The phase angle is then measured 

Figure 1: Basic categories of power system stability 
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as the angle difference between the start of the second 
and the peak of the wave as shown in Figure 2 [5]. 
 

 
 

4. AUTHOR(S) 
 
This time reference can then be replicated over each 
sample so that a relative angle can be calculated per 
frame. Therefore if the voltage is at synchronous 
frequency (i.e. 50 Hz) and the frame rate is a factor of 
this frequency (i.e. 10, 25 or 50 Hz) then the phasor 
would remain stationary. However if the frequency of the 
voltage signal was off nominal, the phasor would then 
rotate at a speed of fm – fn where fm is the measured 
frequency and fn is nominal frequency [6]. 
 
This technique of phase angle measurement allows for 
the comparison of angles of a wide area. As per Figure 3 
below, the difference between the voltage angles of bus 1 
and 2 can be determined simply because they share the 
same time reference [6]. 
 

 
 

 
 

 
Combining this measurement with high resolution 
reporting (up to 50 frames a second), makes this data 
extremely useful. 

 
 
 
 

5. PMU PERFORMANCE 
 
The standard which defines PMU performance, known as 
IEEE C37.118, was evised in 2011 but most vendors are 
currently still in the process of achieving full compliance 
with the predated 2005 standard [7]. 
 
The current C37.118 standard is divided into two parts, 
the first (C37.118-1) dealing with PMU measurements 
and performance and the second (C37.118-2) focusing on 
the protocol for data transmission [5, 8]. 
 
The C37.118-1 standard defines an error measurement 
metric which encompasses both the magnitude and phase 
error. This is known as the Total Vector Error and is 
defined as follows. 
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Where Xr(n) and Xi(n) are the measured values, given by 
the measuring device, and Xr and Xi are the theoretical 
values of the input signal at the instant of time of 
measurement [5]. 
 
To elaborate, TVE is shown graphically in Figure 4. 1% 
TVE equates to an operational area within the circle 
which is contained by a ±1% magnitude and ±0.573º 
angle error tolerance [5]. 

 
Figure 4: Total Vector Error (TVE) shown visually as an 

operational area of 1% magnitude and 0.573º angle 
tolerance [5] 

 
The C37.118-1 also specifies an error calculation for both 
frequency and rate-of-change of frequency (ROCOF): 
 
Frequency Measurement Error: 
FE = |ftrue – fmeasured| = |∆ftrue – ∆fmeasured| 
 
ROCOF Measurement Error: 
RFE = |(df/dt)true – (df/dt)measured| 
 
The C37.118-1 standard defines performance in two 
parts: steady state and dynamic performance. These are 
clarified further below. 

Figure 2: Phase angle measurement using a GPS time 
reference via the 1 PPS signal [5] 

Figure 3: Voltage angle comparison over wide area [6] 
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5.1. Steady State Performance 
The steady state performance requirements are listed 
below:  
 

1. Frequency accuracy 
2. Magnitude accuracy (voltage and current) 
3. Phase angle accuracy (voltage and current) 
4. Harmonic rejection 
5. Out-of-band interference (0-100 Hz oscillation 

acceptance/rejection) 
 

5.2. Dynamic Performance 
 
The dynamic performance requirements are listed below: 
 

1. Modulation tests (amplitude and phase) 
2. Frequency ramp test 
3. Step tests (amplitude and phase) 
4. Reporting latency test 

 
6. WIDE AREA APPLICATIONS FOR PMU DATA 

 
When the PMU data is consolidated into one central 
point, many application possibilities surface. Table 1 
below lists a number of wide area applications that are 
currently required in the power industry [1]. These are 
categorised by the industry’s need for the application and 
the development time which is based on the deployment 
challenges such as the amount of PMUs required, 
telecommunications infrastructure and general 
application needs. It is important to note that whilst some 
of the listed industry needs could be achieved without 
PMU technology, it is beneficial for achieving these goals 
either quicker or more accurately. 
 

Table 1: Wide area applications for PMU data 
Description Industry Needs Time 

Angle/Freq. Monitoring Critical Short term 

Voltage Stability Monitoring Critical Short term 

Thermal Overload Monitoring Critical Short term 

State Estimation (Improvement) Critical Short term 

Wide Area-PSS Moderate Short term 

Power System Restoration Critical Short term 

Post-event Analysis Critical Short term 

SE boundary conditions Critical Medium term 

Adaptive Protection Moderate Medium term 

Congestion Management Critical Medium term 

Real-time Control Critical Long term 

Model Testing Critical Long term 

Planned Power System separation Critical Long term 

 
 
 

7. PROPOSED WORK 
 
Whilst the IEEE C37.118-1 2011 standard is well 
defined, many vendors are not yet compliant with this or 
even its predecessor from 2005. The reason for this being 
that this standard is quite stringent and is aiming to cater 
for a wide variety of applications. This leads to a trade-
off between steady state and dynamic performance. 
Steady state performance which deals largely with noise 
rejection requires long filter buffers which lead to delays 
in the dynamic response. Conversely, dynamic 
performance requires fast, accurate responses to 
disturbances but this inherently allows noise into the data 
signal [7]. 
 
This problem places the responsibility on the power 
utilities to define where the focus of accuracy will be. 
This task is challenging due to the variety of applications 
available to the utility and also the lack of understanding 
around the real performance requirements of each 
application. 
 
This leads to some fundamental questions: 

• What performance is necessary for each 
application? 
 
Not all applications are the same and require 
different accuracies to perform correctly. It is 
important to define what accuracy is required for 
each application. This requires in depth analysis 
of the algorithms used to obtain the final results. 
This will include research around the algorithms 
as well as physical tests which will insert known 
signals into the PMU and compare results 
produced by the algorithms to the expected 
results. 
 

• What is the operating region of the PMU for 
each application? 
 
In order to define the correct test signal it is 
important to understand the realms of each 
application. This will once again involve 
research around theoretical expectations as well 
as statistical analysis of the phenomena in a real 
grid situation. 
 

• What is the effect of using multiple PMU 
vendors? 
 
The strength of PMU applications comes from 
being able to compare signals over a wide area. 
This has the added advantage that if the 
measurement contains an error this could have 
little effect since the same error will be repeated 
across all of the PMUs. This however will not be 
true if different vendors are used because there 
will be differences in the how the PMUs respond 
which could lead to comparative errors. It is 
important to understand and quantify these 
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errors. This will require the application of test 
signals across multiple PMUs from different 
vendors. 
 

• What is the real effect of small errors on the 
PMU side on the end result? 

 
Errors which seem relatively small on the PMU 
side could lead to larger errors on the final 
application result. For example, when using 
PMUs for line parameter estimation, a steady 
state accuracy of less than 1% TVE is required 
[7]. This will require testing of the algorithms 
with known signals. This could be done by 
applying a signal with a known error into the 
algorithm directly and observing the final error 
on the application output. 

 
• Can all of the wide area applications be met by 

one PMU type? 
 
Once the accuracy of each application is defined, 
each PMU’s ability to meet these requirements 
can easily be defined by testing whether a single 
PMU (with a single set of preconfigured 
settings) can meet all of the requirements 
simultaneously. 
 

8. TEST ENVIRONMENT CONSIDERATIONS 
 

8.1. Practical Layout of WAMS Equipment 
 

In practical applications, a WAMS would be connected in 
a manner similar to that shown in Figure 5 where the 
Central Phasor Data Concentrator (CPDC) condenses 
multiple streams into one to be used by multiple WAMS 
applications. This may vary slightly because of added 
Phasor Data Concentrators (PDCs) in the network path 
but the essential components are shown. 

 

 
Figure 5: Practical connection of a PMU to a busbar and 
line via a CT and VT through to the central applications 

server 

 
 
 

8.2. Instrument Transformer Accuracy Test Layout 
 

Figure 6 shows the test layout for determining the 
accuracy of the current transformer (CT) and voltage 
transformer (VT). 

 

 
Figure 6: Test layout for determining CT and VT errors 

using simulated high voltage three phase signals 
 

8.3. PMU Accuracy Test Layout 
 

In order to test the errors produced by the PMU, 
instantaneous three phase values must be created and 
input into the PMU in real time. This layout is shown in 
Figure 7. It is best if the test set can be synchronised via 
the same GPS to ensure that the test signals are accurately 
compared. 

 

 
Figure 7: Test layout for determining PMU errors using 

simulated instantaneous values 
 

8.4. WAMS Application Accuracy Test Layout 
 

Once the PMU data errors have been quantified for all of 
the applications, these can be inserted into the WAMS 
application server as predefined error quantities in order 
to determine the effect on the final result. Figure 8 shows 
how a ‘virtual PMU’ (i.e. PMU data created via a 
simulated source) can be inserted directly into the CPDC 
providing it is in the C37.118 data format. The data can 
typically be exported from the application server via 
standard methods such as Comma Separated Values 
(CSV) file export or direct SQL database retrieval. 

 

Proceedings of SAUPEC 2013

225



 
 

 
Figure 8: Test layout for determining the effect of PMU 

errors on the WAMS application 
 

9. PRELIMINARY RESULTS 
 

Some PMU accuracy tests have been completed for a 
single vendor using a standard secondary injection set. 
Whilst this is not of the highest precision, it is sufficient 
to determine conformance to the IEEE C37.118 standard. 
The precision of the Omicron CMC256 is < 0.03 % typ. 
(< 0.1 % guar.) for magnitude and < 0.02° typ. (< 0.1° 
guar.) for phase angle [8]. 
 
The results are summarised in tables below using the 
colour legend shown in Table 2. 
 

Table 2: Colour legend for IEEE C37.118-1 2011 
compliance 

Legend 
Green – Passed 

requirement 
Red – Failed to meet 

requirement 
Grey – Not 

tested/ 
 
The following tests were done using a single vendor’s 
PMU using one setting configuration for all tests. These 
tests were all done using the highest available frame rate 
(i.e. 50 fps) and floating point measurement values. 
 
9.1. Steady State Test Results 

 
The results for the tests done in [9] are shown in the 
tables below. The test compliance is divided into two 
parts, the first is for TVE (shown in Table 3) and the 
second is the FE and RFE (shown in Table 4). 
 

Table 3: TVE compliance for steady state tests 
Accuracy Test Requirement 

P class M class 
Max 
TVE  
(%) 

Max  
TVE 
(%) 

Frequency 1 1 

Voltage magnitude 1 1 

Current magnitude 1 1 

Phase angle 1 1 

Harmonic distortion 1 1 

Out of band 
interference 

None  1.3 

 
The device was compliant for all tests except for the 
current magnitude test where the TVE requirement was 
exceeded at magnitude values of below 30 %. This is due 
to the current transformer used in the device and is a 
problem that is common amongst PMU vendors [7]. 
 

Table 4: FE and RFE compliance for steady state tests 
Accuracy 

test 
Requirements 

P class M class 

Frequency Max FE Max RFE Max FE Max RFE 

0.005 Hz 0.01 Hz/s 0.005 Hz 0.01 Hz/s 

Harmonic 
distortion 

 

Max FE Max RFE Max FE Max RFE 
0.005 Hz 0.01 Hz/s 0.025 Hz 6 Hz/s 
0.005 Hz 0.01 Hz/s 0.005 Hz 2 Hz/s 

Out-of-
band 

interference 

  Max FE Max RFE 

 None None 0.01 Hz 0.1 Hz/s 

 
The filtering used on frequency is usually different to that 
used for current and voltage [7]. It is therefore possible to 
have non-compliance in terms of frequency error whilst 
not exceeding TVE. It is clear from Table 4 that the out 
of band interference test is non-compliant in terms of 
frequency. This is because the 2005 standard did not 
specify frequency accuracy and the filtering algorithm on 
frequency should therefore be improved to meet the 
recent 2011 requirement. 

 
9.2. Dynamic Test Results 
 
The results from the tests done in [10] are summarised in 
the tables below. 
 

• Modulation Accuracy Test 
 
As seen in Table 5, the TVE is below 3% for modulated 
frequencies of below 5 Hz (M class) and 2 Hz (P class). 
 

Table 5: TVE compliance for modulation tests 
Modulation 

Type 
Requirement 

P class M class 
Max TVE Max TVE 

Amplitude 3 % 3 % 
Phase 3% 3% 

 
 
 
 

Table 6 shows that for a sample rate of 50 fps, the device 
maintains compliance for both FE and RFE. 
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Table 6: FE and RFE compliance for modulation tests 
Modulation 

reference 
condition 

Requirement 

P class M class 

Max 
FE 

Max 
RFE 

Max 
FE 

Max 
RFE 

Sample Rate > 20 0.06 Hz 3 Hz/s 0.3 Hz 30 Hz/s 

Sample Rate ≤ 20 0.01 Hz 0.2 Hz/s 0.06 Hz 2 Hz/s 
 

• Frequency Ramp Tests 
 

The frequency ramp test requires that a 1 Hz/s ramp be 
applied to the voltage and current input values. It is clear 
from Table 7 that the FE remains within tolerance 
however the RFE value could not be determined due to 
the noise on the input signal. The noise on the input 
signal was due to the ramp consisting of discrete steps 
that were large enough to distort the ROCOF metric. 

 
Table 7: FE and RFE compliance for the frequency ramp 

tests 

 
• Step Response Tests 

 
Table 8 shows the TVE compliance for the step response 
tests. It is clear that this particular device setting passes 
for the M class requirements but not for P class. This is 
most likely due to the filter length used which is directly 
related to the response time. Therefore in order to achieve 
P class compliance, a filter of around 2 cycles or less 
would be required. 
 

Table 8: TVE compliance for the step response tests 

Step 
change 

Requirement 
P class M class 

Response 
time 
(s) 

|Delay time| 
(s) 

Response 
time 
(s) 

|Delay time| 
(s) 

Magnitude 
 ± 10% 0.034 0.005 0.199 0.005 

Angle 
± 10° 0.034 0.005 0.199 0.005 

 
Table 9 shows the FE and RFE compliance during the 
step tests. It is clear that RFE is non-compliant, however 
ROCOF is rarely used directly by applications and rather 
calculated centrally using the frequency signal, therefore 
this requirement may not require such stringent 
requirements [7]. 
 
 
 

 
 

Table 9: FE and RFE compliance for the step response 
tests 

Step change 

Response time requirement 
P class M class 

Frequency 
 (s) 

ROCOF 
 (s) 

Frequency 
 (s) 

ROCOF 
 (s) 

Magnitude 0.07 0.08 0.130 0.134 
Phase 0.07 0.08 0.130 0.134 

 
10. CONCLUSION 

 
The benefits and application possibilities of the 
synchrophasor technology are numerous and clear 
however the accuracy and performance requirements for 
these applications have not been explored extensively in a 
practical manner. The proposed work aims to quantify 
this error from the field equipment through to the 
application output. This information will help utilities to 
understand the limitations of the applications and thereby 
operate the power grids more effectively. An overview of 
the test bench required as well as some preliminary 
results from the PMU performance testing was discussed. 
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Abstract: The work presented in this paper shows the impact of using deterministic and stochastic 
load models in reliability and customer interruption costs evaluation. The study focuses on 
probabilistic methods applied to the modelling of load in distribution power systems. The 
probabilistic approaches are compared to the deterministic, conventional methods. A description of 
four load models is provided in this paper and each model is developed and applied in a test system 
using loads data collected in South Africa. A sequential Monte Carlo Simulation technique is used to 
implement the models in MATLAB software. The aim is to demonstrate that using deterministic and 
stochastic techniques result in distinct results. Furthermore, this paper demonstrates that probabilistic 
methods provide a better representation of the actual load along with additional useful information 
that conventional techniques do not provide. 
 
Keywords: customer interruption costs, distribution power system, deterministic, load modelling, 
probabilistic methods, reliability, stochastic  
 
 
 

1. INTRODUCTION 
 

Reliability and the costs of interruption that customers 
incur are important aspects to consider in planning for a 
distribution power system project. Reliability of power 
systems has become an increasing concern as power 
outages can have severe and direct socio-economic 
impacts. Therefore, the costs of interruptions should also 
feature as one of the cost elements when considering 
distribution planning projects. Utilities are trying to meet 
customer demands as economically as possible and at a 
reasonable level of supply reliability. Conventional 
deterministic methods have been used in the past by 
power utilities, however, these methods are not 
considered accurate representations of the actual 
customer load during an outage [1-6]. This paper presents 
probabilistic methods which are applied to load 
modelling in distribution power system. A comparative 
analysis is performed on existing load models to 
investigate the representativeness of actual load for each 
model and their respective modelling complexity and 
computation difficulty level. Traditional deterministic 
approaches are presented and utilized in this paper as 
base case and the results are compared to those of the 
stochastic approaches.  
A deterministic model is defined as always producing the 
same output from a given starting condition or initial 
state. It therefore does not have any element of 
randomness involved in the development of future states. 
In contrast, subsequent states in a stochastic model are 
determined by both the process’s predictable actions and 
by a random element. It is important to note that a model 
that uses any kind of time development (either 
deterministic or probabilistic) which is analysed in terms 
of probability deserves to be called a stochastic process. 
Several load models used in literature [1-6] have been 

developed and implemented using a sequential Monte 
Carlo Simulation technique on a test system (Roy 
Billinton Test System, Bus 3) in MATLAB. The load 
models of interest in this paper are: (1) the average 
model, (2) the time varying model, (3) a stepped 
probabilistic model and (4) a Beta probability density 
function (PDF) Model.   
 

2. LOAD MODEL ANALYSIS & CONCEPTS 
 

Several load modelling techniques are used in literature 
for reliability or customer interruption costs (CIC) 
evaluation of power systems. A few of them are studied 
and described in this paper. 
 
2.1 Average Load Model 
 

 
 Figure 1: Example of a load profile showing the average 

load, the peak load and the time varying load. 
 
The average load model is also known as a deterministic 
model and has been extensively used in reliability and 
CIC assessments in power systems [1-2, 7-11]. In 
general, the average values at the load points are used in 
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the reliability or CIC study. The average load model is 
described as only an approximation of the actual load in 
[1] and therefore is not considered an accurate 
representation. Customer load at a load point varies 
stochastically. In the average load model, the variation of 
load with time and the element of randomness in load 
usage are not portrayed when capturing interrupted load 
in a reliability study. The average load is illustrated in 
Figure 1. 
 
2.2 Time Varying Load Model 
 
The time varying load model is generally described as a 
more accurate representation of the actual load than the 
average load model [1-2, 8-11]. Although the time 
varying component is introduced in this approach, it is 
essentially a deterministic model as load interrupted 
during an outage at a specific time will be the same for 
future states and therefore does not contain any element 
of randomness when the interrupted load is concerned.  
However it is an improvement on the average load model 
since time, day and season are fundamental factors in 
determining the load loss during an outage. Figure 1 
illustrates the difference in load variation using a 24 hour 
profile. However the more the factors (time of day, day of 
week, etc.) introduced, the more demanding are the data 
requirements and the more complex is the modelling 
procedure.  
 
2.3 Stepped Probabilistic Load Model 
 
The stepped probabilistic load model basically calculates 
probability values for intervals of the percentages of the 
peak load at a particular load point of the system [3-5]. 
The stepped load model is essentially modelled by 
grouping customer loads determined by the percentage of 
load intervals or clusters of load. The probability values 
are then calculated for each load interval or cluster. The 
number of steps used may vary and the more steps the 
loads are divided into, the more accurate will be the load 
representation.  
 
This is also true for time varying loads where smaller 
time intervals (5min, 10min, etc.) used to model the load 
will result in a better accuracy.    Table 1 shows an 
example of a step probabilistic load which uses a five-
step load duration curve approximation method [4]. This 
method consists of getting a load duration curve and 
calculating the probability that the group of loads occur in 
a pre-defined period.  
 
Table 1: Five-step load duration curve approximation [4] 

Load Level (Peak) Probability 
90-100 % 0.001 
80-90 % 0.025 
70-80 % 0.040 
60-70 % 0.097 
< 60 % 0.837 

 
For example, using a 24hr load profile, the probability 
that a load is interrupted during an outage is calculated by 

weighing the amount of time that customer loads occur in 
a load interval (e.g. 90-100% of the peak load) over the 
total time (24 hours). Although the load modelling 
approaches in [3-5] may vary, the general concept is to 
group customer load into defined categories/groups and 
to calculate the probability of occurrence of each group.    
 
2.4 Beta PDF Load Model 
 
The probabilistic model using beta probability density 
functions can be applied to customer loads in reliability 
evaluations. A beta PDF approach is used in [6] to model 
the load for distribution systems. In this approach, the 
alpha and beta parameters are calculated from the load 
measurements obtained from [12] at 5 min intervals. The 
beta PDF is used in this assessment for the following 
reasons [6]: 
x The customer loads are confined between 0 and the 

maximum, C, in the same way the Beta PDF is 
constrained to a finite base. C in this case is the 
circuit breaker limit. 

x It can be negatively or positively skewed showing 
the shape of the customer load distribution, and the 
relative position of the mean, mode and median. 

x Its parameters α and β can be easily found from 
existing data.  

The stochastic nature of electrical loads makes statistical 
methods applied to load modelling very appropriate. In 
[13] light industrial loads are modelled stochastically by 
using probabilistic methods at a given time of occurrence. 
A similar concept is used in this paper using beta PDF to 
generate the load interrupted statistically at given time 
intervals using the sequential Monte Carlo simulation 
method.    
 

3. TEST SYSTEM & DATA REQUIREMENTS 
 

 
Figure 2: Bus 3 of the Roy Billinton Test System [14]. 
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The test system used in this paper is illustrated in Figure 
2. Due to number of components involved, only bus 3 of 
the Roy Billinton Test System (RBTS) is considered. 
RBTS is a distribution system consisting of 44 load 
points and a mix of residential and commercial 
customers. The reliability data required for this 
evaluation is available in [14], the load data were 
obtained from Herman and Gaunt [12] and the cost data 
in the form of customer damage functions for residential 
and commercial customers are available in [15]. A 
Failure Mode and Effect Analysis (FMEA) is performed 
on the RBTS to identify which load points in the system 
are affected when a component fails.  
 

4. SIMULATION METHODOLOGY 
 
The sequential Monte Carlo Simulation (MCS) technique 
is used to simulate the reliability and CIC evaluation of 
the RBTS. The simulation procedure for the MCS 
technique is available in [7] and it is used to design the 
simulation procedure which is written in MATLAB.  
 
4.1 Time Reduction Technique 
 
To reduce the computation time of the simulation 
performed for each load model, a reduction technique [2, 
16] is used. The time reduction technique uses a stopping 
criterion as follows: 
                                          
                           

 √  
       (1) 

Where: 
σ = Standard deviation of the data series  

µ = the mean of the data series  

Ns = No of samples in the data series. 

  = Tolerance error 

 
Figure 3: Convergence Process [16]. 

 
Figure 3 shows the convergence process occurring in the 
simulation as the number of simulation period increases. 
A tolerance error of 0.25% is used in each case study. In 
power system reliability evaluation, different reliability 
indices have different convergence speeds [16].  
However a study in [16] shows that the coefficient of 
variation of the expected energy not supplied (EENS) 
index has the lowest rate of convergence.   Therefore the 
coefficient of variation of the EENS is used as the 
stopping criterion for each simulation.   

4.2 General Procedure (flowchart) 
 

Simulation Period, N =5000, for i=1:N

Variables set (for 
load, reliability and 
cost), Remaining 

capacity set

Time to Failure (TTF) 
randomly generated.

Load Model implemented

TTF<1?

Y
N

SAIDI, SAIFI, ENS
Calculated

Start

Stopping 
criterion

Reached?

SAIDI, SAIFI, EENS, ECOST
Displayed

Simulation Years, n=1000, 
for i=1:n

Outage Duration,
Number of Failures &

 Interrupted Load
recorded

Y

N

Predefined 
Parameters (load data

 
Figure 4: Simulation flow chart of the general procedure. 
 
Figure 4 shows the flow chart which described the 
general simulation process implemented in MATLAB 
software package.  
 
4.3 Computation Performance 
 
With high performance computers made accessible and 
affordable, simulations are computed much faster than in 
the past. Therefore stochastic processes are more likely to 
be used in reliability and CIC evaluation than 
conventional techniques. The computation performance is 
also analysed along with the impacts of the load 
modelling technique used in each case.  
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5. APPLICATION OF LOAD MODELS 
 
Several case studies are illustrated in Table 2 and the 
load, cost and reliability models for each case are shown. 
Average values for the cost and reliability models are 
consistently used in all the case studies while the load 
model is varied. The purpose is to obtain a 
comprehensive analysis of the impact of different load 
modelling approaches in a reliability or CIC evaluation.  
 

Table 2: Case Studies  
Case Studies Load Model Cost Model Reliability Model 

Case 1: 
Base Case Average Average Average 

Case 2 Time Varying Average Average 
Case 3 Probabilistic Average Average 

Case 4 Time varying & 
Probabilistic Average Average 

 
The average load model is deterministic and is simple to 
model, however the approach does not adequately 
represent the customer load during an outage. In the time 
varying approach, the load is modelled as changing over 
time. However the method uses known values at hourly 
intervals and these values are repeated for future states. In 
contrast the stepped probabilistic load model assigns 
probability values to intervals of the percentage of the 
peak load. Each load modelling approach are described 
below as case studies 1-4.     
 
5.1 Case Study 1: Base Case (Average Load) 
 
The average load used in this paper is modelled 
deterministically and a single average value is assigned at 
each load point to represent the interrupted load.  
 
5.2 Case Study 2: (Time Varying Load) 
 

 
Figure 5: Variation of load over a 24 hour profile. 

 
The time varying load is modelled as average values at 
hourly intervals of a 24 hours load profile at each load 
point. Load profiles are generated using the available 
loads data [12] for each load point.  
A time parameter is introduced in the simulation and is 
randomly generated to simulate the time of day an outage 
occurs and the load at that time is used as the interrupted 
load as depicted in Figure 5. 
 
 

5.3 Case Study 3: Stepped Probabilistic Load  
 
Although the stepped probabilistic load is modelled by 
finding the probability for fixed intervals of the 
percentage of the peak load, predefined probability values 
are set along the time axis of a load duration curve and 
the equivalent percentage load levels are grouped to get 
several intervals of percentage load level of the peak 
load. An example of this is shown in Figure 6. 
 

 
Figure 6: 24 hour load duration curve. 

 
Therefore each interval of the percentage of the peak load 
has equal probability of one sixth for a total of 6 
intervals. In the simulation, a uniform distribution is used 
to generate the load occurring in each interval randomly 
by finding the product of the probability of each interval 
(1/6) and the load value generated for each interval. The 
total load at that particular load point is found from 
summation of the product of each load level and 
probability, to get the interrupted load during an outage. 
The large number of steps along the duration axis taken 
will result in a more accurate representation of the actual 
load.    
 
5.4 Case Study 4: Beta PDF Load 
 
Case study 4 presents a combined time varying and beta 
probability density function fitted to the loads data [12] 
and the alpha and beta parameters are calculated at hourly 
intervals for each load point in the system. When an 
outage occurs, the alpha and beta parameters at time of 
occurrence are used for a particular load point to generate 
the interrupted load randomly using a beta probability 
density function. Figure 7 shows the variation of 
individual customer load at a load point in the system. 
The customer load varies with time and also from 
customer to customer. Therefore using the beta PDF 
model, the interrupted load that is generated considers 
both the customer load interrupted when an outage occurs 
at the time of the interruption as well as that based on the 
pattern of load usage of individual customers at a load 
point. These individual load values are generated 
randomly using the α and β parameters and the number of 
customers at a load point using the beta PDF and the 
summation of these loads are accounted for at the 
interrupted service point. 
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Figure 7: Beta PDFs with variation of individual loads. 

 
6. SIMULATION RESULTS  

 
The simulations are run for the four different load models 
individually with the assumption that if an outage occurs, 
feeders have enough capacity to fully supply each other 
when the normally open switch connecting them is 
closed. Therefore the load points that are not directly 
affected by a failed component in the system will only 
experience a switching time (usually the time taken to 
switch the tripped circuit breaker online) which is less 
than the repair time. The results for each case study were 
then captured and are shown below. 
 

Table 3: EENS for each load model 

Load Model EENS 
[MWh/year] 

Base Case 62.6942 

Case 1 65.3747 

Case 2 84.1262 

Case 3 
mean 

Risk Level 
80% 50% 30% 

≤0.4843 ≤13.2602 ≤49.1471 
25% 20% 5% 

≤66.1164 ≤88.9693 ≤254.5566 
 

Table 4: ECOST for each load model 

Load Model ECOST 
[Rand/year]x106 

Base Case 5.6445 

Case 1 5.8312 

Case 2 7.5594 

Case 3 

Risk Level 
80% 50% 30% 

≤0.00539 ≤0.4458 ≤3.436 
25% 20% 5% 

≤4.9783 ≤7.1873 ≤16.782 
 

Table 5: SAIFI, SAIDI & simulation performance 

Load Model SAIFI SAIDI [hr] Processing Time 
[sec] 

Base Case 0.2205 3.3474 40.09 

Case 1 0.2206 3.4364 39.71 

Case 2 0.2207 3.4533 53.05 

Case 3 0.2201 3.4303 16.78 

 
Figure 8: Beta PDF for system EENS. 

 

 
Figure 9: Beta PDF for system ECOST. 

 
7. DISCUSSIONS 

 
The values of SAIFI and SAIDI are very similar in all 
cases as an average reliability model is used throughout 
as shown in Table 5. The results obtained for the base 
case and case 1 are very similar as the load values used 
for the simulation are deterministic and therefore the 
outputs should in fact be close. However case 1, the time 
varying load model, does show a slightly higher expected 
energy not supplied (EENS) and expected costs of 
interruption (ECOST) than the base case due to the 
variation of load with time. Cases 2 and 3, in which the 
load is modelled stochastically using two distinct 
methods, result in a larger estimate of the EENS and 
ECOST. The load is stochastically modelled when it is 
generated in the simulation during an outage for each 
load point, where case 2 (stepped probabilistic model) 
uses probability values assigned to intervals of the 
percentage of the peak loads at the service points. A 
uniform distribution is applied to each interval and a 
value is randomly picked when calculating the interrupted 
load. For case 3, the values of EENS and ECOST are 
stored in vectors instead of additions per iteration, 
therefore removing the need for large number of 
simulations. The EENS and ECOST shown in the Tables 
3 and 4 are the summation of individual load point EENS 
and ECOST values and the outcome is divided over the 
total number of years in the simulation to get the values 
of expected energy not supplied and expected costs of 
interruption in MWh/year and R/year respectively. The 
EENS and ECOST results for case 3 are much higher due 
to the way in which the load is modelled. It is also 
important to note that these values are much higher 
because the model does not use average values in 
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modelling the load nor probability values. Instead, 
individual customer loads are generated at each load 
point using the parameters α and β and C (found from 
historical load data) at hourly intervals for a 24 hour 
duration. Therefore the model considers both the time of 
interruption as well as the stochastic nature of the load. 
Again the values of EENS and ECOST are summed and 
divided by the number of years used in the simulation. 
Instead of using uniform distributions as case 2, the 
stochastic load at the time of interruptions are generated 
based on the customer’s load pattern using a beta 
probability density function which can simulate various 
customer load profiles. Random individual loads are 
generated and summed to get a better estimate of the 
actual interrupted load. Additional information can be 
extracted from Figures 8 and 9, showing the beta PDF for 
the system’s EENS and ECOST respectively, such as the 
average, minimum and maximum values in each 
distribution of individual load point EENS and ECOST.   
 

8. CONCLUSIONS 
 
The results obtained from simulations shows a clear 
difference in EENS and ECOST values when comparing 
the stochastic load models (stepped probabilistic and beta 
PDF) with the deterministic load models. As 
deterministic models do not take into consideration the 
randomness of customer load, the step probabilistic and 
the beta PDF load models can be considered to provide a 
better representation of the actual load. The results 
demonstrate that using average values and averages at 
hourly intervals does not portray accurately how and by 
how much (R/year) the customers are affected by 
interruptions. Therefore deterministic models are much 
simpler to model and faster to simulate and can be used to 
obtain a quick reference on what the energy not supplied 
and the expected cost of interruption in a power system 
would be on average. Alternatively, stochastic models 
can be used to obtain a better and more versatile 
representation of the actual load by providing the power 
system planner with values of EENS and ECOST 
associated with risk levels and by providing distributions 
for both variables. 
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1. INTRODUCTION 

The need to optimise power transfer in overhead 
transmission lines by cost-effective and environmentally 
friendly methods is directly linked with the choice of 
conductors [1]. Many innovative bare overhead power 
transmission line conductor designs have been developed 
to address the changing needs of power transmission. New 
alloys have been developed to provide increased 
conductivity, vibration resistance, low weight, high tensile 
strength, corrosion resistance and thermal resistance [2]. 

The selection of the optimum conductor type for a given 
transmission line design requires a complete understanding 
of the characteristics of all the available conductor types [3, 
4, 5, 6]. The classifications of the conductors are based on 
the alloy combinations and the manufacturing processes 
used to develop the conducting and core materials of the 
conductor [7]. 

An example of a round wire, bare overhead stranded 
conductor is presented in Fig. 1, showing the conducting 
material and the core material. Several sizes and number of 
wire combinations (see Fig. 2) are available depending on 
the transmission application and manufacturing standards 
[7]. 

 
Fig. 1:  Cross-section of a Typical Bare Overhead Conductor for 
Power Transmission  

1.1 Conducting materials 

The most used alloys for the conducting material are the 
1350-H19 and 1350-OH series which consist of pure 
aluminium, and the 6201-T18 and 6201 series made of 
aluminium, magnesium and silicon alloy [8]. The latest 
developed alloy consists of aluminium, magnesium, silicon 
alloys with zirconium additions [9]. Proper controls of the 
alloying elements (Mg, Si and Zr) quantities are required to 
provide a compromise on the high strength-to-density ratio 
and good electrical conductivity. For instance, with the 
6xxx series, an increase in the Mg and Si quantities causes 
an increase in strength but decreases the conductivity of the 

alloy [10], whereas pure aluminium is more conductive, but 
has less strength compared to the alloyed material [11]. The 
aluminium-zirconium alloys are produced in order to 
increase heat resistance of the material. The poor thermal-
resistant property of Al–Mg–Si alloys restricts higher 
operating temperature of all Aluminium alloy conductors 
[12]. Addition of Zr element increases the tensile strength 
and improves the ductility of the Al–Mg–Si alloy. Zr 
addition produces dispersion of fine Al3Zr particles that 
slows down the recrystallization process, and hence 
increases the tensile strength [9, 12]. Aluminium alloys have 
superior corrosion resistance [9].    

1.2 Core Materials 

The most common core material is steel, chosen because of 
its availability and high tensile strength [7]. But new 
materials such as iron-nickel (Fe-36%Ni) alloy sometimes 
called invar; carbon/glass fiber polymer matrix and metal 
matrix composite have been developed [13]. These new 
core materials have lower coefficient of thermal expansion 
(CTE) than that of steel and provide low sag properties 
which help in increased power transfer capabilities [7]. The 
invar core is coated with a very thin layer of aluminium to 
increase the strength and to prevent corrosion. [13]. 

The carbon/glass fiber polymer matrix core is made of solid 
matrix with no voids. This solid polymer matrix core is 
composed of carbon fibers surrounded by an outer shell of 
boron-free E-glass fibers that insulates the carbon from the 
conducting material [14].  

The metal matrix composite core is composed of stranded 
reinforced aluminium oxide fiber embedded in high-purity 
aluminium [7, 15]. The fiber reinforced metal matrix has 
strength similar to that of steel and weight similar to 
aluminium.  The thermal expansion of the metal matrix core 
is less than that of steel and retains its strength at high 
temperatures [7, 15, 16, 17]. The wires have good corrosion 
resistance due to the compatibility between Aluminium and 
Aluminium oxide fibers, even at high temperatures with 
long thermal exposure [7]. 

The purpose of this paper is to present the available 
conducting material compositions to help utilities optimise 
conductor selection for a particular design based on specific 
conditions. The paper refers to published work for the 
available types of conductor materials and future 
developments, highlighting the properties of the conductors 
that offer flexibility for optimum transmission line designs. 

2 CONDUCTOR TECHNOLOGIES 

The international survey conducted by Cigre revealed that 
82% of conductors installed by utilities worldwide are the 
Aluminium Conductor Steel Reinforced (ACSR) [18]. 
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Hence, most of the conductor applications referred to in this 
paper are compared with the ACSR conductor. Some 
European countries showed preferences for All Aluminium 
Alloy Conductor (AAAC) and Aluminium Conductor Alloy 
Reinforced (ACAR) conductors in their newer lines. Special 
conductors such as Trapezoidal Wire (TW), Self-Damping 
Conductors (SDC), Aluminium Conductor Steel Supported 
(ACSS) and Twisted Aluminium pair (T2) conductors are 
used in North America [18].  The Japanese and Asian 
countries have installed High Temperature Low Sag 
conductors (HTLS) [18].  

This section discusses the commercially available 
conductors. The profiles of these conductors are shown in 
Fig. 2. 

2.1. ACSR Conductor 

ACSR is the most common type of conductor used today 
[18]. It is composed of one or more layers of hard-drawn 
concentrically stranded 1350 aluminium wire with a high-
strength galvanized steel core [7, 18, 19]. The core may be 
of a single wire or stranded depending on the size [7]. 
Because numerous stranding combinations of aluminium 
and steel wires may be used, it is possible to vary the 
proportions of aluminium and steel to obtain a wide range 
of current carrying capacities and mechanical strength 
characteristics [18]. 

The steel core may be furnished with three different coating 
weights of zinc. The "A" coating is the standard weight zinc 
coating. To provide better protection where corrosive 
conditions are present, heavier class "B" or "C" zinc 
coatings may be specified where "C" is the heaviest coating 
[7, 19]. 

2.2. ACSR/AW Conductor 

ACSR/AW (Aluminium Conductor, Aluminium-Clad Steel 
Reinforced) conductor is similar to conventional ACSR 
except the core wires are high strength aluminium clad steel 
instead of galvanized steel [18, 19]. Aluminium-clad core 
wire has a minimum aluminium thickness of 20 per cent of 
its nominal wire radius [19]. This cladding provides greater 
protection against corrosion than any of the other types of 
steel core wire, and it is applicable for use where corrosive 
conditions are severe [19]. ACSR/AW also has a 
significantly lower resistivity than galvanized steel core 
wire and may provide lower losses [18]. 

2.3. AACSR Conductor 

AACSR (Aluminium Alloy Conductor Steel Reinforced) is 
an ACSR with the 1350 aluminium wires replaced by 6201-
T81 aluminium alloy wires [7, 20]. The high tensile strength 
of the 6201-T81 wires combined with the high strength of 
steel provides an exceptionally high strength conductor with 
good conductivity [7]. AACSR conductors have 
approximately 40% to 60% more strength than comparable 
standard ACSR conductors of equivalent stranding, with 
only an 8-10% decrease in conductivity. [7] AACSR is 
available with all core types specified for use with standard 
ACSR [7, 18]. 

2.4. AAC Conductor 

 AAC (All Aluminium Conductors – 1350 H19) conductor 
is made up entirely of hard-drawn 1350 aluminium strands 
[7, 18, 19]. AAC is usually less expensive than other 
conductors, but is not as strong and tends to sag more when 
compared to ACSR conductor in particular [7, 18]. AAC 
conductors are most useful where electrical loads are heavy 
and where spans are short and mechanical loads are low [7, 
18]. 

2.5. AAAC Conductor 

A high strength AAAC conductor is composed entirely of 
6201-T81 high strength Aluminium-Magnesium-Silicon 
Alloy wires concentrically stranded [7, 18, 20]. The alloy 
strength is comparable with that of ACSR [7]. It was 
developed to fill the need for a conductor with higher 
strength than that obtainable with 1350 aluminium 
conductors, but without a steel core [2]. AAAC conductor 
may be used where contamination and corrosion of the 
steel wires is a problem [21]. It has proven to be somewhat 
more susceptible to vibration problems than standard 
ACSR conductor strung at the same tension [7]. The 
disadvantages of using AAAC conductor are that it has 
lower breaking load capacity and limited self-damping 
properties compared to ACSR conductors [7]. The UK’s 
assessment of the condition of the 275 and 400 kV Super-
grid system showed that the major need for refurbishment 
of the existing lines is brought about by galvanic corrosion 
between the aluminium and steel, on ACSR conductors 
[10]. The homogeneity of aluminium alloy conductors 
gives, amongst other things, an improved corrosion 
resistance. Hence, AAAC was a major consideration in the 
UK’s choices for the refurbishment programme [10]. 

2.6. ACAR Conductor  

ACAR (Aluminium Conductor Alloy Reinforced) conductor 
consists of 1350 aluminium strands reinforced by a core of 
higher strength 6201 alloy [7, 18]. These 6201 
reinforcement wires may be used in varying amounts 
allowing almost any desired property of 
strength/conductivity - between conductors using all 1350 
wires and those using all 6201 wires to be achieved [7]. 
Strength and conductivity characteristics of ACAR are 
somewhere between those of a 1350 aluminium conductor 
and a 6201 conductor [21]. 

2.7. ACSR/SD Conductor  

ACSR/SD (Aluminium Conductor Steel Reinforced - Self 
Damping) conductor may use either two layers of 
trapezoidal-shaped aluminium wires or two layers of 
trapezoidal- shaped aluminium wires and one layer of 
stranded round wires of hard-drawn 1350 aluminium [7, 
18]. The steel core may be a single wire or stranded 
depending on the size of the conductor [18]. From a 
performance point of view, ACSR/SD conductor is similar 
to conventional ACSR except that it has self-damping 
characteristics [7]. That is, the conductor is designed to 
reduce aeolian vibrations. The damping occurs because of 
the interaction between the two trapezoidal layers and 
between the trapezoidal layers and the core [7, 18]. Special 
precautions and distinct procedures should be followed 
during stringing to avoid difficulties [7]. ACSR/SD 
conductor may be more expensive than conventional 
ACSR, but has the ability to be strung at higher tensions to 
reduce sag, which may result in economic advantages that 
offset its extra cost [7]. SDC conductors, have been used in 
North America for approximately 20 years and have a 
proven history of providing effective and cost competitive 
control of aeolian vibration without the use of additional 
hardware [22]. SDC conductors, have been used in North 
America for approximately 20 years and have a proven 
history of providing effective and cost competitive control 
of aeolian vibration without the use of additional hardware 
[23]. The lab and the outdoor tests performed by [23] 
showed that at very high tension, the amplitude of vibration 
of the SDC is well below the limit generally assumed to 
cause fatigue failures as compared to ACSR conductors. 
Also, the stress-strain graphs developed in [23] indicated 
identical behaviour under tensile loading, with ACSR 
curves.  
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2.8. ACSR/TW Conductor  

As with ACSR/SD, the conductor layers of ACSR/TW 
(Trapezoidal Shaped Strand Concentric - Lay Stranded 
Aluminium Conductors, Steel Reinforced) are trapezoidal-
shaped aluminium wires [7, 18, 19]. However, unlike 
ACSR/SD conductor, no gaps exist between layers 
ACSR/TW strands [19]. The compact trapezoidal-shaped 
wires result in an increased capacity for an equivalent 
standard range of ACSR conductor diameters [7, 19]. Also, 
for a given aluminium area, a smaller conductor diameter 
can be designed for ACSR/TW than for equivalent round-
wire ACSR which results in reduced wind-on-wire load on 
the structure [7]. These are important advantages when 
existing transmission lines are considered for uprating or 
reconductoring. Other advantages and improvements of 
ACSR/TW include corrosion resistance and lower 
temperature gradient [7, 19].  

The use of ACSR/TW should be based on an economic 
evaluation to determine whether savings will be achieved in 
comparison with the use of conventional ACSR conductor 
[18]. Through comparing the power dissipation between 
TW 997.2 and ACSR 795 it was observed in [19] that the 
TW conductor has an internal damping of two to five fold 
compared to ACSR conductor for frequencies ranging from 
10 to 50 Hz under a tension level of 25% RTS. 

2.9. T2 Conductor 

T2 (Twisted Pair Aluminium Conductor) conductors are 
invented by twisting two conventional (either ACSR or 
AAAC) conductors together [18, 19, 24]. This conductor 
helps to subdue mechanical oscillations caused severe wind 
and reduces galloping when the conductor is coated with 
ice [9, 16]. Central Iwo Power Co-operation (CIPCO) has 
10 years of experience in using T2 conductors [25].  
CIPCO’s experience showed that the conductor costs just 
little more than ACSR conductor, can reduce the impact of 
ice and wind storms and minimize long term aeolian 
vibrations on transmission system without significant 
increase in operating or maintenance cost [25]. Also, rapid 
corrosion was experienced on the grade “A” galvanizing 
and so recommends the use of grade “B”. Another bad 
experience was the irregular sub-conductor separations in 
the length of the wire caused by inadequate control at the 
factory. Special conductor stringing procedures are 
required [25].  

2.10. Aero-Z Conductor [26] 

Z-shaped profiled wires are used instead of conventional 
round wires. The last layer, virtually smooth, has small 
helical grooves created between the upper edges of the z-
shaped wires with carefully chosen lay, depth and width for 
a significant reduction of the drag coefficient against strong 
winds. This reduction in drag coefficient induces lower 
stress on the support structures for an equal conductor 
diameter for maximum wind. Using compact conductors in 
any case reduces the reinforcements of the towers and 
foundations compared to what they would have been with 
conventional conductors. The large contact area between 
two z- shaped wires of a same layer constitutes an effective 
protection against seepage of the grease towards the outside 
of the conductor. The compact conductor, by contrast, 
maintains a constant level of protection against corrosion, 
thus guaranteeing slower ageing of the wires over time. The 
large surface of contact between the profiles also gives the 
Aero-Z better damping, which prevents galloping. [26].  

2.11. HTLS Conductor 

The conducting part of HTLS conductors are either 
developed using zirconium additions to aluminium to form 

high thermal resistant alloys or fully annealed aluminium. 
The core of HTLS conductors can either be developed from 
invar (iron-nickel alloy) or metal matrix or composite [4, 5, 
7].  

The Al-Zr alloy is a hard aluminium alloy with properties 
and hardness similar to standard 1350-H19 aluminium [18]. 
However, the microstructure is designed to maintain 
strength after operating at high temperatures (210oC 
continuous and 240oC emergency) [7, 18] that when 
stressed, the Aluminium elongates and transfers the entire 
load to the conductor core [7, 16, 17, 18]. The core 
materials for HTLS conductors have low coefficient of 
thermal expansion for low sagging characteristics when 
compared to steel cores. A key characteristic of HTLS 
conductor core is the ability to control the knee-point 
temperature, the point where the load on the conductor 
shifts from the complete conductor to the core only. At 
temperatures exceeding this transition point, sag increase 
with temperature is reduced [17].  

High temperature conductors are often used to uprate 
existing transmission lines, utilizing their decreased thermal 
expansion, higher allowable temperatures, or their higher 
cross-sectional area to increase ampacity without increasing 
final sag [16, 26]. Increases in allowable operating 
temperature correspond to significant increases in ampacity 
(conductor current carrying capacity) [4, 7, 8, 16, 17]. One 
benefit of HTLS conductors can be the avoided cost of 
replacing existing structures [4, 17]. The temperature ratings 
for these conductors can be limited by hardware, so extreme 
care should be used when specifying hardware and 
establishing operating temperature limits [7]. Also, the 
unique natures of these conductors result in the use of 
special precautions during stringing, such as special 
stringing blocks in certain locations and multiple grips when 
installing conductors with multi-layer annealed aluminium 
conductor strands [7, 18, 27]. 

ACCR (Aluminium Conductor Composite Reinforced) 
conductors are composed of heat resistant aluminium-
zirconium alloy outer strands and aluminium oxide matrix 
core strands [5, 16, 18]. The core of the ACCR is composed 
of stranded fiber reinforced metal matrix, an aluminium 
oxide fiber embedded in high-purity aluminium [7]. The 
thermal expansion of the metal matrix core has less thermal 
expansion than steel and retains its strength at high 
temperatures [7, 17, 27]. ACCR conductors use similar 
stranding as ACSR. Because of the lightweight core, heat 
resistant outer and core strands, higher electrical 
conductivity, and lower thermal expansion for less sag, 
higher operating temperatures may be used with this 
conductor which leads to higher ampacity [7, 16, 17, 18]. 
ACCR conductors and hardware are usually rated up to 
210oC continuous operating temperatures with 240oC for 
short term maximum operating temperature [17, 18]. 

ACCC (Aluminium Conductor Composite Core) are 
composed of trapezoidal wire of 1350 Aluminium stranded 
around the composite core [14, 18]. The 1350 Aluminium 
trapezoidal wires are fully annealed which make them softer 
compared to the hardened Aluminium wires used in some 
other conductors [14, 16, 18].  ACCC conductors are rated 
up to 180oC continuous operating temperatures with 200oC 
for short term maximum operating temperature. However, 
because of the softer temper of the Aluminium wires, the 
outer wires can be more susceptible to damage from 
improper installation and handling. Advantages of the 
ACCC design are two-fold [14]. Firstly, carbon fibers have 
an axial coefficient of thermal expansion that is slightly 
negative upon heating. Secondly, the tempered Aluminium 
wire used in the ACCC design has a significantly lower 
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resistivity than the 1350 H19 Aluminium used in the ACSR. 
Thus, the ACCC line will generate less heat than the steel 
reinforced designs, resulting in significantly less sag. The 
fully annealed aluminium also allows the ACCC lines to 
transmit 2-3 times more current than ACSR lines at equal 
temperatures [7, 18]. 

ACSS (Aluminium Conductor Steel Supported) conductor 
is similar to ACSR; however, the aluminium strands in 
ACSS are fully annealed and depends on the steel for its 
strength and sag characteristics [17]. ACSS conductors and 
hardware are usually rated up to 250oC or more continuous 
operating temperature, depending upon the coating on the 
steel core, without loss of strength [7, 16, 17, 18]. However, 
because of the softer temper of the aluminium wires, the 
outer wires can be more susceptible to damage from 
improper installation and handling [7]. 

 (Z)TACSR (Aluminium-Zirconium Conductor Steel 
Reinforced) conductor is identical to conventional ACSR 
conductors [16, 17]. The aluminium alloy used in 
(Z)TACSR has a slightly higher electrical resistivity than 
standard hard-drawn aluminium, but in all other respects the 
two conductors are almost identical [16]. (Z)TACSR is not, 
by design, a low-sag conductor. It has the same thermal 
elongation behaviour as ACSR [16]. The main advantage of 
(Z)TACSR is that its aluminium alloy wires do not anneal at 
temperatures up to 150oC for TAL and 210oC for ZTAL - 
temperatures above 100oC would cause annealing of the 
aluminium strands in standard ACSR [16, 17].  (Z)TACSR 
can be used to uprate existing lines where some additional 
clearance is available.  

 (Z)TACIR (Aluminium-Zirconium Conductor Invar 
Reinforced) conductor has a conventional stranded 
construction identical to ACSR [18]. In place of the steel 
strands of (Z)TACSR, it has galvanised or aluminium-clad 
invar alloy steel wires for the core and extra thermal 
resistant (ZTAL) wires surrounding them. ZTAL resists 
annealing up to a continuous temperature of 210ºC [17, 18]. 
The coefficient of thermal expansion of invar wire is around 
one third that of galvanised or aluminium-clad steel wire. 
The installation methods and accessories for the conductor 
are virtually the same as those used for conventional ACSR 
[18]. 

G(Z)TACSR (Gaped Aluminium Conductor Steel 
Reinforced) or Gap-type conductor has small gap between 
steel core and innermost shaped aluminium layer, in order 
to allow the conductor to be tensioned on the steel core only 
[4, 5, 8, 16, 17, 27]. This effectively fixes the conductor’s 
knee-point to the erection temperature, allowing the low-sag 
properties of the steel core to be exploited over a greater 
temperature range [18]. The gap is filled with heat-resistant 
grease, to reduce friction between steel core and aluminium 
layer, and to prevent water penetration and aeolian 
vibrations [27].  

Fig. 3 presents the alloy combinations of conducting and 
core materials used in each conductor type. 

 
Fig. 2: Overhead power transmission conductors [28] 

 
 
Fig. 3: Overhead Power Transmission Conductor Materials 
Combinations 

3 FUTURE DEVELOPMENTS  

Newer alloy developments with more improved mechanical 
and electrical properties based on thermal resistance and 
lower CTE than the existing alloys are underway. These 
include combinations of manganese, scandium and 
zirconium additions to the aluminium alloys containing 
magnesium and silicon for the conducting materials [29]. 
The available combinations of the conducting and core 
materials need to be further investigated to determine the 
best electrical and mechanical performing pair.  For instance 
a combination of annealed aluminium and high strength 
steel or annealed aluminium and the metal matrix composite 
core need to be investigated and compared to the available 
combinations.  Furthermore, self-damping and trapezoidal 
shaped HTLS conductors need to be developed and tested. 
So far only the ACCC, ACSS and the G(Z)ACSR 
conductors have been developed in trapezoidal shapes. 

4 DISCUSSION OF REVIEW 

4.1 Conductor Material Properties 

Table 1 shows the electrical and thermal properties of the 
conductor materials. Table 1 reveals that fully annealed 
aluminium (1350-OH) has a high conductivity and high 
operating temperature than the other listed materials. 
Although the Hard-drawn aluminium (1350-T18) has a 
higher conductivity, it has the lower operating temperature. 
Aluminium zirconium based thermal resistant alloys have a 
good balance of conductivity and operating temperature 
following the fully annealed aluminium. 
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Table 1: Aluminium Types for Conductors [4, 16, 17] 
 

Types of Aluminium Conductivity 
(%IACS*) 

Max. Operating 

Temp. (°C) 

Hard Drawn (1350-H19) 61.2 80-90 

6201-T18 53 80-90 

Thermal Resistant (TAl) 

(Al-Zr) 
60 150 

Super Thermal Resistant 
(ZTAl) 

(Al-Zr) 
60 210 

Fully Annealed (1350-
0H) 63 200-250 

* IACS = International Annealed Copper Standard 

Table 2 shows the mechanical properties of the conductor 
core materials. The polymer matrix core has the highest 
tensile strength and a very low coefficient of thermal 
expansion compared to the other cores. A high modulus of 
elasticity is given by the metal matrix core. Although the 
galvanised steel core has a low tensile strength, and a high 
CTE, it has the second highest modulus of elasticity. 

Table 2: Core Types for Conductors [17] 
 

Types of 
Core 

Tensile 
Strength 

(MPa) 

Modulus of 

Elasticity 
(GPa) 

Thermal 
Expansion 
(x10-6/°C ) 

Galv. Steel 1230-1965 207 11.5 

Al. Clad 
Steel  1515-1825 162-174 13.0 - 11.8 

Galvanised 

Invar Steel 
1030-1080 162 

4.1

Polymer 
core 2200 117 1.6 

 Metal 
Matrix 1300 216 6.3 

4.2 Conductor Current Carrying Capacity  

Fig. 4 presents the ampacity of the different conductors 
developed between the years of 1910 – to – 2000. From the 
figure it is shown that the HTLS conductors offer better 
ampacity compared to the ACSR and AAAC conductors. 
The ACSS conductor and the G(Z)TACSR conductors 
currently have the highest values of ampacity compared to 
all the available conductors. New conductor alloys are 
currently being researched and will have the highest 
ampacity in the future [29]. The G(Z)TACSR conductor’s 
high ampacity is further enhanced by the trapezoidal shaped 
wires, that help increase the conducting surface area with a 
reduced overall conductor diameter. 

4.3 Vibration and Corrosion Resistance 

The SDC conductor designs allow for a small gap to exist 
between the conducting layer and the core [30]. The 
presence of these small clearances between layers divides 
the conductor into distinct components, each with its own 
natural frequency of vibration. Because these inter-layer 

gaps are maintained even when the conductor is under 
tension, it follows that their vibration performances are 
independent of tension and thus they have improved self-
damping properties than the mostly used round wire designs 
[31].  

The inherent corrosion resistance of aluminium and its 
alloys is due to the thin-tough aluminium oxide coating that 
forms immediately after a fresh surface of metallic 
aluminium is exposed to air [32]. Instances where corrosion 
has appeared are usually traceable to connections between 
dissimilar metals subjected to moisture conditions [12]. As 
such, TW conductors are very good in corrosion resistance 
because there are no gabs between the aluminium strands as 
compared to round wire conductors.  

 
Fig. 4:  Conductor Ampacity Comparisons 

5 CONCLUSION 

There is a wide variety of conductors that have been 
developed for specific power transmission applications. The 
size and the shape of the conductor are manipulated to 
provide increased current carrying capacity, corrosion 
resistance and vibration resistance. A good compromise 
between the tensile strength and electrical conductivity is 
achieved by the alloy combinations used for the conducting 
and core materials of the conductor. Compact and specially 
designed conductors such as the T2, TW, SDC, and Aero-Z 
conductors can be used to damp aeolian vibrations for very 
long spans. AAC and AAAC conductors can be used in high 
corrosive environments. The HTLS conductors offer better 
benefit to ACSR and AAAC conductors for operations at 
high temperatures. The main advantage of HTLS 
conductors is related to the fact that uprating is obtained 
without need to strengthen the towers. The available 
conducting material compositions help utilities to optimise 
conductor selection for a particular design based on the 
specific conditions. The modifications on the conductor 
materials can reduce; cost of land, difficulty in right-of-way 
acquisition, environmental impact associated with bare 
overhead power lines, conductor material degradation and 
fatigue due to unfavourable environmental operation 
conditions, conductor swing and sag [33, 34, 35]. Hence, 
the choice of a conductor for overhead transmission lines 
should depend on specific circumstances and conditions 
applicable to a project rather than mere standardization. 
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Abstract: Short term load forecasting is an important aspect of the electricity management process
as it allows operators to plan and implement mitigation strategies using a full knowledge of the day’s
expected load. This paper investigates the use of Support Vector Regression to model the complex
non-linear relationship between a number of exogenous variables (temperature, insolation, type of day),
the past load data and the current load value. The SVR model is trained using load data from the
campuses of the University of the Witwatersrand. The results show that the system is highly accurate
with a mean average error of only 3.44% which compares favourably to a number of other techniques.
The system can thus be a beneficial component of any load management strategy.

Key words: load forecasting, time-series, support vector regression, real-time

1. INTRODUCTION

The matching of supply and demand is essential to the
efficient and economical provisioning of electrical power.
Although this is essentially a supply side issue, utility
companies shift the burden onto the consumer by including
additional charges in their electrical bill. Thus load
management has become an important concern for both
suppliers and consumers of electricity. The goal of
load managment strategies is to achieve more effective
distribution and use of available power generation capacity
by “intelligently” shaping aspects of the consumers’ load
usage. The most important factors include the total real
energy used and the peak apparent load in a rolling 30 min
interval.

However, load management measures are often difficult
to implement as their efficacy is dependent on a quick
trigger-to-response turnaround time. For example, a
simple strategy to reduce the peak energy usage of a large
institution may involve asking the staff to turn off their
appliances once a ceratin peak value is reached. Although
simple, this strategy is impractical as by the time the
consumers respond to the power alert, the peak threshold
will already have been exceeded.

This paper describes the design and implementation of
a load forecasting technique that can be used to aid
the load management process. The system is tested
using load data from a large academic institution: the
University of the Witwatersrand. The report is structured
as follows. In Section 2. the Support Vector Regression
(SVR) method is explained along with the criteria used
to assess the performance of the prediction system. In
Section 3., an overview of the forecasting algorithm and
its implementation are provided. Then, in Section 4. the
the method used to train and test the system is described.
Finally, the results are analysed and relevant conclusions

are drawn.

2. BACKGROUND

2.1 Support Vector Regression

Support Vector Machines (SVMs) are a class of algorithms
that are typically used to perform classification in pattern
recognition problems [1]. SVMs are very popular for a
number of reasons including the absence of local minima,
sparseness of the solution and their ability to handle
non-linear relationships in the input data [2]. The Support
Vector Machine is, however, not limited to classification
problems and can be extended to perform regression.

Support Vector Regression (SVR) is characterised by the
use of a cost function which ignores errors that are situtated
a certain distance e from the true value [3]. Figure 1
illustrates a one-dimensional linear regression line that has
been fitted using an epsilon loss function. The figure
also shows the result of applying a mapping to the data
points which transforms the non-linear relationship in the
one-dimensional feature space to a linear relationship in
the two-dimensional space. The quantity x represents the
cost of the errors of the training data.

In the case of non-linear regression, the input data is
mapped into a higher dimensional space, allowing a linear
model to be fitted in the new space [2]. The mapping is
denoted by f(x) which represents the map to the higher
dimensional space where the data are linearly separable.

By using the kernel function K(x,xi) = f(xi)T
f(x), the

decision function of the SVM can be represented by:

f (x) =
n

Â

i=1
aiyiK(x,xi)+b (1)
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y x2*

Figure 1: One dimensional non-linear regression [3]. The left
axes depicts the original one dimensional input data with a
non-linear relationship. The right axes shows the result of

applying a non-linear transformation F() to convert the data to a
two-dimensional space, allowing a linear regression model to be

fitted.

where f (x) is the regression output, y

i

is the output
corresponding to the training data xi and x is the input data
to be processed. The loss function itself is defined by [3,4]:

L(y, f (x)) =

(
0 |y� f (x)| e

|y� f (x)|� e otherwise
(2)

The parameters a

i

and b in Equation 1 are found during
training which is performed by solving the following
optimisation problem [3]:

min
w,b

1
2
||w||2 +C

n

Â

i=1
(xi +x

⇤
i ) (3)

subject to

(
|y

i

� f (x
i

)| x

i

+x

⇤
i

x

i

,x⇤
i

� 0

From Equation 3 it can be seen that SVM regression
tries to minimise the loss function as well as keeping the
complexity of the model (quantified by ||w||2) as low as
possible.

Many kernel functions exist but a well-performing kernel,
used in many forecating systems, is the radial basis
function (RBF) [4]:

K(x,xi) = exp(�g||x�xi||2), g > 0 (4)

The constant C in Equation 3 is the penalty parameter of
the error term. It determines the trade off between the
complexity of the model and the extent to which deviations
larger than e from the optimal regression function are
tolerated.

The constant e in Equation 2 controls the size of the region
outside of which outlying data points are penalised during
training. Both of these parameters have a significant effect
on the accuracy of the trained system and need to be

carefully set prior to the training process. The method used
for selecting these parameters is mentioned in Section 2.2.

2.2 Tuning the SVR Parameters

There are two parameters that need to be set when using
an RBF kernel: C and g. The constant C is the penalty
parameter of the error term and the constant g in Equation 4
is a kernel parameter. Both of these values have a signicant
effect on the accuracy of the trained system and need to
be carefully selected prior to the training process. The
combination of parameters (C,g) are chosen which best
allow the prediction of new data. To automate this process,
the grid-search method described in [3] was implemented
as part of the training stage. This method does an
exhaustive search using various pairs of (C,g) values and
selects the pair for which the highest cross-validation
accuracy is obtained. As suggested in [2], exponentially
growing values of C and g are used during this process.
This simple but nave brute force method was chosen
in favour of more intelligent procedures for the reasons
suggested by Ben-Hur et al. [5]. Firstly, the exhaustive
search ensures that globally-optimal parameters are always
obtained. Furthermore, the grid-search can be parallelised
if needed and, because there are only two parameters, the
computational time required by more advanced methods is
likely to be similar to that of the grid-search [5].

2.3 Performance Criteria

Numerous criteria exist for quantifying the efficiency of
load forecasting techniques. The most popular of these
include maximum absolute error and peak error. These
quantities are calculated as follows [6]:

1. The accumulated difference between the actual and
predicted load values over a 24 hour period

MAPE =
100%

N

N

Â

k=1

����
e

n

P(n)

���� (5)

2. The difference between the peak forecasted and
predicted value over a 24 hour period

PE = max

⇢
e

n

P(n)

�
(6)

where e

n

= P

f orecast

�P

actual

, P

f orecast

is the predicted load
value and P

actual

is the actual load.

3. SYSTEM OVERVIEW

As illustrated in Figure 2, the load forecasting algorithm
consists of two stages: a training stage and a forecasting
stage. During the training stage the SVR model is created
and optimised to best allow the prediction of new data
during forecasting.

The input data consists of a time series of sampled weather,
load and day-type information. These data is preprocessed
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during normalisation so that all values lie in the {0,1}
range.

The prediction module operates on normalised data to
produce a single predicted load value. This process is
repeated for 48 half-hour time periods to obtain a complete
daily forecast.

After the prediction has been obtained, it can be used along
with a suitable load management strategy to achieve the
desired load profile.

Feature Extraction Feature Extraction

Normalisation

Prediction

Load Management

Actual Load

Training

1 Year Historical Data

libSVM ...
SVR Model

Eenergy 
Management 

Strategy

Real-time Data

Figure 2: Overview of the load forecasting system

3.1 Prediction Model

Load forecasting is performed using SVR. The SVR
method was chosen due to the high accuracy obtained
for time series forecasting where it was shown to
outperform other regression techniques such as Autore-
gressive Integrated Moving Average (ARIMA), artificial
neural networks and self-organising polynomials [4, 7–9].
Although SVR training time is quadratic in the number of
samples and thus often slow, the actual regression is very
fast, can be performed in realtime and does not depend
explicitly on the size of the training set [2,5]. The libSVM
library was used to implement and train the SVM for
regression [2].

To implement SVR, a suitable Kernel function has to be
selected, along with appropriate parameter values. The
Radial Basis Function (RBF) was chosen as the kernel
function. This is a well-performing kernel which is used
in many forecasting systems.

3.2 Feature Selection

The half-hour load data for the University of the
Witwatersrand between 2011 and 2012 is shown in Figure
3. From this Figure, a number of trends are evident. Firstly,
the load curve is periodic with a frequency of 1/day, ie.
the shape of the load profile is approximately the same for
each day. The peak and average load during non-working
days, however, are significantly lower than that during the
week which suggests that the type of day has a significant
effect on the load demand. Furthermore, the load decreases

Figure 3: Load and temperature data for the University of the
Witwatersrand Raikes road campus between July 16, 2012 and

July 22, 2012.

with increasing temperature which, in itself, is directly
correlated to the average insolation.

Here it is, however, important to draw a distinction
between the short-term (hourly) and medium-term (daily)
temperature trend. As the temperature is directly related
to the intensity of the solar radiation, there exists a strong
short-term correlation between temperature, insolation
and load demand. On the other hand, the average
daily temperature (with short term variations removed) is
inversely related to the load. For example, if the average
temperature for a day is low, more heaters will be used and
the load demand will increase.

Using the factors mentioned above, the data passed to the
SVR for prediction consists of the following features:

xd,h = [Ld,h,Ld�1,Ld�7,Wd,Hr,DT, T̄, Ī,Hm] (7)

where L

d�1 is the load at the same time during the previous
day, L

d�7 is the load during the same day and hour the
previous week, W

d

is the day of the week, D

T

is the type
of day and Ī and T̄ are the most recent 24-hour moving
averages of insolation and temperature, respectively.

The ouput of the model is the predicted load for the next
30 min interval:

y

d,h+1/2 = L

d,h+1/2 (8)

From Equation 4, it is evident that all the quantities apart
from L

d,h are available for a 24-hour ahead prediction.
Subsequent values of L

d,h are obtained by performing a
rolling prediction.
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4. TESTING METHOD

The SVR model was trained with historical load data
from June 20, 2012 to November 3, 2012 obtained
from the Raikes Road campus of the University of the
Witwatersrand along with the corresponding temperature
and insolation information recorded by on-campus data
loggers.

5. RESULTS AND DISCUSSION

The results of the grid-search that was run prior to training
are shown in Figure 4. In this case the optimal parameter
values were found to be C = 210 and g = 2�2.

log2(γ)

lo
g 2(C

)
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Figure 4: Result of the grid-search procedure carried out prior to
training. The contour plot shows the cross validation accuracy

obtained using various combinations of parameters. The highest
cross validation accuracy is indicated by the arrow.

The contour plot presented in Figure 4 clearly illustrates
the importance of selecting the correct training parameters
for the SVR. For example, if the parameter values
were blindly chosen as C = 2�4 and g = 22, then a
cross-validation accuracy of only 24.5% would have been
achieved, compared to the accuracy of 97.7% obtained
using the grid-search method. This parameter search,
although paramount to the performance of the system,
is by far the most computationally-expensive aspect of
the training process as it takes approximately 3m21s
to complete a search of 399 points using an Intel
2.8 GHz Core2Quad CPU with 8 GB RAM. However,
for the reasons described in Section 2.2, along with
the high cross-validation accuracy that was achieved
during training, this simple parameter tuning procedure is
preferred.

The forecasting result obtained by applying the trained
SVR model to unknown load data is shown in Figure 6.
From Table 1 it can be seen that the model achieved high
forecasting accuracies forthe Raikes Road campus.

The maximum peak error that resulted during testing was
0.134 MW or 6.55% which occured on a Monday. At
current electrical tariffs, this corresponds to a R 27 675
underestimate of the peak demand charge. The most likely

cause of this error is the use of L

d�1 as a feature, coupled
with the fact that not enough holiday and weekend data was
used to allow the SVR model to distinguish between the
sharp increase in load from a non-working day (Sunday)
to a working day (Monday).

A more detailed error analysis is presented in Figure 5
which shows that the errors closely fit a zero-mean normal
distribution with a standard deviation of s = 0.07097 MW.
This means that an error as high as 6.55% is relatively
uncommon as an error this large or greater only has a 0.6%
chance of occuring. Furthermore, the algorithm is able to
predict to an accuracy of 0.125 MW with a confidence of
99%.
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Figure 5: Plot of the error distribution along with an
approximate Gaussian fit. The mean and standard deviation

estimates are µ =�0.0034 MW and s = 0.07097 MW.

The MAE, which relates to the total average energy charge,
is significantly less than the peak error. The actual MAE
achieved was 3.44%. This value compares favourably to
the 9.42% MAE reported by Yuan et al. using the LS-SVM
method [9].

6. FUTURE WORK

Future work should focus on testing the system using data
obtained from other institutions and on larger data sets
which were not available during the time of publication.
A more extensive set of features could also be used as the
input to the SVR model, possibly increasing the accuracy.
In order to eliminiate the inclusion of redundant data in the
feature set, dimensionality reduction techniques such as

Table 1: Results obtained during testing. The results are
for data from the Raikes Road campus of the University

of the Witwatersrand from November 4, 2012 to
November 14, 2012. All values in MW.

Campus Error MAPE Peak Error MPE
Raikes Road 0.005 3.44% 0.134 6.55%
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Figure 6: Comparison between the predicted load values and the actual values over a 10-day period. A plot of the error values is also
shown. The days with significantly lower load are non-weekdays (Saturday, Sunday).

Principle Component Analysis (PCA) or Factor Analysis
(FA) could be used to extract the information with the
highest correlation to the load. Finally, the system should
be tested in conjunction with a real load management
strategy to assess its practical performance.

7. CONCLUSION

This paper presents an SVR-based load forecasting method
for predicting load values 24-hours ahead in 30min
intervals. The method was implemented and tested using
load data from the University of the Witwatersrand. The
results are very promising and show that the method has a
high prediction accuracy. It is suggested that the system be
used with a real load management strategy to quantify the
benefits that can be obtained by its inclusion.
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Abstract: There is a strong call for increase in transmission capacity to meet the increasing electricity 
demand. This requires a corresponding increase in transmission investment. In addition to being very 
expensive, transmission grid expansion is further hindered by environmental, social and political 
constraints. These constraints have slowed down transmission grid expansion. This paper proposes 
the use different transmission technology options as demonstrated elsewhere and quality decision 
making to minimize constraints faced by transmission grid expansion. In contrast to traditional 
planning that assesses alternative planning solutions by finding a solution with least cost, the 
proposed methodology considers all conflicting and multiple objectives faced by grid expansion by 
use of a multi criteria decision making (MCDM) model. To demonstrate the proposed methodology, a 
worked example is performed on a test transmission expansion project in Uganda. 
 
Keywords: Transmission planning, Transmission technologies, Quality decision making, Multi 
criteria decision making (MCDM) models 
 

 
1. INTRODUCTION 

An increase in transmission capacity directly implies 
increase in transmission investment [1]. In addition to 
being very expensive, transmission grid expansion is 
further troubled by environmental, social and political 
constraints. These constraints lead to many transmission 
projects to be delayed or even cancelled [2].  
Uganda is a developing country in East Africa and only 
6-9% of the total population of Uganda has access to 
electricity, majority of whom live in urban areas [3]. 
Figure 1 shows the annual maximum demand from 1954-
2012 [4]. From the Figure 1, it’s evident that Uganda has 
an increasing electricity demand.  
Uganda also has considerable unexploited energy 
resources for energy production. For example it has a 
total hydro potential of approximately 2200MW but 
currently only exploits 416MW. Therefore, the potential 
to meet this growing demand is available [4]. However, 
in the last three decades there has been minimal 
transmission investment in the country [1]. 
The TSO in Uganda (UETCL) released a 10-year Grid 
Investment Plan (GIP) 2008-2023 to meet the proposed 
programmes for system expansion. The new power 
transmission plan aims at improving electricity 
transmission to meet national economic and social 
development objectives.  
The lack of transmission investment in the past and the 
need for it, have led to network congestions, which in 
turn lead to loss of reliability and network quality. This 
goes against one of UETCL’s missions that is, “to 
dispatch, transmit quality and reliable bulk power in a 
viable and efficient manner [1].”  This has generally 
slowed down economic and social development of 
Uganda. The transmission system is one of the major 

parts of the electricity power industry and a good 
transmission plan is, therefore, always essential [5]. 

 
Figure 1: Annual maximum demand from 1954-2012 

 
2. TRANSMISSION PLANNING 

Planning is a decision-making process that seeks to 
identify the available options and determine which is 
best. Applied to electric utility planning, the process 
seeks to identify the best schedule of future resources and 
actions to achieve the utility goal [3, 6]. 
Transmission network planning is a very complex process 
and recent trends and challenges make it even more 
complicated. For the case of Uganda, before the 
electricity market liberalization, in a centrally managed 
power system the system operator (UEB) controlled the 
whole power system. The transmission network was then 
expanded with the aim to minimize both generation and 
transmission costs, while meeting static and dynamic 
technical constraints to ensure a secure and economically 
efficient operation. 
Nowadays, there are increasing concerns over issues like 
environmental impact, social welfare and political 

0 
100 
200 
300 
400 
500 
600 

19
54

 
19

58
 

19
62

 
19

66
 

19
70

 
19

74
 

19
78

 
19

82
 

19
86

 
19

90
 

19
94

 
19

98
 

20
02

 
20

06
 

20
10

 

D
em

an
d,

 M
W

 

Year 

Historical loads , MW 

Proceedings of SAUPEC 2013

245



influence [1, 2, 4, and 7]. In addition to this, many 
electricity power industries, including Uganda, are now 
restructured and liberalized. These combined are 
stimulating a paradigm shift in planning for the industry 
by creating more multiple and conflicting decision 
criteria and more uncertainties as well. 
Conventional techniques (e.g. least cost planning) fail to 
integrate all these multiple criteria making them 
inadequate. This results into poor quality decisions and in 
turn delays in transmission project implementation or 
even in extreme cases, can lead to project failure. 
These constraints have also slowed down transmission 
grid expansion in Uganda. Uganda in the last three 
decade has had minimal investment in transmission 
infrastructure and in fact in 2008, 80% of the overhead 
lines were more than 45 years old. 
the use of different transmission technologies other than 
AC overhead lines can minimize some constraints faced 
in transmission expansion [2]. This could also find 
application in Uganda as discussed next. 
 

3. APPLICATION OF TECHNOLOGIES   
SPECIFICALLY FOR UGANDA 

AC overhead lines are the standard solution for grid 
expansion in Uganda but it can be argued that different 
technology options can overcome many obstacles that 
proposals for OHLs face. To overcome or minimize some 
of the obstacles faced, selection of an appropriate 
technology would be vital in the transmission planning 
process. 
Overbuilding can be defined as building a line to match a 
longer term forecast than the short term or the current 
forecast. Overbuilding a line now will reduce long-term 
costs by avoiding the much higher costs of building two 
smaller lines. It will also further reduce the delays and 
opposition associated with transmission-line sitting by 
eliminating these costs for the now unneeded second line 
[8].  
Uprating is generally understood as increasing the 
transmission capacity of existing transmission lines.  The 
options available for uprating are as follows: increasing 
the voltage or increasing the current [9]. Smaller costs 
and less environmental impact when compared to a new 
transmission line are very attractive for the case of 
Uganda with financial and environmental constraints. 
Uprating a circuit from one system voltage to the next is 
feasible mainly at lower voltages because older circuits 
(110,115 and138kV) were often conservatively designed 
[9]. Therefore, Uganda with mainly lower voltage lines 
(66 and 132kV) and old lines (40-50 yrs) can take 
advantage of these conservative designs as well. In this 
respect, the dissertation assumes a successful voltage 
feasibility studies for the analysis.   
Advanced technologies (e.g. FACTS and HVDC) offer 
the hope of better control of transmission flow and 
voltages. Such improved control would permit the system 
to be operated closer to her thermal limits, thereby 

expanding transmission capabilities without increasing its 
footprint. Less environmental and technical constraints 
will be faced, thus reducing the fights about transmission 
sitting. Unfortunately, these advanced technologies are 
still too expensive for wide spread application in Uganda, 
although they may be economical in niche applications.  
They are promising for future applications like RES 
integration (wind and solar) and long distance 
interconnection. 
The transmission planning process has to deal with 
multiple and often conflicting objectives. Each objective 
of the process is important and if poorly considered will 
lead to poor decision making, a poor plan and ultimately 
failure to attain the planning goals [3]. This calls for 
quality decision making. 
 

4. QUALITY DECISION MAKING 
The success of a project is directly related to the quality 
of the decision underlying the project. A quality decision 
can be defined as being, “well considered, justifiable and 
explainable” [10]. In addition to this, Bakker [11] 
identified that uncertainties need also to be 
acknowledged. 
MCDM is a generic term for all methods that exist for 
helping people making decisions according to their 
preferences, in cases where there is more than one 
conflicting criterion [10]. Using MCDM can be said to be 
a way of dealing with complex problems by breaking the 
problem into smaller pieces. Transmission network 
planning being a decision making problem with both 
multiple decision makers and multiple decision criteria, 
can find application of MCDM models. 
4.1 MCDM 
The MCDM process generally consists of three steps: 

x The structuring of the decision making problem 
x The acquisition of preference information 
x The aggregation of preferences to obtain a 

unified value across multiple criteria 
The MCDM models have different strengths depending 
on the decision to be made. For this research project, the 
MCDM chosen is the SMART. The main reason for 
choosing SMART is that, it has been used in numerous 
fields whose strength resides in its ability to structure a 
complex, multi-personal, multi-attribute, and multi-period 
problem hierarchically. It has also been applied in 
electricity network planning [12]. The linear utility 
function used by SMART is 
        

 
          (1 ) 

where wi is the scaling value (weight) assigned to the ith 
of m criteria, and vi(a) is a partial value function 
reflecting alternative a’s performance on criterion i. The 
partial value function must be normalized to some 
convenient scale (e.g. 0–100). Using Eqn.1, a total value 
score V(a) is found for each alternative a. The alternative 
with the highest value score is preferred.  
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It should be noted that weighting of criteria is a difficult 
task and is open to criticism, as it includes a strong 
subjective component. Many different methods have been 
proposed for assessing criteria weights. 
4.2Uncertainty in decision making  
For a quality decision making, uncertainties need to be 
acknowledged. Bakker [11] identifies that, “lack of 
uncertainty acknowledgement in the decision-making 
process as one of the major causes of electrification 
project failure in developing countries.”  
There are two types of uncertainty, hard and soft, based 
on Davidson’s conceptions of reality and previous work 
by a variety of authors [11].  
In hard uncertainty 1) the set of all possible outcomes of 
an action is unknown and can only be hypothesized, or 2) 
if all the outcomes are known, the probability 
distributions of all the outcomes are unknown or not fully 
definable. Examples of hard uncertainties include 
effectiveness of institution, corruption, human inertia to 
change, and political uncertainty. 
Soft uncertainty or risk is used to define situations where 
all the possible outcomes of an action, as well as the 
outcomes’ probability distributions, are known, and are 
therefore falls within the area of immutable reality. The 
methodology will acknowledge both the soft and hard 
uncertainties.  
 

5. METHODOLOGY 
The proposed process begins with a clear identification of 
the purpose of the transmission plan, followed by a 
comprehensive assessment of the current situation. This 
situation analyses provides a firm basis for assessing 
future conditions, problems, constraints and potential 
solutions (including other transmission technologies). 
The MCDM assesses the various transmission 
alternatives that might solve the identified problems and 
constraints. The planning methodology goes further to 
acknowledge the hard uncertainties that the planning 
process faces. A final decision is made guided by the 
results from the MCDM model. 
5.1 MCDM Analysis 
Structure the hierarchy: The first step of the MCDM is to 
structure the problem as a decision hierarchy. This is 
perhaps the most creative part of decision making that has 
a significant effect on the outcome.  
Select evaluation criterion: To allow each planning 
solution to be assessed, evaluation criteria need to be 
identified. The next sub-sections discuss the evaluation 
criteria used: 
Environmental Impact criterion (EIC): The goal is to 
minimize the environmental effect (social environment 
and natural environment). That is to say, minimize the 
impact on settlement (settlement areas, cultural assets, 
and real assets), recreational use (fields and grassland), 
landscape (view places) and areas of unspoiled nature 
(forestry). The method that will be adopted for this 
criterion is to consider the total surface area occupied by 

the tower footing (ROW inclusive) and the span of the 
new or modified transmission technology to represent the 
likely environmental impact for each circuit route [12]. 
Cost Criterion (CC): The goal of this criterion is to 
identify from the selected transmission technologies that 
satisfy the basic electric criteria, the option with a least 
economic and financial impact. The method that is going 
to be adopted here is to calculate the capital cost. Capital 
cost is an important factor when assessing alternative 
planning solutions.  This is a summation of the costs 
involved in implementing each of the options selected 
plus any ongoing costs related to implementation or other 
operational aspects associated with the network.  The cost 
of each option will either be expressed as a current cost or 
as a future worth equivalent at the end of the planning 
period, converted using the present-worth calculation 
[12]. 
 

 
 

Figure 2: Proposed planning methodology for this 
dissertation 

Reliability Criterion (RC): The reliability criterion 
adopted in this dissertation is the expected energy not 
supplied (EENS), and this will be calculated as described 
below [13]; 
              (2) 

Where; Uf is the probability of being in a failure state f 
i.e. unavailability in hr/yr and Pf is the power not 
supplied during the failure state f in MW. 
The EENS value will provide a quantitative prediction of 
the system performance, and also provide a way of 
constantly evaluating the respective and relative 
reliability levels of alternatives proposed. The goal of this 
criterion is to identify the alternative with least EENS 
value.  
The values from each criterion are compared with one 
another against the criterion goal by normalising to a 
convenient scale (i.e. 0-1). This develops single 
dimension utilities by converting measures into value 
functions (utilities) that can be used in Eqn.1. 
 
Weighting the criteria: Not all criteria will be equally 
important. User preference weights allow the designer to 
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stress some criteria over others. For example, some 
utilities may be forced to stress cost very heavily over 
others because of very limited resources while other 
utilities may prefer more reliable designs [12].The user 
preference weights represent the users concerns under 
different circumstances, thus is subjective. It is also 
perhaps the most contentious issue associated with the 
MCDM techniques as the chosen weight values will have 
direct impact on the resulting solution score.  
Elicitation of weights can be difficult, several methods 
have been proposed for reducing the burden of the 
process. One of the proposals has been the based on the 
rank order centroid (ROC) weights [14]. Barron and 
Barret [14] found that ROC captures a substantial portion 
of the information content of totally precise weights and 
compared to other approximation methods, ROC is 
clearly and overwhelmingly the most efficacious. In this 
light, the dissertation will adopt the ROC weighting 
method to estimate the weights. 
In the ROC method, weights are assessed based on the 
rank order of the criteria importance. The rank order will 
be determined by the decision maker based on the 
objective/ goal of the process. The ROC assigns weights 
as follows, w1 is the most important objective, w2 is the 
weight of the second most important objective and so on. 
For k objectives, the weight of the kth attribute is: 
               

                                        ( 3) 
Aggregating weights and the value functions: The model 
used is an additive model (Eqn.1), the total score for each 
alternative being the sum of the weighted value scores for 
all the criteria for the alternative.  In other words, the total 
decision score for each alternative is then determined 
using linear additive –value function to sum the 
individual scores of each criterion [12]. 
Therefore, the alternative with the lowest weighted score 
is considered as the most desirable among the assessed 
alternatives since it faces least constraints (i.e. 0-least 
constraint and 1- more constraint).  
Sensitivity analysis: To ensure that the decision process is 
indeed robust, a sensitivity analysis will be performed on 
the criteria ranks [12]. It’s going to take the form of 
changing the rank position of different criterion and see 
what effect it has on the overall weighted score. 
5.2 Acknowledgment of hard uncertainty 
The soft uncertainties are made explicit are 
acknowledged in the MCDM model. 
Bakker and Gaunt [15] used an uncertainty checklist as a 
means of making uncertainties explicit in electrification 
projects, thus increasing the quality of decision making, 
and ultimately the success of the project. This makes 
potentially hidden project uncertainties explicit without 
restoring to subjective numerical methods. That said, the 
dissertation goes further to try improve the quality of the 
planning process and ultimately the success of the project 
by acknowledging  hard uncertainties and to do this, 
proposes the use of an uncertainty checklist; created from 

literature and lessons learned from failures and problems 
on previous transmission expansion projects. 
The final step is to make the decision or 
recommendations based on the results of the MCDM 
analysis. This will be a quality decision. 
 

6. CASE STUDY 
Currently, Uganda and Kenya are interconnected via a 
double-circuit 132kV line from Tororo (Uganda) to 
Lessos (Kenya). The transfer capacity of the line is 
118MW. A recent power transfer forecast gives the 
estimate maximum possible transfer between each two 
countries over the period 2013-2038 as 794MW [16]. 
The GIP 2008-2023 proposed another interconnection 
between Uganda and Kenya. The line will have a transfer 
capacity of 300MW and the earliest year of 
commissioning is 2014. SNC-Lavalin and PB [16], also 
propose construction of yet another 220kV line from 
Bujagali to Lessos to meet the increased capacity. Its 
transfer capacity is expected to be 440MW and the 
earliest year of commission is 2023.  This is illustrated in 
the Table I and Fig.3. 
Using SIL values of typical AC OHLs and the St. Claire 
curve, the capacity of the proposed new AC technology 
are calculated. 
6.1 Proposed alternatives 
Alternative one (A1), is proposed in SNC-Lavalin and PB 
[16] and uses only AC OHLs. This paper proposes other 
alternatives that could have been considered for this 
interconnection.  
Table I: Existing, under construction, and proposed 
interconnection between Uganda and Kenya  

Project Voltage, 
kV 

Distance, 
km 

Capacity, 
MW Configuration Status 

Uganda-
Kenya 132 254 118 double-cct  Existing  

Uganda-
Kenya 220 254 300 double-cct  

Funds 

secured 

Uganda-
Kenya 220 254 440 double-cct Proposed 

 
Alternative two (overbuilding): This option assumes that 
the electricity demand in Uganda will keep increasing as 
shown in Figure I. In Figure-I, it’s clear that there was a 
decrease in demand from 1978 to 1986. This is mainly 
due to political instability in the country at the time. But 
since 1990 to date, the demand has been increasing due to 
the political stability. Therefore the process assumes 
political stability in order to be a viable option.    
The dissertation proposes construction of one double 
345kV circuit instead of two 220kV AC OHLs. This will 
be alternative two, A2. The aim is to achieve less 
environmental impact, cheaper costs in the long run and 
of course boost regional power trade. 
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Figure 3: Kenya- Uganda interconnection 

 
Alternative three (uprating): After the construction of the 
220kV in 2014, assuming a successfully voltage uprating 
feasibility study, the dissertation proposes refurbishment 
of the old already existing 132kV line by replacing the 
conductor and voltage uprating and construction of a 
132kV line. This will be alternative three, A3. The aim 
here is to achieve cheaper costs by uprating than 
construction of the 220kV line. 
 

7. EVALUATION AND RESULTS 
This chapter shows the application of the methodology on 
the case study identified. This leads to a set of results 
which will be presented.  
7.1 MCDM Analysis 
Structure the decision hierarchy: 

Optimum grid 
expansion 

Reliability Evironmental

A1 A3

Cost

LEVEL 1 {
LEVEL 2 {
LEVEL 3 { A2  

Figure 4: Transmission alternatives decision hierarchy 
Weighting the criteria: In order to estimate, the ROC 
method requires the rank order of the criteria importance. 
This is going to be determined based on the project 
objective. The rank order for this case is as follows: 
Rank 1 is the cost criterion. This is because Uganda is a 
developing country with limited resources, so minimizing 
cost of any project is a key issue that is considered greatly  
Rank 2 is the reliability criterion. This is because in the 
GIP 2008-2023, the objective of the proposed projects is 
to build a robust network, enhance transfer capacity, 
improve reliability and quality of power supply, and 
provide capacity for regional power trade. Also 
transmitting reliable bulk power is one of the missions of 
UETCL. Therefore, reliability will be ranked second 
because it’s one of the major objectives of the 
transmission grip expansion. 
Environmental impact criterion is ranked 3rd. This is 
because the route of the line has proximity to mainly low 
socially, ecologically and archeologically sensitive areas. 
Table 2 summarizes the weights of our criteria. 

Aggregating the weights and the value functions: The 
weighted scores of each alternative are summarised in the 
Table 3. 

Table 2: Criteria preference weights 
Rank Criteria ROC weights  
1 Cost 0.6111 
2 Reliability 0.2778 
3 Environment 0.1111 

 
Table 3: Summary of the weighted scores 

Criterion Weights 
Normalized Scores 
A1 A2 A3 

Cost 0.6111 0.4161 0.2131 0.3708 
Environment 0.1111 0.3929 0.2142 0.3929 
Reliability 0.2778 0.2901 0.4198 0.2901 
Total 1       
Total, WS   0.3785 0.2706 0.3508 
      

8. DISCUSSION OF RESULTS 
From Table 3, A1 and A3 performed best in terms of the 
reliability criterion. A2 performed best in both 
environment and cost criteria. In the weighted scores, A2 
is the most optimum solution followed by A3 and in last 
place A1. 
A2 will avoid construction of two transmission lines 
where only one line could have done the job. Economies 
of scale in transmission investment argue for 
overbuilding, rather than under building, transmission. It 
is substantially cheaper per GW-km to construct a higher 
voltage line than lower voltage line (it is cheaper in the 
long run too). Higher voltage line also requires less land 
per GW-mile, which should reduce opposition from local 
landowners and environmentalist bodies. Also, building a 
larger line now eliminates the need to build another line 
in several years. This situation can eliminate the need for 
another potentially bruising and expensive fight over the 
need for and location of another line. In addition, the 
availability of suitable land on which to build can only go 
down and get more expansive to acquire as in the future, 
as populations grow and economies expand. On the other 
hand, overbuilding reduces the reliability of the network 
and increases financial risk to transmission owners. 
A3 performed second best. A3 uses line uprating which 
can be cheaper depending on the feasibility studies 
compared to building new AC OHL lines. Although, 
uprating has a limitation that it requires already existing 
infrastructure in order to be applicable. Uprating can lead 
to substantial saving of transmission investment. This 
will be highly beneficial to a developing country 
especially one with old transmission infrastructure and 
low voltage lines like Uganda. 

UGANDA KENYA 

132  kV 132  kV 118  MW 

220  kV 300 MW 220  kV 

220  kV 440 MW 

TORORO LESSOS BUJAGALI 

220  kV 
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A1, uses only AC OHL, it should be noted that this still 
has wide application especially in rural electrification and 
is the cheaper option in such a case. 
The process also acknowledges hard uncertainties by use 
of an uncertainty checklist. Therefore, we assume 
measures are put in place to overcome the impact of these 
hard uncertainties. For example for the issue of 
corruption, the decision makers to come up with an audit 
trail that would reduce loop holes that corrupt officials 
take advantage of. The process also assumes that the 
projects have the support of government or the donors 
that are funding the project.  
 

9. CONCLUSION 
The proposed planning process is more comprehensive 
and rigorous giving an all-round consideration for 
transmission expansion planning. It uses an MCDM 
model which makes explicit a coherent family of criteria, 
integrates all the multi criteria, provides structure, 
encourages multidimensional perspective (instead of 
focusing mainly on the financial dimension), and also 
provides a common terminology for discussion 
throughout the decision making process. 
MCDM models have been used and tested in electricity 
utility planning. They have proved to have the ability to 
structure a complex, multi-person, multi-attribute and 
multi-period problem hierarchically. It was discovered 
that evaluating all planning problems simultaneously can 
provide substantial benefits to utilities, not only in terms 
of improving the desirability of possible solutions but 
also by potentially deferring network investment. It was 
also discovered that the models have the ability to make 
strategic planning decisions relating to both the whole 
network and also particular planning problems.   
The process ensures both hard and soft uncertainties are 
acknowledged. The soft uncertainties are acknowledged 
in the MCDM model and the hard uncertainties are by 
use of an uncertainty checklist. The checklist is used to 
make more apparent a wide range of possible 
uncertainties and focuses attention of the decision making 
process on where measures are required to reduce the 
impact of hard uncertainty. The use of the MCDM model 
and uncertainty acknowledgement improves the quality 
of the decision making process.  
Finally, the process also encourages use of different 
mature transmission technologies that are already being 
used elsewhere in the world other than AC OHLs. This is 
because of the addition benefits they have and fewer 
constraints they face. Therefore, depending on the type of 
project different technologies have added advantages and 
can tackle some of the constraints encountered by AC 
OHLs. Therefore, these approaches properly considered 
are capable of assisting TSO decision makers to make a 
quality decision. In turn this will better the success of 
transmission projects because the negative impact of the 
unconsidered criteria is prevented or reduced. 
Decision aiding however can’t be forced upon the 
decision maker. The TSO in Uganda being government 

owned, where electricity service delivery represents 
political capital and favour.  Decision makers positioned 
within this landscape might have little motivation to 
implement a decision aiding process that will lead to a 
more transparent decision with an audit trail. 
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Abstract: The need to diversify the energy generation capacity of South Africa has led to the 
introduction of the Renewable Feed-in Tariff (REFIT) by the National Energy Regulators of South 
Africa (NERSA). In this paper, we did an economic study of the Molten Salt Power Tower 
Concentrated Solar Power with the Systems Advisor Model (SAM). Using the parameters specified 
by the NERSA draft document of March 2011 we studied the effects of the nameplate capacity, loan 
rate, debt fraction, analysis period and the thermal energy storage on the levelized cost of electricity 
(LCOE). Hence, we compared the LCOE obtained with the REFIT tariff. 

 
Key Words: Solar multiple, concentrated solar power, systems advisor model, national energy 
regulators of South Africa, Renewable Energy Feed-in tariff, capacity factor, molten salt energy 
storage 

 
 

 
 

1. INTRODUCTION 
 

South Africa plays a leading role in energy 
generation, transmission and distribution in Africa. 
Recent increase in the price of fossil fuels such as 
coal leads to higher price of electricity. Eskom, the 
South African utility is looking at other cleaner and 
renewable means of generating electricity. 
Concentrated solar power has the potential of 
producing low cost, clean and reliable electricity.  
This paper begins with an introduction of solar 
energy concept. The section 2 is an overview of the 
concentrated solar power technology and Systems 
Advisor Model (SAM). Section three covers 
simulation of the plant and section four deals with the 
systems analysis and discussions. 
 

2. OVERVIEW  
 

The literature review is done in two parts. The first 
part is the overview of the plant while the second part 
is the overview of the software used for the 
simulations. 
 
2.1 Concentrated Solar Power 
 
The molten salt power tower concentrated solar 
power plant basically contains the solar collectors 
that focus the incident solar rays on a central receiver 
shown in figure 1. The incoming solar radiation is 
converted to heat by the receiver; this heat is stored 
in the molten salt. The amount of heat energy stored 
by the salt is determined by the size of the tanks 
measured in hours of thermal energy [1]. From the  
 

 
 
 
 
Salt tanks steam is generated and sent to the turbine 
for onward conversion to electricity. 
 
 
 

 
Figure 1: The Block diagram of the Molten Salt 

Power Tower Concentrated Solar Power Plant [2] 
 
There are currently different designs of CSP: the 
parabolic trough which is by far the most developed, 
the Fresnel type, Stirling dish and the power tower 
type which is known for its high efficiency because 
of its ability to reach very high temperatures up to 
2000deg Celsius.  
 
2.2 Systems Advisor Model (SAM) 
 
SAM, originally called the „Solar Advisory Model‟ 
was developed by the National Renewable Energy 
Laboratory in collaboration with Sandia National 
Laboratories in 2005 [3]. It was first used internally 
by the U.S. Department of Energy`s Solar Energy 
Technologies Program for systems-based analysis of 
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solar technology improvement opportunities within 
the program. The first public version was released in 
August 2007 as version 1, making it possible for 
solar energy professionals to analyze photovoltaic 
systems and concentrated solar power parabolic 
trough systems in the same modeling platform using 
consistent financial assumptions. Since 2007, two 
new versions have been released each year. Adding 
new technologies and financing options. In 2010, the 
name changed to „Systems Advisor Model‟ to reflect 
the addition of non-solar technologies. 
The Department of Energy, National Renewable 
Energy Laboratory and Sandia continue to use the 
model for program planning and grant programs. 
Since the first public release, over 35,000 people 
representing manufacturers, project developers, 
academic researchers and policy makers have 
downloaded the software. Manufacturers use the 
model to evaluate the impact of efficiency 
improvements or cost reductions in their products on 
the cost of energy from installed systems. Project 
developers use SAM to evaluate different system 
configurations to maximize earning from electricity 
sale. Policy makers and designers use the model to 
experiment with different incentive structure.  
SAM requires inputs describing the weather at the 
system‟s location, information about the project‟s 
cost and the financial assumptions and specifications 
of the system‟s performance characteristics. 
SAM`s input variables are populated with sample 
default values which are 

x Weather Data which include; wind speed, 
temperature, snow cover all in TMY2 or 
TMY3 or EPW formats 

x Financial and Economic inputs  variable are 
projects finances such as the analysis period 
equivalent to the system lifetime, discount 
rate, inflation rate, loan amount and loan 
rate 

x Incentives: types of incentives can be 
modeled by SAM are tax credits and 
incentive payments. Tax credits are 
provided by government while incentives 
can be provided by government and any 
willing body. Here in South Africa, the 
following incentives are obtained namely: 
Renewable Energy Feed-in-tariff (Refit); 
energy efficiency programs/projects under 
South African Revenue Service (SARS); 
National Energy Regulator of South Africa 
(NERSA) R5.4billion project; Critical 
Infrastructure Grant of the Department of 
Trade and Industry; Renewable Energy 
Finance and Subsidy office grant; 
Renewable Energy market Transformation 
(REMT) [4] 

x System performance : SAM simulates the 
hourly performance of the power system 
using the hourly weather data and hence the 
hourly electrical output estimates and then 
adds 8760 hourly values to calculate the 
systems total annual output 

x Costs: SAM calculates the cash flow and 
resulting metrics based on two categories of 
costs. Capital cost accounts for the cost of 
installing components and the balance-of-
system components, operation and 
maintenance cost accounts for the recurring 
costs  

 
 The outputs are levelized cost of energy, Power 
purchase price, rate of return and other financial 
targets, Payback period and net present value, 
Hourly, monthly and annual average predictions of 
the system performance including net electric output 
and efficiencies, annual cash flow table with cost 
details and customizable graphs. 
 
The levelized cost of electricity (LCOE) in cents per 
kilowatt-hour accounts for a project`s installation, 
financing, tax, and operating costs and the quantity of 
electricity it produces over its life. The LCOE makes 
it possible to compare alternatives with different 
project lifetimes and performance characteristics. 
The real LCOE accounts for the effects of inflation 
over the life of the project. The nominal LCOE 
excludes inflation from the calculation [NREL 2011]. 
 

          

∑            
 
   
(          )

 

∑   
(       )

 
 
   

      -------------- (1) 

 
Where: 
 
Qn (KWh)  = the electricity generated in year n 
N                = the analysis period in years 
             = the after tax cash flow in year n 
                   the discount rate 
             = the nominal discount rate 
 
The nominal discount rate can be calculated based on 
the values of the real discount rate and the inflation 
rate as shown in equation 2 
 
         (       )(   )   ----------- (2) 
 
Where: 
 
          = the nominal discount rate expressed as a 
fraction  
              = the real discount rate expressed as a 
fraction  
e                = the inflation rate expressed as a fraction 
[NREL 2011] 
 
 
 

3. INPUTS 
 
3.1 Climate 
 
The climate input page shows detailed weather 
information of the location of the plant. In this case, 
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Cape Town weather data is selected. The weather 
data of Cape Town is shown in table 1. 
 
 Table 1: Weather Data of Cape Town 

Location Details  
City  Cape Town 
Time zone GMT+2 
Elevation 47m 
Latitude -33.98 
Longitude 18.6 deg 
Annual Weather Data 
Information 

 

Direct Normal Irradiance (DNI) 
kWh/m2 

1923.9 

GlobalHorizontalIrradiance  
kWh/m2 

1900.7 

Dry-bulb temperature deg C 16.5 
Wind speed (m/s) 5.1 

 
3.2 REFIT Parameters 
 
The input parameters used in these simulations are 
based on the draft document of Review of Renewable 
Energy Feed-in-Tariff (REFIT) of the National 
Energy Regulator of South Africa (NERSA) 
consultation paper March 2011[5]. The exchange of 
R8.60 to $1 is used. 
In 2007, the terms of the Act, the energy regulator 
commissioned a study on the Renewable Energy 
Feed-in-tariffs (REFITs) to support renewable 
energies in South Africa. The Feed-in tariffs (FITs) 
would be based on levelized cost of electricity 
(LCOE). The term of the Power Purchase Agreement 
(PPA) is to be twenty years and is to be reviewed 
every year for 5 years of implementation and every 3 
years thereafter and the resulting tariffs will apply to 
only new projects.  
In March 2009, the first REFIT tariffs were 
announced for wind, small hydro, landfill-to-gas and 
CSP (parabolic trough with 6hr storage. In October 
2009, the second REFIT tariffs were announced for 
CSP (parabolic trough without storage), PV, solid 
biomass, biogas and CSP (Tower with 6hrs storage). 
In March 2011, the REFIT tariffs were revised, 
proposing to reduce tariffs between 7.3 to 41.5%. In 
August 2011, the „REBID‟ was announced with 5 
bidding windows: November 2011, March/August 
2012, and March/August 2013. The initial total 
renewable energy allocation (RE) was increased from 
1250MW to 3725MW [6]  
The US-based costs from SAM are used and the 
results are converted to the South African Rand for 
the simplicity of the model. Inflation is assumed to 
be constant because inflation forecasting is not 
covered in this journal.  
The power purchase agreement (PPA) which in 
South African context is the Renewable Energy 
Feed-in Tariff (REFIT). NERSA approved term is 20 
years. The tax rate is fixed at 28%. The REFIT 
escalation is given by the formula 
 

                  
 (               ) ( 

            ) 
                                                       --------------- (3) 
Where: 
 
j                   = calendar year   2011 
              = PPA tariff in tear j 
          = capital expenditure, Capex, R/kWh 
FOM        = Fixed Operation and Maintenance in 
year j, R/kWh 
VOM           = variable operation and Maintenance in 
year j, R/kWh 
            = Actual South Africa CPI for year j 
[NERSA pp. 25, 2011] 
 
The REFIT escalation exclusively reduced to 
operation and maintenance hence the non-escalated 
part of the tariff losses value in real terms. ZAR 
inflation proceeds over the REFIT lifetime. The 
investors and lenders would have to enter into long 
term currency hedges like ZAR-USD or ZAR-EUR. 
The ZAR-USD exchange rate benchmark is ZAR7.4 
to $1 while the cost of hedging would be included in 
the operation and maintenance cost [NERSA REFIT 
pp.24 2012]. Some investors (such as the SASTELA) 
suggest that the tariff should balance the forex shock 
thereby enabling and mobilizing both local and 
foreign debt finance and equity investment [7]. The 
Southern African Solar Thermal and Electricity 
association (SASTELA) is an umbrella that unites 
solar companies in the Southern African region. 
Some their participants are EMVELO, DBSA, IDC, 
SIEMENS, Exxaro, Areva, University of 
Stellenbosch, EARTH, quartile capital, Sol Africa, 
Abengoa Solar, Group five, Sessa, Standard bank, 
Alstom, Bridge capital and Built Africa.  
 

3.3 Real Discount Rate 

The real discount rate refers to the factor used in the 
present value calculation that indicates the time value 
of money thereby equating current and future costs. 
According to the Energy Department document on 
the input parameters, the discount rate should be set 
at real (after inflation) rate of 8% per annum [8,9]. 
Other technical inputs are the Tower system costs 
like the direct capital costs which include the site 
improvements, heliostat field etc. The indirect capital 
costs are owners, land costs and the rest. The total 
installed cost and the operation, annual performance 
and maintenance cost are worked out by SAM. 
 

3.4 Operation and Maintenance  

 
The levelized Fixed Operations and Maintenance 
cost FOM for the CSP with 6 hours storage is 
R0.16/kWh [NERSA pp. 29 2011]. Levelized fuel is 
R0.0029/kWh and variable O & M levelized (VOM) 
is 0.0 for 2012 are shown in table 2 
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Table 2: Operation and Maintenance Cost 
Adjustments with CPI 

CSP CPI 
adjustments 

2011 2012 2013 

CAPEX 
R/kWh 

1.24 1.24 1.24 

FOM R/kWh 0.15 0.16 0.17 
Fuel R/kWh 0.0027 0.0029 0.0030 
VOM 0.00 0.00 0.00 
Total 1.39 1.40 1.41 

 
The REFIT escalation is hereby calculated as ratio of 
increase in LCOE from 2009 to 2010 to 2011 which 
is equal to 1.006% 
 

3.5 Solar Multiple/ Capacity Factor 
 

Solar Multiple (SM) is the ratio of the receiver`s 
design thermal output to the power block`s design 
thermal input.. For systems with no storage, the solar 
multiple should be close to or equal to one. NERSA 
specifies capacity factor of 40% which corresponds 
with the solar multiple of 3.2 and thermal storage 
(TES) of 6 hours as shown in figure 2.  
The capacity factor (cf) of a plant is the ratio of the 
actual amount of energy produced over the maximum 
energy that it can produce if the plant was to operate 
at full load hourly round the year (i.e. 8760hrs). Or 
the ratio of the system`s predicted electrical output in 
the first year of operation to the output had the 
system operated at its nameplate capacity. Cf is given 
by the equation 4 
                    (  )     (  

  
)------- (2) 

 
 

 
Figure 2: TES versus capacity factor 
 
 

3.6 Optimization of the Power Tower  
 
The power tower optimization simplifies the task of 
choosing values for the relatively large number of 
input parameters required to specify the power tower 
solar field and receiver. Because the heliostat field is 
typically the most capital intensive part of the power 
tower project, often accounting for 30-40% of the 
total installation cost, optimizing the heliostat field is 

a critical step in minimizing overall project cost. The 
optimization wizard searches for a set optimal system 
parameter values where the optimal system is defined 
as the one that results in the lowest levelized cost of 
energy. In this case where the solar multiple of 3.2 
gives us the capacity factor of over 50% we set the 
solar multiple tab in the optimization wizard to 3.2 
and run the optimization. Then set the thermal energy 
storage to 15 hours and then run the rest of the 
simulations to obtain the results shown section 4 
 

3.7 Analysis period 
 
The analysis period is the number of years covered 
by the analysis. This is typically equivalent to the 
project or investment life and it is the number of 
years in the projects cash flow. The term of the 
Power Purchase Agreement (PPA) which is the 
analysis period is 20years [NERSA pp13, 2011]. 
Figure 3 shows the general relationship between the 
LCOE and the analysis period. The longer the 
analysis period the smaller the LCOE 
 

 
 

Figure 3: the variation of LCOE with the analysis 
period 

 
Table 3 Summary of the Inputs 
Inputs values 
Climate Cape Town 
Nameplate Capacity 100MW 
Inflation Rate  5% [10] 
Real discount rate 8% 
Loan Term  20 
Debt Fraction 70% 
Solar Multiple 3.2 
Thermal Storage (TES) 15hrs 
First year PPA Price  0.162 
PPA Escalation Rate 1.006% 
Condenser type evaporation 
Tax Rate 28% 
Loan Rate 6% [11] 
 
 

4. RESULT 
 

Table 4: The Summary of the Output 
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Figure 4: Variation of LCOE with TES 
 
 

 
 
Figure 5: Variation of LCOE with the inflation Rate 

 
The power cycle`s nominal capacity , calculated as 
the product of the design gross output and estimated 
gross to net conversion factor. SAM uses this value 
to calculate the system`s rated capacity for capacity 
related calculations, including the estimated total cost 

per net capacity value on the system cost page and 
the capacity factor reported in the result [NREL2011] 
 

 
 
Figure 6: Analysis of the LCOE with the Nameplate 

capacity 
 

 
 

Figure 7: Cost per watt of the CSP components 
 
It is worthy of noting that at different predetermined 
levels of thermal energy storage the CSP power 
tower LCOE shows no sensitivity to the changes in 
the nameplate capacity which was increased from 
10MW to 1000MW. Figure 7 shows the cost per watt 
of the components of the plant. The power plant cost 
only accounts for about 14% of the total cost of the 
installation no surprise the changes in the sizes of the 
power plant does not account for much change in the 
overall LCOE shown in figure 6.This is particularly 
important when determining the economic size of the 
CSP plant. 

 
Figure 8: Monthly Energy Output 
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Figure 9: Annual Energy Output 
 
 

5. DISCUSSION 
 

The REFIT document recommends the sale price 
agreement of electricity for each technology for the 
20 year term. For the CSP with 6hr storage, the 
REFIT price is R1.408 per kWh [NERSA pp.25]. In 
this case, we set the first year power purchase 
agreement (PPA) to R1.406/kWh, escalation to 
1.006%/yr and the resulting LCOE is R1.05/kWh. 
This is about 40% mark up from the REFIT price. 
The capacity factor is 51% about 10% higher than the 
NERSA benchmark capacity factor which is 40%. 
The thermal energy storage (TES) is set to 15hrs. 
REFIT recommended TES is 6hrs but this would 
mean a lower capacity factor and higher LCOE. The 
smart way to increase the capacity factor would be by 
increasing the solar multiple from the default 1.9 to 
3.2 as shown in figure 9 after which we increase the 
TES to 15hrs which is the lowest point on the 
LCOE/TES curve in figure 16 and 17. This suggests 
that running the plant as a base load configuration. 
Figure 8 shows the monthly energy output which is 
minimal in winter months of June and July.  Figure 9 
shows the annual energy output of the plant and it is 
constant for the analysis period which is 20 years. 
Both the annual energy produced and the total 
installed capacities are higher than that of a plant 
with a lower capacity factor.  But this plant much 
economical. 
The plant LCOE showed no sensitivity to the 
nameplate capacity when the LCOE was simulated 
for between 10 to 100MW of Nameplate capacity. 
This therefore suggests that smaller plants sizes such 
as 10MW could make more economic sense. The 
round trip efficient of the plant is about 13% which is 
very low compared with that of the best photovoltaic 
panels (about 40%). Other issues such as funding is 
dealt with by the Department of Environment 
Request for proposal (RPF) Green funding in South 
Africa [12, 13] 
 
 

 
 
 

CONCLUSION 
 

This study clearly reveals that the molten salt power 
tower type concentrated solar power is a feasible 
technology in the Cape Town area of South Africa 
and the NERSA REFIT scheme is suitable for 
renewable energy projects such as the CSP studied in 
this paper. 
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Abstract:  The purpose of the paper is to describe and discuss the design of a prototype ultra-
capacitor solar panel street light.  The effect of ultra-capacitors as an energy storage device in a solar 
panel street light is evaluated.  The design is designed to evaluate three systems of energy storage 
devices: 1) where a solar panel charges a battery, 2) where a solar panel charges an ultra-capacitor 
bank and 3) where a solar panel charges a battery and ultra-capacitor bank to obtain the most efficient 
energy storage device and evaluate the different devices.  The evaluations show that batteries provide 
a constant supply to the load, while ultra-capacitors charge and discharge with a linear curve.  The 
results show that it is too expensive to replace batteries with ultra-capacitors, but a combination of 
these devices will be a good solution as the ultra-capacitor bank can extend a battery’s life time.   
 
Keywords: Ultra-capacitors, energy management, photovoltaic, programmable logic controller. 
 
 
 

1. INTRODUCTION 
 

Solar panel street lighting was initially used in areas were 
electricity was not available.  Renewable energy (solar 
light) is a good solution to provide electricity to such 
places.  Solar panel street lights can save electricity if 
implemented in streets or parking lots.  
 
For this project, ultra-capacitors were included in a 
prototype solar panel street light as an energy storage 
device to evaluate its energy efficiency and if it could 
contribute to the energy storage of solar panel street 
lights.  The solar panel normally charges batteries in a 
solar panel street light.  These batteries normally have a 
life time of 2 - 3 years, and normally require some 
maintenance [1].  PV systems require batteries with a life 
cycle of about 3 000 cycles [2].  It is therefore crucial to 
investigate and invest in the project to improve the 
current energy storage of solar panel street lights.  Ultra-
capacitors can contribute towards energy storage for solar 
panel streetlights.  Ultra-capacitors has a life time of 1 
000 000 cycles and about 7 – 10 years [1]. 
    
For this project three different energy storage solutions 
were built and evaluated: 1) where the battery is the 
energy storage device, 2) where the ultra-capacitor is the 
energy storage device and 3) where the battery and the 
ultra-capacitors is the energy storage device.  One with a 
battery as energy storage, a second system with an ultra-
capacitor bank as energy storage and the third system was 
a combination of a battery and the ultra-capacitor bank as 
energy storage. The following provides an overview of 
the main components for a solar panel street light: 
 
• Solar panel: Solar panels produce and provide 
electricity by converting the energy coming from the sun 
into electricity.  There are different solar panels available 
and each designed for a purpose.  Suitable solar panels 

must be chosen for specific tasks and factors like bad 
weather conditions must be taken into consideration.    
 
• Control unit: It is the circuitry that controls the solar 
power system.  The purpose of a solar controller is to 
prevent batteries from overcharging and also to prevent 
back flow of current from the batteries to the solar panels.  
Most present controllers also have the advanced of 
preventing the battery to fully discharge.  A solar charge 
controller is found between the solar panels and the 
batteries and must fed the batteries with the needed 
voltage and amperage coming from the solar panels.  A 
Programmable Logic Controller (PLC) can also be used 
and programmed to install all functions above such as a 
solar charge controller.    
  
• Energy storage: Batteries are normally used as energy 
storage devices for solar panel street lights.  The solar 
panel charges the battery and at night the battery will 
discharge to provide energy to the light.  In bad weather 
the batteries must be able to provide energy to the street 
light.  Low-maintenance or maintenance-free batteries are 
used. 
   
In the development super capacitors also known as ultra-
capacitors will be included as an energy storage device.  
A battery’s life time can expand by placing an ultra-
capacitor bank in parallel with the battery or the battery 
can just be replaced by an ultra-capacitor bank.  
Examples where batteries and ultra-capacitors are placed 
in parallel is in Hybrid-electrical Vehicles (HEV) or 
Electrical Vehicles (EV) [3].  Ultra-capacitors are also 
used as primary energy storage in toys, emergency 
devices, cordless tools etc.  If ultra-capacitors can expand 
the life time of a battery or eliminate this problem, less 
maintenance will be required and thus less maintenance 
cost will be required in solar panel street lights. 
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• Load: Different lamps are available for the usage of 
solar street lights’ loads, such as LEDs, Compact 
Fluorescent Lamps, High Intensity Discharge lamps, Low 
Pressure Sodium lamps or Metal Halide lamps.  The most 
suitable and effective light will obviously be used for the 
appropriate and suitable function.    
 

2. MATERIALS AND METHOD 
 
2.1 Materials 
 
A brief overview on the design proposal is given below in 
figure 1 and each component is discussed below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Design proposal of a prototype solar panel 
street light 

 
Solar panels: Mono crystalline solar panels are a bit more 
efficient than poly crystalline solar panels although poly 
crystalline solar panels cheaper are than mono crystalline 
solar panels. 
 
Control unit: The control unit will control the solar power 
system.  The main two and popular control units available 
are Pulse-Width-Modulated (PWM) or Maximum Power 
Point Tracking (MPPT) controllers. 
 
Energy storage: Sealed lead acid batteries and gel 
batteries are currently very popular to use.   It is 
recommended that deep-cycle batteries are used for solar 
electric systems.  To improve the current product, the 
energy storage device will also contain an ultra-capacitor 
bank.  Ultra-capacitors are available in different sizes and 
have different manufactures.  Currently there are not 
ultra-capacitors available in South-Africa and it will be 
ordered from overseas.  A integrate kit will also be 
necessary to integrate the ultra-capacitors with one 
another.  Both of these components will be bought.  A 
comparison between ultra-capacitors and batteries can be 
seen in table 1 [4]. 
 
 
 
 
 
 

 
Table 1: Comparison between ultra-capacitors and 

batteries. 

Ultra-capacitors Batteries 
Low energy High energy 
High power Low power 
Fast charge and 
discharge time 

Long charge and 
discharge time 

Operating temperature: -
40°C to 65°C 

Operating temperature: 
20°C to 60°C 

“Unlimited” cycle life, 1 
000 000 cycles 

Hundreds/thousands 
cycles 

Low equivalent series 
resistance 

Higher internal 
resistance 

Fully discharge Deep-cycle batteries 
50%-80% 

Efficiency: 95%-98% Efficiency: 70% 
 
Lamp: Different lamps are available for the usage of solar 
street lights as mentioned above. 
 
2.2 Method 
 
Figure 2 provides a brief overview on how the design and 
calculations will follow on one another.   
 
 
 
 
 
 
 
 
 

Figure 2: Design method 
 
Load demand: The load will be considered as 6 W 
including all other factors necessary.  Therefore the total 
load demand is given below: 
 
Load demand = 6 W x 10 hours per day = 60 Wh/day 
 
Sizing the battery: The battery’ capacity can be obtained 
by the following calculations by using a nominal battery 
voltage of 12 V: 
 
Load demand x 1.25 (a loss factor) = (x number) Wh/day 
 
The battery capacity (A/h):                                 

                                

(  number) Wh/day x 3 (cloudy and rainy days)
0.8 (20% deep discharging) x 12 (nominal battery voltage)

x  

(1) 
 
It was decided to choose the advanced VRLA 7 A/h 
battery and thus it will let the load burn for about 5 hours.  
Therefore the load demand (6 W) for 5 hours, will be 30 
Wh/day. 

Solar Panel(s) 
x Mono crystalline 
x Poly crystalline 

Control unit 
MPPT or 
PWM 

Energy 
storage 

Batteries 
and/or Ultra-
capacitors 

Lamps 
x Compact Fluorescent 

Light 
x Light Emitted Diode 
x Low Pressure Sodium 

Light 
x Metal Halide Light 

Specify the load 
(Lamp) 

Sizing the battery 
and ultra-capacitors 

Sizing the photovoltaic 
module (solar panel(s) 
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Sizing the ultra-capacitors: Ultra-capacitors usually used 
for solar systems are in the range of 650 F – 3000 F.  
Ultra-capacitors of 1200 F – 3000 F were considered.  As 
ultra-capacitors only have a rated voltage of 2.7 V it is 
needed to place ultra-capacitors in series for a 12 V solar 
panel system in this case.  The number of cells to put in 
series and the total capacitance to be placed in series are 
calculated with equation 2 and 3 respectively. 
 

   max#  series cells = 
r

V
V

                                                  (2) 

 
Where Vmax is the maximum working voltage and Vr is 
the ultra-capacitor’s rated voltage. 
 

       
( ) #  series

cell
total i

CC                                                      (3) 

 

Where Ctotal(i) is the total series capacitance and Ccell the 
capacitance of a cell. 
 
To obtain how long ultra-capacitors will be able to let the 
light shine in secondes, dt, can be evaluated by the 
following formulas: 
 

    ( ) ( )( ) ( )( )

          ( )( ) ( )( )

i
total i avg avg

i i
avg avg

dtC i i R
dV
dti i
dV C

W

 �

 �

                                                                                  

(4) 

or 

 

  x dVitotal

avg

C
dt

i
                                                         (5)                                             

 

Where iavg is the average current, dt the time in seconds 
the ultra-capacitor will operate and dV the voltage drop. 
 
By calculating and evaluating the cost in dollar per 
minute it was obtained that the 3000 F ultra-capacitor will 
be the most cost efficient.  It was decided to order 6 x 
3000 F ultra-capacitors. 
 
Sizing the solar panel: There are many aspects to consider 
when sizing a solar panel, such as: hours of sun per day, 
load demand, solar radiation in the area and the mounting 
angle of the solar panel for optimal solar radiation. 
 
Firstly it is important to obtain the amount of power per 
day that will be demanded from the solar panel by the 
system.  Thus the calculations are as follows: load 
demand (W/h) x 1.3 (energy losses caused by the system) 
= (x2 number) Wh/day (must be provided by the solar 

panels).  The lowest solar radiation in Potchefstroom is 
3.64 kWh/m2/day, which were used for the calculations 
[5]. 
 
Watt-peak rating of the solar panels needed (kWh/day): 

 

2(  number) kWh/day
3.276 (solar panel generation factor)

x                               (6) 

 
The solar panel generation factor is the collection 
efficiency of the solar panels multiplied by the lowest 
monthly solar radiation in a year.  To obtain the amount 
of solar panels needed, are clarified by the following 
formula: Wh/day (watt-peak rating) / (solar panel size of 
choice) = photovoltaic modules.  Therefore only one 30 
W solar panel will be needed. 
 
Sizing the solar regulator / controller: To evaluate the size 
of the solar regulator is as follows: 
 
Determine its charge current: 

 

  30 W (power output of solar panel) 2.5 A
12 V (nominal battery voltage)cC        (7) 

 

Determine its maximum charge current: 

 

 max  x 1.2 (safety factor) 3 Ac cC C                     (8)        

 
Thus, a solar regulator with a maximum charge current of 
3 A must be obtained.  Looking at the prices and the 
features of the regulators, it was decided to obtain the 
Steca Solum 6.6 F solar regulator as it has the most 
features and it is simple to install. 
 
Programmable Logic Controller: A PLC was used for the 
solar system where the battery and the ultra-capacitor 
bank were used as a combination for energy storage.  The 
xLogic SuperRelay (PLC) that was used was 
programmed with xLogic software. The software includes 
logic building blocks to program the device.  The xLogic 
SuperRelay was programmed with the basic function 
blocks AND, OR and NOT.  The PLC let the ultra-
capacitors charge to 12 V and discharges to 6 V as the 
lights turn off at 6 V as ultra-capacitors can be discharged 
to 0 V.  It let the battery charge to 13 V and discharges to 
11 V.  The xLogic SuperRelay let the ultra-capacitor 
bank discharges first and then the battery. 
 
All the components sized above were used in each of the 
three systems except for the PLC was only used as 
described above.   
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3. RESULTS 
 
The tests results shown below were recorded from 24 – 
28 September 2012.   No cloudy or rainy days were 
present and the solar panel was perfectly placed to obtain 
the most solar radiation possible.  It was simulated in 
PVsyst® that a solar panel mounting angle of 28° are 
necessary in Potchefstroom. 
 
3.1 Battery as energy storage 
 
The system containing a battery as energy storage gave a 
constant charging and discharging voltage curve as 
expected.  
 

 
Figure 1: Battery charging voltage curve. 

The battery’s discharging curve is being displayed in the 
figure below.  As can see the battery gave an overall 
constant supply voltage with a slightly decrease in the 
battery’s voltage over time until the battery supply is 
being cut off by the solar regulator to protect the battery 
from deep discharging.  The Steca Solum 6.6 F solar 
regulator is designed to cut a 12 V battery’s voltage off 
between 11.2 V – 11.6 V during discharging.  Thus the 
measurements show that the solar regulator indicated a 
weak battery voltage at about 11.8 V and the light stop 
shining.  The light has shone for 5.5 hours (330 min) as 
indicated on the graph below. 
 

 
Figure 2: Battery discharging voltage curve. 

The battery’s discharging load current was measured 0.45 
A – 0.47 A for the full discharging period.  Therefore it 
also indicates that a battery gives a constant energy 
supply and let the light shine with a slight change in 

brightness throughout the discharging period.  It can be 
seen on the graph and the linear equation that the 
discharging curve of the battery is minimal and has a 
gradient of -0.05.   
  
3.2 An Ultra-capacitor as energy storage 
 
The figures below shows the charging and discharging 
voltage curves of the ultra-capacitor bank used. 
 

 
Figure 3: Measured charging voltage. 

In the graph above it can be seen that the ultra-capacitor 
bank only charge in 50 minutes, which is one of ultra-
capacitor’s greatest advantages.  The charging time for 
ultra-capacitors is much faster than for batteries. 
 

 
Figure 4: Measured discharging voltage. 

When looking at the two figures above it can be seen that 
the charge and discharge curves results into two linear 
curves.  As it is a characteristic of ultra-capacitors that the 
charge and discharge curves is linear, it can be said that 
the ultra-capacitor bank operate normally in the system.  
In the figure above it can be seen that the ultra-capacitor 
bank discharges until about 4 V before the lights switches 
off, but as from 6 V – 4 V the lights intensity are very 
weak.  Thus for efficient lighting the ultra-capacitors 
discharges for about 75 minutes when it reaches 6 V. 
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Figure 5: Measured load current. 

Figure 7 shows that the load current at the beginning of 
the discharging period is 0.5 A as expected with 12 V 
energy and a load demand of 6 W.  As the voltage of the 
ultra-capacitor bank drops, the current increases until 
there is not enough energy left to provide the load with 
and the current drops.  Thus the current drop states the 
fact that the light intensity from 6 V – 4 V are very weak.  
Therefore the lights will be efficient until the ultra-
capacitor bank reaches 6 V.  The highest current the 6 W 
load can demand is 1 A that was reached at 6 V when 
comparing figure 6 and figure 7. 
 
3.3 A battery and an ultra-capacitor bank as energy 
storage 
 
A photo of the prototype battery and ultra-capacitor bank 
solar panel street light is shown in figure 8. In this figure 
the ultra-capacitors, solar panel, battery, PLC and light 
can be seen. A PLC is used to control the system as 
described under heading 2.2, “Method”. 
  

 
 

Figure 8: Solar light with a battery and ultra-capacitor 
bank as energy storage. 

 
The charging and discharging voltage curves of the 
combination system is seen below. 
 

 
Figure 9: Charging voltage curve of a battery and ultra-

capacitor. 

The battery and the ultra-capacitor bank charges at the 
same time until the ultra-capacitor bank is fully charge as 
indicated in the figure above.  After about 50 minutes the 
battery charges alone for another 90 minutes until fully 
charged while the ultra-capacitor bank is fully charge at 
12 V within 50 minutes. 
 

 
Figure 10: Discharging voltage curve of a battery and 

ultra-capacitor. 

The ultra-capacitor bank discharge just above 6 V in 
about 80 minutes and then the PLC switches from the 
ultra-capacitor bank to the battery.  In the switching time 
the light goes off for a split second until relay 4 is opened 
and relay 3 is closed of the PLC for discharging the 
battery until just above 11 V. 
 

 
Figure 11: Load current of the battery and ultra-capacitor 

bank. 

The figure above represents the current drawn from the 
energy storage device by the load.  Again it can be seen 
that if the voltage drop in the ultra-capacitor bank the 
current increases and the battery provides a constant load 

6 W LED Light 

12V PLC 

500 F Ultra-capacitor bank 

12 V/7 A/h battery 

30 W Solar Panel 
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current for the load.  This system let the light shine for 
about 5 hours.  This is because the ultra-capacitor bank 
switches off at 6 V in about 80 minutes and the battery 
are only charge to 13 V and not higher as in the battery 
system as evaluated earlier. 
 
3.4 Economical evaluation 
 
The greatest characteristic of ultra-capacitors is there long 
life time of about 1 000 000 life cycles towards thousands 
of life cycles compared to batteries.  Ultra-capacitors also 
have a life time of 10 years at rated voltage (2.7 V) and 
room temperature (25°C).  Normally batteries are being 
discharge to an 80% charge and therefore PV systems 
required 3 000 life cycles of batteries [2].  The battery 
that was used has a life time of 5 years. 
 
If considering the life cycles of each energy storage 
device discussed above, one ultra-capacitor bank will be 
used when batteries would have been used and replaced 
for several times.  It can be calculated that ultra-
capacitors have (1 000 000 / 3 000) 333.33 life times 
more than required PV batteries.   
 
If only ultra-capacitors are being used for energy storage, 
it would be very expensive.  The ultra-capacitor bank cost 
almost R 7 000 without the import tax payment.  The 
ultra-capacitor bank only let the light shine for about 90 
minutes.  Therefore if looking at figure 12 below it 
indicates what an ultra-capacitor bank will cost to let the 
light shine for only 12 hours (720 min) without 
considering bad weather conditions when back-up power 
is needed for 3-5 days. 
 

 
Figure 12: The cost of ultra-capacitors for 12 hours. 

 
4. CONCLUSION 

 
The evaluations preformed in this paper were done to 
develop and extend solar panel street light technology.  A 
prototype solar panel street light was built, since it was 
too expensive to build a standard size solar panel street 
light.  The aim was to evaluate three systems with three 
different energy storage devices (battery and/or ultra-
capacitors).  The systems include a 30 W solar panel, 12 
V / 7 A/h battery, 500 F ultra-capacitor bank, a solar 
regulator, a PLC and a 6 W LED load.  The first system 
evaluated was the system with the battery as energy 

storage.  As expected it gave a constant energy supply to 
the load for a period of 5.5 hours, as shown in figure 4.  
The second system evaluated was the system with the 6 
ultra-capacitors in series as energy storage.  A total of 6 
ultra-capacitors were used in series to provide the 
required 12 V.  The results obtained shows that the ultra-
capacitors charged to 12 V within 50 minutes and for 
efficiency lighting it discharged in about 70 - 80 minutes. 
 
It is shown that the cost of replacing batteries with ultra-
capacitors is very high.  Although ultra-capacitors have a 
very long life time of about 1 000 000 life cycles the 
initial cost to install such a system will be unrealistic 
when considering it for a standard solar panel street light.  
When a standard solar panel street light must be 
implemented it is very important to include backup 
energy for rainy and cloudy days and thus such a 
system’s funds would be even more.  
  
When considering the third system (battery and ultra-
capacitor bank combination), it can be seen that the life 
time of the battery can be extended by including ultra-
capacitors.  As ultra-capacitors have about 333.33 life 
time more than batteries, it will cost R 37 666.25 to 
replace the batteries for the life time of the ultra-
capacitors.  Therefore ultra-capacitors can be used 
together with batteries and ultra-capacitors can provide a 
solar panel street light’s load for the first half or quarter 
of a night.  If the ultra-capacitor discharging time 
represented a half or quarter night time it would just let 
the battery discharge to about 96% or 92% charge 
respectively (less than 10% discharge), but the battery 
can be used when bad weather conditions is present and a 
long discharging time is needed. 
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Abstract: Electrostatic precipitators (ESP) are, used in coal-fired power plants for the 
removal of particulate emissions. Fly ash resistivity is a primary parameter in the collection 
of particulate emissions. ESP systems operating with high or low resistivity ash find it 
difficult to effectively and efficiently collect fly ash, as high resistivity ash results in back-
corona discharge, whilst low resistivity results in particle re-entrainment into the flue gas 
stream. The purpose of this paper is to investigate and obtain a fly ash resistivity profile for 
existing power plants in South Africa. Ash samples obtained from power plants are, tested 
making use of an, ash resistivity test oven in accordance with IEEE standard 548-1984. This 
paper discusses the preliminary experimental results, to determine the resistivity profile in 
which power plant ESP's are operating. The electrical efficiency of the ESP system is, 
evaluated based on the obtained resistivity profiles. 
 
Keywords: Electrostatic precipitator, fly ash, resistivity, back-corona, re-entrainment 

 
1. INTRODUCTION 

 
South Africa generates majority of its electricity 
supply by mean of fossil fuel power stations. The 
burning of coal has a negative impact on the 
environment as the gases exhausted from the boiler 
contain chemical substances, which are harmful to 
the environment [2, 3]. This is, mainly due to the 
low-grade quality coal that is, used during 
combustion. South African power plants, burn low-
grade coal, with high ash content that ranges between 
28 and 42%.The grade of coal is, determined by the 
quantity of the combustible (volatile) and non-
combustible (ash) matter and sulphur content 
contained in the coal, i.e. coal of calorific value 
averaging at 14MJ/kg and 38.3% ash content is, 
deemed as a low-grade coal [1]. Ash is the non-
combustible material present in coal and thus a bi-
product during the combustion process. This bi-
product exists in two forms, coarse and fly ash. 
Coarse ash is easily collected in the boiler, whilst, fly 
ash is, collected by means of electrostatic 
precipitators or fabric filter bags. The collection of 
fly ash or particulate emissions minimises air 
pollution from industrial processes.  
 
Particulate emissions limit are set at 75mg/Nm3, 
monitored continuous (hourly). A chief air pollution 
control officer (CAPCO) is, appointed by the 
department of environmental affairs to ensure that 
operating plants are, in compliance with legislation. 

Failure to operate within the set limits is a taken as 
non-compliance and results in penalties and the 
regulator may withdraw the plants operating licence. 
Thus, in cases where plants exceed the set emissions 
limit, they are required to reduce production in order 
to reduce emissions levels to acceptable set 
standards. The department is in the process to, 
further reduce this limit to a stringent 50mg/Nm3 by 
the year 2020 and with existing plants struggling to 
achieve the, current 75mg/Nm3 limit [3, 6]. Thus, 
particulate emission has become a major problem 
that needs to be, addressed by industry in order to 
operate within the means of the law. Optimizing the 
operating and collection efficiency of particulate 
collection systems has become a necessity.  
 
Power plants mainly use Electrostatic precipitators 
(ESP’s) or Fabric Filter plants/ Bags (FFP’s) to 
collect and reduce particulate dust emissions. It has 
been, found that these systems can achieve collection 
efficiencies up to 99% under ideal operating 
conditions [4, 5]. This paper focuses on ESP's 
installed in coal-fired power plants and profiling fly 
ash resistivity for different power plants. The 
resistivity profile is, used to evaluate the influence of 
different resistivity's on the ESP operating 
parameters. 
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Figure 1: Flue gas filtration in coiler combustion 
process [11] 

 
Figure 1, demonstrates the application of an ESP. 
Flue gas filtration is achieved means of electrical 
forces. The system is, made up of a discharge 
electrode and two collector plates/ electrodes on 
either side of the discharge electrode forming 
horizontal ducts. 
 
The discharge electrode connected to a high voltage 
DC supply in order to produce the corona discharge 
needed for ionization. The ionization excites the 
electron in the inter-electrode vicinity resulting in 
electron collisions cause an electron avalanche. The 
electrons, attach themselves to the suspended dust 
particle in the flue gas stream. The dust particles 
subsequently attain a negative charge and thus 
repelled by the electric field toward the collecting 
plate. The collected dust burden retained in the 
collector plate until a rapping process dislodges it 
into ash hoppers. The rapping process is a periodic 
hammering system, knocking off the collected ash 
from the collector plate and collected for disposal[4, 
5].  
 
2. MATERIALS AND METHOD 
The methodology and materials used in obtained the 
presented results are, discussed in this section. 
 

2.1 Ash resistivity profiling 
 

Ash resistivity is a primary parameter in the effective 
collection of fly ash. It is dependent on a wide range 
of factors, such as coal quality and the combustions 
process. These factors determine the chemical 
composition of the produced ash. 
 
ESP’s have been design to operate at an optimum 
resistivity of at 1x108 to 1x1011 Ω-cm [4 and 5] for 
effective ESP performance (fly ash particles are 
charged and collected with high efficiency). Thus, 
any resistivity outside this range results in ineffective 

ESP collection, as the ash may fall in the range of 
low or high resistivity. Particle collection requires 
the particles to be, charged and retain the charge long 
enough in order to be, repelled by the electric field 
established in the inter-electrode spacing for 
collection. 
 
Low resistivity ash, below 1x108 Ω-cm, is difficult to 
precipitate and collect. The reduced resistivity has 
been, found to be mainly due to the presence of 
metallic particles and un-burnt carbon in ash. The 
effect of low resistivity ash during precipitation is 
that, it easily attains a charge during the ionization 
process but tends to; rapidly lose the charge before 
collection. The charged particles need to retain a 
charge long enough to migrate to the collector plate 
and the loss of charge results particle re-entrainment. 
Particle re-entrainment occurs when particles re-enter 
the flue gas stream and are not collected, exiting into 
the atmosphere. Similar problem exists for high 
resistivity ash, as particles do not easily attain a 
charge and thus cannot be, collected. The problem of 
high resistivity was, solved with flue gas treatment to 
reduce the resistivity; the most effective and 
commonly used flue treatment is SO3 injection into 
the flue gas stream. 
 
The Southern research institute [7 - 9] was at the 
forefront in conducting research on the measuring of 
ash resistivity. IEEE Standard 548-1984 was, 
published as a guideline on conducting ash resistivity 
measurements on ash in controlled laboratory 
environment. Laboratory testing is, conducted making 
use of an, ash resistivity test oven. Prior to testing, the 
ash sample must be analysed for elemental 
composition, particle size distribution, and particle 
density. 
 
 The ash resistivity oven is, constructed such that it 
operates in conditions similar to those in fully, 
operational ESP plants. The oven parameter inputs 
are moisture, nitrogen, oxygen, and temperature 
conditions in which the ash is, exposed too during 
normal operating conditions. 
 
Figure 2and 3shows the experimental set-up that is, 
applied in conducting ash resistivity measurements 
with connected gas cylinders to be, adjusted to model 
the operating conditions or parameters. 
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Figure 2: Fly ash resistivity, test set-up apparatus [10] 
 

 
Figure3: Resistivity test oven, test electrode 
arrangement [7] 
 

The measurements are, taken for descending 
temperatures, decrements of 30 0C from 215 0C to 95 
0C.Current measurements are, taken at every 
temperature set point for an applied voltage. An 
alternative test procedure with incrementing 
temperature is as follows [7 - 9]: 
 
• The collected sample is, firstly sieved making use 

of a 180-µm sieve. 
• The resistivity-measuring cell is, firstly weighed 

without the ash sample. 
• The sieved samples are, packed into the resistivity 

measurement cell and weighed. 
• Care is, taken to insure that the sample is evenly 

,distributed throughout the measurement cell. 
• The resistivity, measuring cell with the ash sample 

is, placed inside the temperature-controlled 
chamber. 

• The voltage lead and the electrometer are, 
connected to the measuring cell; a thermocouple 
is, connected to the measuring cell.  

• Place the disc electrode on surface of the dust 
sample 

• Set the temperature of the chamber to a 
temperature 215 0C, the setup is, left to run 
overnight.  

• A nitrogen flow is, introduced during the heating 
up process, overnight. 

• The other gases, CO2, O2, and moisture are, 
introduced into the chamber and allowed to reach 
equilibrium over a period of 2 hours.  

• Without the voltage supply connected, leakage or 
induced current is, measured from the different 
cells and recorded.  

• This leakage current is due to residual charge that 
is, obtained and retain by the ash elements in the 
heating process. 

• A voltage supply is, introduced to each cell for a 
period of 60 seconds and 12 current 
measurements are, recorded. 

• The recorded currents are, averaged out, to get a 
fair representation of the actual current that flows 
through the sample. 

• This procedure is, repeated with every 
temperature decrement. 

• The resistivity is determined by solving for 
equation 2; knowing the test electrode's 
dimensions and dust layer thickness, with the 
recorded current and voltage values. 

Resistivity is, defined by the following formulation: 

ோߩ =
ܣ.ܴ
݈ 																																																														(1) 

Whereby, the ash resistivity (ߩோ) in ohm-cm is 
expressed as a function of the resistance	(ܴ), obtained 
by making use of Ohm’s law (ܴ = 

 ), A being the 
area of the collector plate/ disc and the dust layer 
thickness (݈).Substituting ohm’s law, gives the 
following expression that can used to determine the 
ash resistivity: 

ோߩ = 	
ܣ.ܸ∆
݅ . ݈ 																																																										(2) 

The obtained resistivity results are, plotted as a 
function of the different temperature set points. An, 
additional test is conducted whereby for a fixed 
temperature, the voltage is incremented until spark 
over occurs, whilst taking current measurements with 
every voltage increment. The voltage reading 
recorded before spark over occurs, is, taken as the 
electrical breakdown voltage of the dust layer, and is 
used in determining the resistivity as a function of 
varying electric field. 
 

2.2 High resistivity effects on ESP's 
 

The collected ash, during precipitation accumulates 
on the grounded collector plate. When, the dust layer 
builds up on the ESP collector plate, the resistivity 
also increases. The potential difference between the 
discharge electrode and collector plate builds up due 
to the increased resistivity, as leakage current is 
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restricted from flowing to ground. This restriction 
results in collected charged particle not being able to 
dissipate their charge through the collector plate and 
thus leading to a charge build-up on the dust layer. 
The build-up of positive surface charge increases to 
the point of electrical breakdown, resulting in back-
corona. Back-corona is an abnormal gaseous 
discharge that occurs at the collector electrode and 
takes place in the presence of corona discharge. The 
back-corona discharge occurs when the electric field 
across the dielectric layer is higher than its 
breakdown strength [12]. Equation 3, describes the 
positive electric field that is, created due to charge 
build-up and acts to reduce the overall negative 
electric field established by the discharge electrode. 

ܧ =  					(3)																																																	ߩ݆
This phenomenon is undesired, as the positive corona 
discharge also results in the collected dust particles 
being, dislodged. The dislodged particles are, re-
entrained into the flue gas stream. Thus, reduces the 
collection efficiency of the system. 
 

3. RESULTS 
In this section, preliminary laboratory experimental 
results obtained from two power plants presented, and 
discussed.  

Ash elementary analysis is, conducted on the ash 
samples. Table 1 lists the elemental composition of 
the fly ash samples. The elemental composition of the 
ash is not, used in the determination of the resistivity, 
though it is given that the composition influences the 
resistivity. No model accurate model is available that 
correlates the elementary composition to the 
resistivity for South African coal and ash. The 
samples have small percentage deviations in their 
elemental composition.  

Table 1: Fly ash elemental composition 

% Elemental 
Composition 

Sample A  Sample B 

Silicon (SiO2) 53.4 54.8 
Aluminium  (Al2O3) 27.5 25.4 
Iron (Fe2O3) 3.6 3.8 
Titanium (TiO2) 1.5 1.4 
Phosphorous (P2O5) 0.28 0.44 
Calcium (CaO) 6.5 7.4 
Magnesium (MgO) 1.3 1.5 
Sodium (Na2O) 0.3 0.2 
Potassium (K2O) 0.8 1.1 
Sulphur (SO3) 2.6 0.5 
 

Test preparations involve the weighing of the ash 
samples in order to determine the packing density of 
each cell. Ash samples have different particle size 
distributions, which influence their respective 
packing densities. Table 2, represents the masses 
obtained for samples A and B. The packing densities 
of the two samples vary slightly, and this is mainly 
due to the variation in particle size distribution of the 
samples. 

Table 2: Test cell dimensions and mass measurements 

Sample A 

Cell 
# 

Dia. 
(mm) 

Dish 
mass 
(g) 

Dish + 
dust 

mass (g) 

Dust 
mass 
(g) 

Packing 
density 
(g/cm3) 

1 76.2 99.3 
 

121.1 
 

21.80 
 

0.99 
2 70 116.7 135.8 19.10 1.03 
3 70 118.8 135.8 17.00 0.89 
4 70 115.9 135.2 19.30 0.99 

Average 19.30 0.98 
Sample B 

Cell 
# Dia. 

Dish 
mass 

Dish + dust 
mass 

Dust 
mass 
(g) 

Packing 
density 
(g/cm3) mm (g) (g)  

1 76.2 99.4 111.7 12.30 0.56 
2 70 116.9 135.4 18.50 1.00 
3 70 118.9 139.6 20.70 1.09 
4 70 116.0 122.0 18 0.93 

Average 19.07 1.00 
The test oven has been set-up with gas flow inputs 
and the oven gas composition is determined from 
plant operating conditions. Table 3, list the gas 
composition and flow set-up for the test oven as 
determined from plant operating conditions. The gas 
pressures are, regulated at 400 kPa for the duration of 
the test. 

Table 3: Gas flows used during testing 

Gas Flow (ml/min) 
Nitrogen (N2) 8.7 
Carbon dioxide (CO2) 13.8 
Oxygen (O2) 4.6 

 

The gas flow and temperature conditions were, 
allowed to settle for a period of 24 hours before 
testing could commence. The obtained results for 
both samples are as follows. 

3.1 Resistivity profile at 2KV, sample A 

The results show the average resistivity of the four 
test cells tested at 2 kV voltage supply. Figure 4, 
graphically illustrates the resistivity profile of sample 
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A. It is, noted that at 0% moisture the resistivity is 
high, whereas with 7% moisture, the resistivity is 
decreased. Moisture provides a surface conduction 
path for current to flow through, hence the reduction 
in the sample's resistivity. The lowest resistivity 
observed at 95 0C but at 1.28 e12 this is, deemed as 
high resistivity ash. South African power plant ESP's 
operates in temperature region of 115 0C to 150 0C, 
and based on the results, the resistivity is high at this 
range of temperatures for sample A. 
 

 
Figure 4: Resistivity profile at 0% and 7% moisture  
 
Table 4, lists the calculated resistivity results as 
obtained for sample A. The reduction in resistivity 
when moisture is, introduced into the test oven is 
most significant at low temperatures and this may be 
caused by condensation in the system allowing more 
current to flow through the sample. 
 
Table 4: Sample-A experimental results 
Oven 
Temp. (0C) 95 125 155 185 215 
Sample A 

0% 
H2O 

I 
(A) 2.01e-10 2.85e-10 5.17e-10 1.69e-9 5.31e-9 

 1.03e 14 7.31e13 4.09e13 1.24e13 3.96e12 ࡾ࣋

7% 
H2O 

I 
(A) 1.62e-8 2.82e-9 3.63e-9 8.59e-9 1.66e-9 

 1.28e12 7.34e12 5.69e12 2.41e12 1.24e12 ࡾ࣋
 ோߩ%
Reduction 98.76 89.97 86.09 80.51 68.67 
 

3.2 Resistivity profile at 2KV, sample B 

Sample B's resistivity has a similar profile to that of 
sample A, for 0% and 7% moisture. At 0% Moisture 
and low temperature the resistivity is at its highest, 
whereas, with 7% moisture and low temperature is at 
its lowest and within the stipulated ESP operating 
range. This highlights the importance of moisture in 
an ESP system, for the reduction of the ash resistivity 
 

 
Figure 5: Sample B, resistivity profile at 0% and 7% 
moisture  
 
The calculated experimental results for sample B 
presented in table 5. The results exhibit a similar 
pattern to those obtained for sample A, with the 
highest resistivity reduction observed at lower 
temperatures.  
 
Table 5: Sample B experimental results 
Oven 
Temp. (0C) 95 125 155 185 215 
Sample B 

0% 
H2O 

I 
(A) 1.06e-6 1.33e-8 1.21e-8 2.22e-8 5.65e-8 

 9.31e13 6.26e13 2.26e13 5.75e12 1.38e12 ࡾ࣋

7% 
H2O 

I 
(A) 4.87e-6 3.21e-8 1.87e-8 3.07e-8 7.55e-8 

 5.06e10 1.50e12 1.63e12 8.97e11 3.48e11 ࡾ࣋
 ோߩ%
Reduction 99.95 97.60 92.76 84.40 74.71 

 
3.3 Sample result comparison 
 

The samples had a similar elementary percentage 
composition. Thus, are, expected to exhibit similar 
resistivity profiles. Figure 6, illustrates the difference 
in resistivity profiles for both ash samples. 
 
Sample A has a lower resistivity profile for 0% 
moisture at higher temperature as compared to that of 
sample B. However, sample B appears to have a 
lower resistivity profile when moisture is, introduced 
into the gas stream. The introduction of moisture, acts 
to coat the surface of the ash particles and thus 
reducing the resistivity of the ash samples. The 
reduction in resistivity means that, in ESP's more 
ionic current flows and improves the retention of the 
collected ash. However, the attained resistivity at 7% 
moisture can, be classified as high resistivity. 
 

1.0E+11

1.0E+12

1.0E+13

1.0E+14

1.0E+15

65 95 125 155 185 215 245

R
es

is
tiv

ity
  (
Ω

.c
m

)

Temperature  (°C)

Resistivity for 0% and 7 moisture

0%
7%

1.0E+09

1.0E+10

1.0E+11

1.0E+12

1.0E+13

1.0E+14

1.0E+15

65 95 125 155 185 215 245

R
es

is
tiv

ity
  (
Ω

.c
m

)

Temperature  (°C)

Resistivity at 0% and 7% moisture

0%

7.0%

Proceedings of SAUPEC 2013

268



 
Figure 6: Sample A and B resistivity profiles 
 
The desired resistivity range for efficient ESP 
operation/ collection has been determined to be 1x108 
to 1x1011 Ω-cm [4 and 5]. The above, obtained results 
indicate that South African power plants operate with 
high ash resistivity, when the ash has only been 
conditioned by moisture. The desired resistivity is 
achieved at low temperatures, but ESP's operate at 
temperatures averaging at 110 0C to 150 0C. 
 

4. CONCLUSION 
The preliminary results of samples A and B, indicates 
that South African ash has high resistivity for 
moisture conditioning. The desired resistivity range 
for efficient ESP operation is 1x108 to 1x1011 Ω-cm. 
The desired resistivity is achieved at low 
temperatures, but ESP's operate at temperatures 
averaging at 110 0C to 150 0C. The high resistivity 
results indicate that the ESP's for both sample are 
operating under back-corona effects. Thus, difficult to 
achieve the set emissions limit of 75 mg/Nm3 due to 
particle re-entrainment resulting from, the high 
resistivity. 
 
Further studies will be, conducted, making use of SO3 
treatment. SO3 treatment will be, investigated to 
quantify the reduction in resistivity. The resistivity at 
125 0C and 155 0C must be, reduced below 1e11Ω.cm 
for efficient precipitator collection. 
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Abstract: This paper presents a comparative study on the operation and performance of Low 
Temperature (LT) Proton Exchange Membrane (PEM) and High Temperature (HT) PEM fuel cells. 
The differences in the chemical compositions of the fuel cell components and operational 
requirements are presented. The dependence on temperature and the resulting change in performance 
are experimentally analysed and the captured performance curves are presented and discussed for the 
purpose of practical implementation.   
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1. INTRODUCTION 
 

Fuel cells are electrochemical energy converters that can 
directly generate electrical power by converting the 
potential chemical energy in the reactant gasses to DC 
voltage and current. A number of different types of fuel 
cells have been developed, each utilising a unique 
material or chemical solution as the electrolyte to 
facilitate the internal chemical reactions [1]. These 
include the Direct Methanol fuel cell, Alkaline fuel cell, 
Solid Oxide fuel cell, Molten Carbonate fuel cell, 
Phosphoric acid fuel cell and the Proton Exchange 
Membrane fuel cell. 
 
The PEM fuel cell has been developed up to the point 
where commercial systems are available, and are mainly 
used in the small scale backup power supply and 
automotive markets. These systems have a high power 
density, efficiency and relatively quick start-up times [1]. 
The main focus of research, to further commercialization, 
has been cost reduction, reliability and improvements in 
material performance. Most PEM fuel cells make use of a 
Nafion membrane that must be humidified to ensure 
proton conductivity. These cells typically operate in a 
temperature range between 60°C and 80°C. As a result 
the water flow in the gas channels is considered to be in a 
two-phase state, meaning both liquid and vapour phase. 
The low operating temperature and the humidification 
requirement gives rise to water management issues within 
the fuel cell assembly.  
 
In order to improve performance and mitigate the water 
management issues, PEM fuel cells have been developed 
that operate at higher temperatures. These HT PEM fuel 
cells require different materials to withstand the operating 
conditions. The most viable membrane material 
developed up to date is polybenzimidazole (PBI) [2]. To 
enable proton conduction, the membrane must be doped 
with phosphoric acid.  The typical operating temperatures 
of HT PEM systems range between 120°C and 180°C. At 
these temperatures the acid becomes immobile and the 

water generated can be assumed to be in vapour phase 
only [3].  
 
This paper presents a study on both LT PEM and HT 
PEM fuel cells. The differences in the assembly of the 
two types of PEM fuel cell systems are discussed and the 
problems with each are highlighted. In particular, the 
dependence on temperature and resulting change in 
output power is experimentally investigated. It is shown 
that the liquid water present in the LT PEM fuel cell 
causes a drop in performance and the mechanisms 
involved are discussed. 
 

2. PEM FUEL CELL OPERATION 
 

The PEM fuel cell uses a solid polymer as the electrolyte 
that allows protons to flow while blocking the electrons, 
forcing them to flow through the external circuit as 
shown in Fig. 1. For normal PEM fuel cells the Nafion 
based membranes must be humidified to enable proton 
conduction. This is achieved either by direct liquid 
hydration or by humidification of the gas streams [4], [5].  
 

 
 

Figure 1: Schematic of the PEM fuel cell reaction. 
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High purity hydrogen is utilized as the primary fuel and is 
fed into the anode side of the fuel cell. The introduction 
of impurities such as CO or sulphides can cause 
poisoning of the catalyst and a drop in performance. 
Oxygen must be fed into the cathode side of the fuel cell 
and can be in a pure form as in Hydrogen/Oxygen fuel 
cells or in a normal air mixture in Hydrogen/Air fuel 
cells. The latter, requires an increased amount of catalyst 
in the cathode side as well as an increased flow rate in 
order to maintain the same performance as in the pure 
Oxygen counterpart as the partial pressure of Oxygen is 
now reduced. 

 
A schematic of the physical structure of the fuel cell 
assembly is presented in Fig. 2. The membrane electrode 
assembly consists of the polymer membrane situated 
between the catalyst layers. The catalyst layers consist of 
a carbon support with finely dispersed platinum particles 
[1]. This doping mechanism increases the effective 
surface area of the platinum resulting in an increase in 
chemical reactivity during the fuel cell reaction. The 
catalyst layers are fabricated onto the gas diffusion layers 
(GDL), these layers are typically manufactured from a 
carbon cloth or a carbon fibre matrix. The GDL must be 
electrically conductive and allow the reactant gasses to 
diffuse to the catalyst layers.  
 

 
Figure 2: Schematic of the PEM fuel cell assembly. 

 
The complete Membrane Electrode Assembly (MEA) is 
clamped between the two graphite bipolar plates that act 
as the current collectors. Etched into the plates are the 
flow fields that allow the reactant gasses to flow across 
the surface area of the diffusion layers. Many different 
types of flow field patterns have been developed in order 
to increase electrical conductivity and gas diffusion 
surface area while trying to minimise water droplet 
formation.  
 

3. EXPERIMENTAL SETUP 
 
In order to demonstrate the performance of both a PEM 
and HT PEM fuel cell, two assemblies were constructed 
for testing purposes.  
 
 
 

3.1 LT PEM fuel cell assembly 
 
The LT PEM fuel cell MEA consisted of a Nafion 112 
membrane with a carbon/platinum catalyst. The surface 
area of the MEA was 25cm2 and was compressed 
between two graphite bipolar plates with parallel flow 
fields. A photograph of the bipolar plates with the flow 
fields is presented in Fig. 3. The cell assembly was heated 
with cartridge heaters situated in the end plates. The 
heaters were controlled with a dedicated temperature 
controller between 70°C and 80°C with a deviation less 
than 0.5°C from the chosen set point.  
 
During operation, the cell was fed with compressed air on 
the cathode side and research grade hydrogen on the 
anode side. Testing was conducted on a Scribner 
associates test bench. The humidifiers were heated to 
specific temperatures to avoid or accelerate flooding of 
the cell. The gas transfer lines were heated to a set 
temperature of 80°C. 
 
3.2 HT PEM fuel cell assembly 
 
The HT PEM fuel cell assembly consisted of a 
phosphoric acid doped PBI membrane with a 
carbon/platinum catalyst. The surface area of the cell was 
45cm2 and was compressed between two graphite bipolar 
plates with quad serpentine flow fields. The bipolar plate 
utilized is presented in Fig. 4. The cell assembly was 
heated using two cartridge heaters in the end plates using 
a dedicated temperature control system. The temperature 
was varied between 140°C and 180°C during operation. 
 
The humidifiers were bypassed during operation as the 
membrane does not require additional humidification to 
enable proton conduction. The gas transfer lines were 
heated to 85°C during operation. 
 

 
 

Figure 3: Graphite bipolar plate with parallel flow fields. 
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Figure 4: Graphite bipolar plates with quad serpentine 
flow fields. 

 
4. RESULTS AND DISCUSSION 

 
The performance of a fuel cell can be characterised by a 
polarization curve. A typical curve and the associated loss 
regions are shown in Fig. 5. In order to start the reaction, 
a finite amount of energy is required and results in the 
initial voltage drop, known as the activation loss. The 
linear voltage loss results from the internal resistance of 
the membrane and other cell components. The final loss 
mechanism is known as the mass transport loss or the 
concentration loss and results from the limitation on the 
transportation of gas to the reaction sites at high cell 
currents. 
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Figure 5: Polarization curve and associated loss regions. 

 
The results captured demonstrate the dependence on 
temperature and the resulting change in output power for 
the PEM and HT PEM fuel cells. The 25cm2 PEM fuel 
cell assembly was fed with hydrogen and air at constant 
flow rates. The load current was varied and the 
corresponding output voltage captured to generate the 
polarization curves. Fig. 6 presents the curves for the 
PEM fuel cell at 75°C and 80°C. The activation, linear 
ohmic and concentration regions are clearly visible in the 
plot. The drop in performance for only a 5°C change in 
temperature is substantial. 
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Figure 6: Polarization curves of a PEMFC at different 

operating temperatures. 
 

The 45cm2 HT PEMFC was tested across a temperature 
range of 140°C to 180°C. An increase in temperature 
results in an increased power output as shown in Fig. 7. 
The ability of this type of fuel cell to run at higher 
operating temperatures creates a number of advantages 
that can be utilised in a complete power supply system. 
This includes operating with hydrogen generated from a 
reformer without the need of a CO scrubbing phase as the 
HT PEM cell has a greater tolerance for CO in the gas 
stream. The other operational advantage is the use of the 
fuel cell in the combined heat and power (CHP) system. 
These systems not only use the output power of the fuel 
cell but also make use of the heat generated to assist with 
the heating functions in a residential or commercial 
environment [6]-[8]. 
 

0 100 200 300 400 500 600

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

Current density (mA/cm2)

Ce
ll 

vo
lta

ge
 (V

)

Constant flow rate A:300sccm/C:900sccm

 

 

140C
150C
160C
170C
180C

 
Figure 7: Polarization curves of a HT PEMFC at different 

operating temperatures. 
 
As stated previously, the major disadvantage of running 
the PEM fuel cell below 100°C is the presence of liquid 
water in the gas streams. The liquid water penetrates the 
gas diffusion layer and restricts the flow of reactants to 
the catalyst sites and results in a drop in output power. 
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This fault mechanism is known as flooding [4]. Many 
factors contribute to the flooding mechanism. One of 
major concerns is the design of the flow field pattern. The 
proper design of these flow fields has been a major point 
of research and has resulted in many computational fluid 
dynamics (CFD) analyses and resulting models [5]. The 
most standard flow pattern is the parallel flow field and 
contributes to the flooding mechanism. The PEM cell 
assembly tested utilised normal parallel flow fields and 
the resulting flooding that occurs during operation was 
captured. 
 
Fig. 8 presents the output current density of the cell for a 
constant voltage of 0.55V over a period of 300 seconds. 
The output current decreases at almost a linear rate during 
the first 150 seconds as flooding takes place in the gas 
diffusion layer. Water droplets form inside the flow fields 
and block the flow of the reactant gasses. Once the 
droplet reaches sufficient size and weight the gas pressure 
might dislodge it and force it out of the flow field. This 
results in a sudden increase in output current density as 
the fuel cell recovers. The captured results for this 
phenomenon are clearly visible in the magnified results 
of Fig. 9. The parallel flow fields utilized in this test were 
particularly susceptible to water droplets blocking gas 
flow and effectively causing part of the MEA to become 
inactive. 
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Figure 8: Current density captured during constant 

voltage test. 
 

The flooding mechanism is accelerated during extreme 
humidification of the gas streams. Many of the current 
fuel cell systems make use of online gas humidifiers that 
are controlled by varying the temperature. For flooding to 
occur, the humidifier must be run at a temperature higher 
than the cell temperature, while drying will take place if 
the humidifier temperature is lower than that of the cell. 
During operation of the cell, the internal generation of 
water on the cathode side is greater at higher current 
densities. Running the humidifiers at a single temperature 
set point for different cell current densities will thus result 
in flooding if the internal water management of the cell is 
not properly managed.  
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Figure 9: Current density captured during constant 

voltage test, magnified at recovery. 
 
Because the HT PEM fuel cell operates at elevated 
temperatures, the discussed water management problems 
associated with the normal PEM fuel cells are not 
present. There are however other factors that increase the 
operational complexity of these systems. The increased 
operating temperatures accelerate the degradation 
mechanisms associated with the carbon/catalyst layers. 
The system also requires a longer time to reach operating 
temperature during start-up and to cool down during shut 
down.   
 

5. CONCLUSION 
 
This paper presents the differences in performance for 
variation in temperature for PEM and HT PEM fuel cells. 
The differences in the assembly of the two types of cells 
are presented and discussed. In particular, the major 
problem in the operation of the normal PEM fuel cells, 
known as flooding, is discussed and the experimental 
drop in electrical performance is presented. The reduction 
in output current density due to electrode flooding and 
water droplet formation and recovery is clearly visible in 
the obtained experimental plots. The design of the flow 
pattern of the flow field and the role it plays in the 
flooding mechanism is discussed. 
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Abstract: Solar homes have become a popular technique in rural electrification in South Africa. Given 
the stochastic nature of solar availability, these solar homes are only effective during days of high solar 
irradiation. This paper explores the possibility of adding a low current capacity grid connection to solar 
PV system, as a Hybrid Renewable Energy System (HRES), in a single household system (SHS) 
application using probabilistic methods. The method used is an extension of the optimization model, 
presented in a 2009 report to analyse the performance of a Hybrid Wind Solar Power System (HWSPS). 
It is extended to assess the effect of the grid connection addition on the reliability and sizing of the solar 
PV system. A model for grid connection, based on its capacity and failure rate, and an on/off based 
charge control algorithm was added to the existing model and the system simulation process established 
for Monte Carlo Simulations using MATLAB® program. A reliability study simulation is carried out 
using the Adequacy Confidence index (ACI), a reliability index used in the model. The effect of several 
variations in the HRES components was tested in several simulations. Using a desired level of reliability 
(i.e. specified ACI), the system was optimally sized for different battery sizes and cost added to produce 
financial optimization results.    
  
Keywords: hybrid renewable energy systems; system sizing; reliability; weak grid connection  
 
 
 
 

1. INTRODUCTION 
 

South Africa has an abundant supply of sunshine hence the 
increased proposals to use solar PV as energy source in 
rural electrification and other applications such as solar 
homes. In the Eastern Cape, for instance, 7300 solar homes 
have been installed by KwaZulu Energy Services (KES), a 
subsidiary of French Power utility EDF, with each 
household system having between 55 – 65 Wpeak 
capacities [1].   
However, this source is weather dependent and varies in 
availability whereas the load demand varies according to 
the demands of the customer. Most of the country is grid– 
connected through Eskom’s electrification activities and 
the choice between use of PV or grid depends on factors 
such as location and classification type of customer [2]. 
There is room for development and use of both solar and 
grid connection in a hybrid system. Although the 
conventional grid connection to rural areas is a very 
expensive venture, a small grid connection may be added 
to the renewable energy (RE) system to compensate for the 
unavailability of solar resource. In this report, we explore 
an approach to answering the questions: “How small a grid 
connection can be added to a solar system to achieve a 
desired level of reliability cost effectively and is it a 
worthwhile venture?”  
Extensive study and research has been carried out to assess 
Hybrid Renewable Energy Systems (HRESs) in regards to 
their performance and optimization. Many models and 
approaches based on the basic power model have been 
presented to assess HRES performance based upon 
specific design situations or scenarios [3] [4] [5] [6]. 

A more general model of HRES was proposed to which an 
approach was taken with the inclusion of uncertainty, to 
investigate the adequacy and reliability of a Hybrid 
Solar/Wind Power System (HSWPS). This model was also 
used to optimally size the solar PV and wind components, 
as well as the battery sizing requirements to supply the load 
with required confidence. This general model can be used 
and extended to include HRES assessment for a variety of 
combinations of intermittent (e.g. renewable), 
dispatchable (e.g. diesel generators) or grid sources of 
supply of energy [7]. 
 
2. GENERAL MODEL OF POWER SYSTEM WITH 

RENEWABLE ENERGY 
 
In [7], a general model was proposed to analyse the 
performance of various configurations of HRESs. The 
schematic diagram of a general power system, shown in 
Figure 1, is used in the model. The model unifies a wide 
variety of combinations of different power sources – 
intermittent (i.e. renewable energy sources e.g. solar, 
wind), dispatchable (i.e. diesel generators) and grid supply. 
It allows for the variation in the load and can also be 
refined to include losses in the battery, which is not 
perfectly efficient. The model can be applied to very 
simple installations such as single households and be 
extended to include many sources, each of different 
characteristics and reliability. The model allows 
comparisons to be made for a consistent level of adequacy 
and reliability of the total supply, and with appropriate 
confidence in the model, giving greater meaning to the 
financial optimization of the combinations. This model 
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adds onto the basic power system by taking into account 
the variation of the load and modelling its uncertainty [7].   
 

 
Figure 1: Schematic diagram of General Power System 

This general model is used in this paper to investigate the 
possibility of adding a small grid connection to a solar 
PV/Battery system in regards to system reliability and 
optimization. 
 

3. SYSTEM DESCRIPTION 
 
The Figure 2 shows the solar PV/Battery system with a 
small grid connection supplying a single rural household 
load. The system is based in the Lucingweni village area 
in the Eastern Cape in South Africa. The solar PV panel 
provides power when the solar irradiance levels are high. 
This energy supplies the load and the excess is used to 
charge the battery. The grid connection supplies energy 
from the grid to charge the battery when it is below a 
desired level of capacity. The charge controller controls 
the movement of energy in the system, according to its 
algorithm.  
 

 
Figure 2: Schematic of HRES - Solar PV/Battery system 

with small grid connection 

  

4. HRES MODEL 
 

4.1 Solar PV system model 
 
Many probability distributions have been used to model 
solar and wind such as beta distribution for solar. These 
distributions are mostly focused on the total energy 
availability during an extended period. This model, 
however, is concerned with the variability of the energy 
source during typical days of the year. Since there were no 
data for solar irradiation for the Lucingweni site, the 
resource data was obtained by normalizing hourly 
measurement data from similar locations (Durban for solar 
irradiation and East London for wind). Estimation 
software was then used to obtain the power output profile 
per kWpeak installed for one year at the Lucingweni site 
[7].  
The power from the PV panel, covering area 𝐴𝑃𝑉 for a 
particular level of solar irradiance, 𝐼𝑃𝑉 is given in equation 
(1) below: 
 
        𝑃𝑃𝑉 =  𝐴𝑃𝑉 × 𝐼𝑃𝑉                          (1) 
 
4.2 Load model 
 
A Beta probability distribution function was used to 
model small groups of customers. However for a large 
number of customers (larger than 30) the load current 
distribution tends towards a Gaussian or normal 
distribution with an overall group mean 𝜇𝑁 and variance 
𝜎2𝑁 [7]. 
The variation in the load distribution may then be 
described by equation (2) below, as indicated in report [7]: 
  

𝐼𝑁 =  𝜇𝑁 + 𝑍(𝜎𝑁)                                (2) 
 

Where  is obtained from the Gaussian tables (e.g. Z = 
1.28 for a 90% level of confidence).  
Although the normal distribution is suitable for a large 
number of customers, it is worthwhile to note that its 
infinite limits may lead to sampling impractical load 
figures for example, in a house with a 60 A circuit breaker, 
the load currents modelled using Gaussian distribution 
may lead to sampling values of current above 60 A. A beta 
distribution may be better distribution to model the load 
because of its closed finite limits. 

 
4.3 Grid Connection model 
 
A grid connection has two operating states, normal 
operating state and failure state. When representing the 
characteristic of a grid connection, the basic parameter 
used is its Forced Outage Rate (FOR). Similar to the 
probabilistic model of generation with consideration of 
FORs, the FOR can be useful in expressing the outage rate 
of a grid connection to model the uncertainty in the grid 
connection [8].  
A two-state model for the grid connection is obtained by 
modelling the FOR. FOR is denoted as q and the 
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transmission line capacity as c, as shown in equation (3) 
[9]. 

       𝑃 (𝑋 =  𝑥𝑖) =  { 1 − 𝑞      𝑥 = 𝑐
      𝑞         𝑥 = 0}                                  (3) 

 
4.4 Battery model 
 
The battery is sized to supply and meet the load demand 
when the solar PV is not sufficient to meet the load. The 
battery sizing parameter considered in this project is the 
rated battery capacity and the model is based on the Battery 
State of Charge (SOC), similar to the model in the paper 
[3].  
Assumptions made to the battery model include:  

1. The battery discharge efficiency is 70% 
accounting for losses of 30% while the battery 
charging efficiency is 100% (ideal)  

2. The maximum SOC, 𝑆𝑂𝐶𝑚𝑎𝑥 is equal to the 
nominal rating of the battery  

3. The system conversion components (inverters) 
are 100% efficient  

4. The battery lifetime (discharge cycles) is infinite  
  

The battery SOC at a time (hour) t is given by:  
  

Without grid connection:  
𝑆𝑂𝐶(𝑡) = [𝑆𝑂(𝑡 − 1)𝛼 + 𝐸𝑃𝑉(𝑡)] − 𝐸𝐿𝑜𝑎𝑑(𝑡)        (4)  

 
With grid connection:  

𝑆𝑂𝐶(𝑡) = [𝑆𝑂(𝑡 − 1)𝛼 + 𝐸𝐺𝑅𝐼𝐷(𝑡)] − 𝐸𝐿𝑜𝑎𝑑(𝑡)     (5)  
  

The SOC is subject to constraints   
 𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶(𝑡) ≤ 𝑆𝑂𝐶𝑚𝑎𝑥         (6)  

  
Where:  
𝑆𝑂𝐶𝑚𝑖𝑛 and 𝑆𝑂𝐶𝑚𝑎𝑥 is minimum and maximum battery 
charge quantity respectively 𝑆𝑂𝐶(𝑡)  = Battery State of 
Charge at hour, t  
𝑆𝑂𝐶 (𝑡 −  = Battery State of Charge at the previous hour 
𝐸𝑃(𝑡) = Energy from solar PV at hour, t  
𝐸𝐺𝑅𝐼(𝑡) = Energy from grid connection at hour, t  
𝐸𝐿𝑜𝑎(𝑡) = Load demand at hour, t  

 = Battery discharge efficiency 
 
4.5 Charge Control Algorithm 
 
The charge controller algorithm dictates the mode of 
operation of the system, specifically the direction flow of 
energy in the system. It maintains the highest possible 
SOC in the battery whilst avoiding overcharging and 
undercharging. The algorithm used in this project is based 
on the on/off algorithm, used by majority of the charge 
controllers.  
The 4 modes of operation in the system based on the 
battery SOC, as described as follows: 
 
Mode 1 – Battery Fully Charged   
(𝑆𝑂𝐶(𝑡) = 𝑆𝑂𝐶𝑚𝑎𝑥)  
Here, the charge controller disconnects the battery from 
the PV panels and prevents any flow of energy to the 

battery to avoid over charging. The charge controller 
allows flow of energy out of the battery (discharging) to 
supply excess load demand, which cannot be met by the 
PV.  
 
Mode 2 – Battery SOC above Specified Threshold 
Capacity  
(𝑆𝑂𝐶𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ≤ 𝑆𝑂𝐶(𝑡) ≤ 𝑆𝑂𝐶𝑚𝑎𝑥)  
The charge controller allows charging in case of any 
surplus energy (when PV power exceeds load demand) or 
discharging of the battery to supply excess demand (when 
load demand exceeds available PV power).   
  
Mode 3 – Battery Below Specified Threshold Capacity  
 𝑆𝑂𝐶𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ≥ 𝑆𝑂𝐶(𝑡) ≥ 𝑆𝑂𝐶𝑚𝑖𝑛)  

The charge controller allows power from the grid 
connection to charge only up to the threshold capacity as 
it discharges to supply the excess load demand or is being 
charged using surplus energy from the available PV.  
  
Mode 4 – Battery at minimum charge  
  𝑆𝑂𝐶(𝑡) = 𝑆𝑂𝐶𝑚𝑖𝑛  
The charge controller disconnects the load from the battery 
and prevents further flow of energy from the battery to 
avoid over discharging. The charge controller allows flow 
of energy to the battery (charging) from the grid 
connection and PV panel. 
 
Figure 3 shows the simplified charge controller algorithm 
implemented in this system. It categorises the system 
operation in 4 modes.  
 

  
Figure 3: Simplified Charge Controller Algorithm 

5. OPTIMAL SIZING CRITERIA FOR HRES 
 
In the existing literature in the area of HRES, there have 
been various methods for assessment of these HRESs. In 
this paper, the solar PV/Battery system with a weak grid 
connection system is assessed based on reliability. 
Optimization is carried out based on the desired 
reliability. The overall methodology used in this study is 
shown in Figure 4 below. It comprises simulating the 
system process for 50 years using the Monte Carlo 
Simulation (MCS), because of its ability to handle 
uncertainty in complex models.  
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5.1 Reliability Criteria Based on Adequacy Confidence 
Index (ACI) technique 

 
In this study, the HRES reliability is expressed in terms 
of a reliability index - Adequacy Confidence Index (ACI). 
ACI can be defined as the maximum number of hours per 
year at a specified confidence level the system will not 
supply the load (i.e. load demand exceeds the power 
generated) for a large number of simulations. The MCS 
developed mimics the system process for each hour in 50 
years. An outage hour is obtained through the battery 
SOC in that a negative value for the battery SOC indicates 
both the PV and battery, trickled charged by grid 
connection, cannot fully supply the load. For example, if 
there are less than 100 hours of outage in 45 out of the 50 
simulations, the ACI of the system is described as 90% 
confidence in less than 100 outage hours. 
 
5.2 HRES Optimization  
 
The system is then optimized based on the desired 
reliability required by the planner. The system 
optimization is done for both capacity and cost 
perspectives. For these simulations, the system is 
optimized for a given number of outage hours at a 
specified confidence index. For capacity optimization, the 
solar PV and grid connection is optimized for different 
battery capacities. For preliminary financial optimization, 
the capital costs of the system components are added onto 
the capacity optimization to add financial meaning to the 
optimization. 
 

 
Figure 4: Flow chart showing overall system simulation 

process and methodology 

6. RESULTS AND DISCUSSION 
 
6.1 Base Case Configuration 
 
The methodology above has been applied to analyse a solar 
PV/Battery system with a small grid connection designed 

to supply a single rural household or solar home system 
(SHS). The technical characteristics include 300Watt solar 
PV panel, 1800 Wh battery system [10]. A 2-A grid 
connection, with no failures, is added to the system. 
 
6.2 Reliability Study 
 
Figure 5 shows that the addition of a small grid connection 
improves the reliability of the PV–Battery System. The 
system without a grid connection has more outages 
because of its reliance on a single source of energy (the 
sun), which is continuously varying throughout the year.  
 

 
Maximum outage hours per year   

Figure 5: Reliability Study of PV/Battery system with or 
without grid connection 

Addition of the small grid connection helps to compensate 
for times when the solar PV is not available (low irradiance 
levels) by trickle charging the battery when its capacity is 
below the set threshold level of 80%. The grid connection 
acts as an extra back up to the solar system with the battery. 

6.3 Capacity Optimization 

Figure 6 shows that an increased system (solar PV and grid 
current) capacity is required for to achieve higher system 
reliability i.e. less number of outage hours. To maintain the 
reliability desired (i.e. number of outage hours at desired 
confidence level), the addition and increase of a grid 
connection current capacity can reduce the size/capacity of 
solar PV installed for a specified battery capacity. The 
capacity of PV, grid current and battery in the base case 
were more than adequately sized because of high battery 
losses (30%). Employing batteries with high efficiency 
(10% battery loss) and low grid failure rate allows for 
smaller system sizes to achieve desired reliability. Large 
battery capacities allow for reduced solar PV and grid 
connection currents to achieve same level of desired 
reliability or system adequacy.  
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Figure 6: Combination of PV, grid current and battery 
needed in CS needed for 90% confidence in less than 

100 hours of outage for SHS 

It is also observed that addition of the grid connection 
reduces the required PV capacity for different battery 
capacities. Increasing the grid connection capacity allows 
the designer to have a smaller solar PV capacity installed 
and still attain the required reliability (i.e. maximum 
outage hours at specified confidence level). 
 
6.4 Preliminary Financial Optimization 
 
The ACI can also be used to optimize the system from a 
capital costs perspective to achieve a desired reliability in 
terms of maximum hours of outage acceptable. From this, 
the combination, of lowest cost, providing the same level 
of reliability (system adequacy) can be found. Figure 7 
shows that the smallest battery capacity (1-day) 
configuration has higher costs more than the 2-day battery 
because it requires higher PV capacity to maintain the 
same levels of system adequacy. 

 

 
Figure 7: Financial Optimization Results (only Capital 

Costs) for CS needed for 90% confidence in less than 100 
outage hours 

However, the 7–day battery has the highest costs because 
of the cost of the battery (energy storage). The optimal 

choice of system configuration can be chosen in between 
these two extremes. 
 
6.5 Significance of Threshold Capacity Adjustment 
 
Figure 8 shows that increasing battery threshold capacity 
improves system reliability. This is because of the small 
battery size used, which means that a high battery 
threshold capacity allows charging from the grid 
connection to maintain the high battery charge. This allows 
the battery to adequately satisfy the excess load demand. 

  

  
Figure 8: Effect of variation of Threshold Capacity 

However, it is important to know that although decreasing 
the threshold improves system reliability and it comes at 
increased cost of use of grid connection.   
 

7. CONCLUSIONS 
  

The optimization model used in [7] was successfully 
extended to analyse the adequacy of a different type of 
HRES (i.e. solar PV–grid connection–battery system) and 
allow for optimization of the combinations for a required 
number of outage hours with appropriate confidence.   
The possibility of small grid extension to solar PV systems 
would be a welcome option to the solar home systems in 
that it improves the reliability and capability. A small 
capacity (mean current around 2A) grid connection can be 
added to homes only for purposes of charging the battery 
below a set threshold capacity, which allows for smaller 
capacity solar PV panels and battery size to be used. It also 
reduces the overall cost of system making solar homes 
affordable for customers. With a grid connection, the 
threshold which dictates the level at which the grid 
connection comes in to top up the battery can be adjusted 
to limit the energy obtained from the grid connection.  This 
is very useful as it allows for different energy requirements 
with different battery capacities used e.g. small battery 
sizes require higher threshold at which the grid connection 
comes in to top up while large battery sizes used may allow 
for a much lower threshold capacity set meaning less 
energy is drawn from the grid.   
The grid connection capacity need not exceed a mean of 2 
A to enable maximum and effective use of the free clean 
PV energy. A balance in capacity is reached such that the 
grid connection current is not enough to be used to meet 
the normal daily load demand but is enough to trickle 
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charge the battery to keep it at a high level of charge. This 
brings importance to a low current capacity grid 
connection and dispels the notion of thought that 
conventional grid connection (for current capacities in the 
order of 20 A and 60 A) is the only way of reliable 
electrification. As it is expensive or not worthwhile to 
connect some rural areas to the main grid due to various 
reasons, a cheaper option of using low current in a small 
conductor to improve reliability can be used and create a 
“win-win” situation for both consumers and the power 
utility or government.   
 

8. REFERENCES 
 

[1] I. Esterhuizen, “KES submits proposal to continue 
KZN solar electrification project,” Creamer Media's 
Engineering News, 4th October 2012.  

 
[2] Barnard, D.W., 2011. Renewable Energy and Rural 

Electrification: South Africa Experience. [Online] 
Available at: 
http://www.energy.gov.za/files/media/presentations/
2011/20111206_WolseyBarnard_RE_electrificationP
resentationv2.pdf [Accessed 15 August 2012]. 

 
[3] A. Celik, “Techno-economic analysis of autonomous 

PV–wind hybrid systems using different sizing 
methods,” Energy Conversion and Management , vol. 
44 , no. 12, p. 1951–1968, 2003.   

 
[4] Y. Katsigiannis, P. Georgilakis and E. Karapidakis, 

“Multiobjective genetic algorithm solution to the 
optimum economic and environmental performance 
problem of small autonomous hybrid power systems 
with renewables,” IET Renewable Power Generation, 
vol. 5, no. 4, pp. 404-419, 2010.   

 
[5] S. Ashok, “Optimised model for community-based 

hybrid energy system,” Renewable Energy, vol. 32, 
no. 7, p. 1155–1164, 2007.   

 
[6] H. Yang, L. Lu and J. Burnett, “Weather data and 

probability analysis of hybrid photovoltaic-wind 
power generation systems in Hong Kong.,” 
Renewable Energy, vol. 28, no. 11, p. 1813–1824, 
2003. 

 
[7] C. Gaunt, R. Herman and B. Bekker,“Probabilistic                                                       

Methods for Renewable Energy Sources and 
Associated Electrical Loads for Southern African 
Distribution Systems,” in CIGRE/IEEE PES Joint 
Symposium, Calgary, 2009.   

 
[8] S. Lee and L. Min, “Probabilistic Transmission 

Congestion on Forecasting,” University of California 
CIEE, California, 2008. 

 
[9] X.-F. Wang, Y. Song and M. Irving, Modern Power 

Systems Analysis, 2009 ed., New York: Springer, 
2008.   

 
[10] EEMB Company Ltd, “Solar Home System 

Specification EEM ET-300,” EEMB Company Ltd, 
2011. [Online]. Available: 
http://www.eemb.com/pdf/EEMB%20ET300%20%2
0.pdf. [Accessed 24 September 2012]. 

Proceedings of SAUPEC 2013

280



RECONFIGURABLE SOLAR ARRAY FOR IMPROVING EFFI-
CIENCY OF A POWER CONVERTER

M.R.Looi, M.M. Wu, J.I. Braid

Abstract: A reconfigurable solar array for a small solar-powered vehicle is presented. The performance
of the system is measured by the improvement of efficiency of the DC-DC power converter for
supplying a 300W, 24V Permanent Magnet DC motor. The switching matrix, consisting of 12 nodes
and 11 MOSFETs, allow the 24V, 16V, 12V output voltage configurations to be utilised. A marginal
increase (less than 2%) is measured for systems under 60W, and that the switching matrix has higher
losses at higher output power. The reconfigurable solar array is recommended for systems with high
voltage and low current specifications.

Key words: reconfigurable solar array, adaptive solar array, electrical array reconfiguration, load
matching.

1. INTRODUCTION

With the escalation of energy crisis over the recent years,
extensive research has been devoted to increasing the
efficiency of photovoltaic (PV) systems. The attempt
to minimise the losses while providing maximum power
transfer is of significant importance in this field of
research. As commercial solar panels are produced with
defined voltage specifications (12, 24, 48V ), the use
of a DC-DC converter is inevitable in extracting the
user desired voltage from the fixed voltage. However,
this additional sub-system introduces more losses. This
challenge is prominent in systems where PV panels are
directly coupled to the load, due to the lack of energy
storage system.

A buck converter is a switch mode power supply used to
convert the high output voltage from the PV array to the
lower user-desired voltage. Fig. 1a depicts the relationship
between the efficiency and the duty cycle of a traditional
buck converter system. The losses of a buck converter is
inversely proportional to the duty cycle, therefore, for most
efficient operation, the duty cycle is to be kept as close to
100% as possible. This is achieved by allowing the input
voltage to be as close to the output voltage as possible via
a reconfigurable array. Fig. 1b compares the efficiency
of the reconfigurable array to a traditional array with a
constant resistance load. It shows that for a traditional
array, the system is inefficient at low output voltages, and
that it is possible to obtain a higher average efficiency by
reconfiguring the PV array.

A reconfigurable PV array, consists of multiple smaller
PV modules, known as nodes, which are interconnected
by a network of switches. A desired configuration of the
nodes is achieved by controlling the combination of the
switches by allowing the nodes to be connected in series
or in parallel. The V-I characteristic of the array can be
modified over a wide output range, whilst keeping the
output of each module relatively constant.

This paper investigates a reconfigurable PV array as a final

0.4 0.6 0.8 1
0.6

0.7

0.8

0.9

1
Efficiency vs Duty Cycle

Duty Cycle

Ef
fic
ie
nc
y

Traditional

(a) Efficiency vs. Duty Cycle

0 5 10 15 20 25
0.2

0.4

0.6

0.8

1
Efficiency vs. Output Voltage

Output Voltage (V)

Ef
fic
ie
nc
y

Reconfigurable
Traditional

(b) Efficiency vs. Output Voltage

Figure 1: Performance of a Buck Converter

year student project, where the success of the project is
not based on an increase of system performance, but rather
the contributions made to this field of research. A brief
background is presented, while the detail of the system
design considerations is followed by the comparison
between a traditional and reconfigurable array.

2. PROJECT BACKGROUND

It is noted in [1] that the performance of a solar-powered
system is not only dependent on the weather conditions and
the panel degradation, but is also strongly dependent on
the PV system configuration. This section summarises the
existing reconfigurable arrays in mitigating the challenges
facing current PV systems.

Different methods have been developed to condition a
PV system to operate near its optimal operating point
[2], where the typical method is the implementation
of a Maximum Power Point Tracker (MPPT) [3]. An
alternative is the method of reconfiguring the connection of
solar cells to achieve a certain electrical condition. In [1],
the reconfiguration of the solar modules is presented to
improve the system efficiency for partially-shaded cells.
Similarly, [4] proposes a switching matrix that connects
an adaptive solar bank to a larger, fixed PV system
under shading conditions. In [5], an m⇥ n solar matrix
design is proposed to maximise the available power by
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matching solar modules to the operating conditions, based
on insolation and shading.

Another variation of the reconfigurable array aims at
producing a higher output power via load matching. In
[6], the author suggests that since the VI-characteristics
of the load is independent of the array characteristics,
the interconnections may be selected to suit the load.
Electrical Array Reconfiguration Controller (EARC) is
utilised in direct-coupled water pump systems, where the
switching is based on the insolation level and the current
requirements of the motor [7]. An EARC that is made
appropriate for a photovoltaic car is presented in [8],
where the array configuration is determined by the state of
driving. A series connected array is used for accelerating
state where a high voltage is required; on the other hand,
a parallel connected array is configured to provide a high
starting torque [8].

3. PROJECT FRAMEWORK

The focus of the project is aimed at improving the
efficiency of the buck converter in supplying a constant
power load for a direct-coupled system. As a measure
of performance, the reconfigurable array is compared
to the traditional array. The success of the project is
primarily based on the improvement of efficiency of the
buck converter via the use of power electronics as the
switches to reconfigure the PV array. In addition, it is
necessary to identify the conditions where the proposed
system is deemed feasible. Through an extensive literature
survey of reconfigurable solar array solutions, the system
specifications are defined by highlighting the assumptions
and constraints.

3.1 Constraints and Specifications

Other than the time constraint of six weeks, the availability
of the materials poses significant limitation in the choice
of system design. As a result, the system specifications are
governed by the following constraints:

• The limited use of electronic components due to a
budget and availability constraints.

• Due to the unavailability of solar wafers and
manufacturing equipments, the solar cells as the
nodes for the matrix were emulated with bench top
power supplies. As a result, the maximum node
current capacity is limited at 3A.

The system specifications were determined to have a
voltage and power capacity at a minimum of 300W at a
maximum of 24V .

3.2 Assumptions

The project is developed as a proof-of-concept, the detailed
design choices (such as the MOSFET model, cable size,
etc) that do not have a fundamental significance in the

Matrix State

Duty Cycle

DC

User
Desired
Voltage

Figure 2: System Block Diagram

engineering solution are selected based on availability, cost
and the ease of implementation. Solar cells operating at an
ideal capacity, would allow the bench-top power supplies
to be used for testing— (at 4V, 3A). In addition, each solar
cell is considered identical, hence equal current-sharing
between the solar modules is assumed.

4. DESIGN CONSIDERATIONS AND
IMPLEMENTATIONS

For a conventional, direct-coupled solar system, the
output voltage of the solar array is stepped down to the
user-desired voltage via a buck converter, where the duty
cycle is determined by a microcontroller. The operation
of the reconfigurable solar array system is depicted in Fig.
2. The microcontroller obtains the desired voltage that the
user defines and subsequently reconfigures the matrix into
the corresponding states depending on the requirements.
This switching process is where an increase in efficiency is
achieved. A Pulse Width Modulated (PWM) signal is sent
to the buck converter, which steps down the output voltage
of the solar matrix by changing the duty cycle, matching
the output of the buck converter to the user-desired voltage.

Since the performance is assessed by comparing the
reconfigurable array to the traditional array, designs that
are common to the two are not a priority. As a result,
the buck converter is only designed to handle the system
specifications and to allow the ease of interface with the
solar array. To achieve a significant amount of decrease
in losses for the buck converter, the choice of switching
matrix topology as well as the auxiliary driving circuit is
to be carefully evaluated as there are substantial losses
associated to the switches. In addition, the design of the
PV array architecture defines the operating regions of the
system.

4.1 Solar Array Architecture

A reconfigurable solar array consists of multiple smaller
solar modules, which is henceforth referred to as a “node”.
The nodes are the smallest composition unit within the
array, and the specifications of the nodes determine the
capability of the system performance. The structure of
the solar array is based on two parameters: the number
of nodes and the relative size of each node.

The choice of the number of nodes installed is a tradeoff
between complexity, flexibility, cost, efficiency and the
average utilisation of installed capacity. The utilisation
of installed capacity is referred to as the ratio of the
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number of nodes being used to the total installed capacity
at various configurations. A 100% of utilisation factor
implies that all the solar cells installed are being utilised
at all configurations. Flexibility of the system is of
importance, and it can be achieved by smaller node sizes,
more nodes as well as more configurations. A simple
system implies that the number of nodes is to be reduced
without compromising the flexibility. With an increase
in the number of nodes, the flexibility increases, but the
cost and efficiency decrease as more circuitry and hence
losses are required to switch between the different voltage
configurations. The optimal number of nodes is one which
has the highest number of factors, where the number of
configurations increases. This implies that the increase
in flexibility is at the expense of higher complexity.
Complexity is therefore the limiting factor when choosing
the number of nodes.

The primary design decision of choosing the optimal node
size is based on the complexity introduced. As a result,
identical sized nodes are chosen to simplify construction,
design and testing of the system [9]. The current sharing
between identical nodes is simpler to control. In addition,
the full output voltage of the solar array can be utilised
when the nodes are connected in parallel [9]. The size of
the node refers to the solar module’s voltage and current
capability, and is therefore limited by constraints described
in Section 3.1. Although it is preferable to have a smaller
node size to allow for a more flexible system, a balance
must be achieved to reduce complexity while maintaining
the flexibility.

A 12 node system is selected as the most optimal, as
it results in the highest number of factors with the least
amount of nodes. The configurations that can be achieved
include placing 1, 2, 3, 4, 6 and 12 nodes in series, where
this number is multiplied by the node voltage size, which
will result in the output voltage of the solar array. Initially,
the node voltage is selected to be at 2V to allow all the
configurations to be used. Upon further investigations,
by only selecting the middle three configurations (3, 4,
and 6), the minimum duty cycle is increased from 50%
to 66%. This configuration is desirable since efficiency
is inversely proportional to the duty cycle. This implies
that instead of a 2V scaling factor, the 4V scaling factor
is to be used as illustrated in Fig. 3. The relative node
size is based on the required output voltage specification
and current constraint, and is designed to be at 4V, 3A.
As a result, the proposed reconfigurable PV array has the
voltage configurations of 12, 16, 24V.

1 2 3 4 6 12

12 16 24
x4

Figure 3: 12 Node, with 4V Node Voltage

Due to the research and development nature of this

project, prototyping and testing is essential in validating
each design decision. As a result, a unique 3-layered
switching matrix topology is implemented to create a
robust and adaptive solution. The switching matrix
topology is designed to allow maximum flexibility for the
interconnection of the solar modules, the switching circuit
and the buck converter, as illustrated in Fig. 4. The
logic signal is sent to the driving circuit to connect the
solar modules in various series and parallel configurations,
where the array output voltage is the input to the buck
converter.

Switching&Driving CircuitMatrix Board

Solar Modules

To Buck Converter

Logic

Figure 4: Switching Matrix Topology

4.2 Switching Board Topology

The switching board topology is the arrangement of the
nodes in relation to one another. The layout of the nodes
also contributes to the flexibility of the connection of
nodes, the number of switches required, and the type of
switches. By using a matrix layout, as opposed to a linear
topology as proposed in [9], the flexibility is increased
as it allows non-adjacent nodes to be connected. In
addition, the number of switches can be further reduced by
replacing non-essential switches with fixed wires, which
are identified as the switches that are either entirely on or
off for the various configurations. Although this design
reduces the number of switches, the disadvantage is that
since each node is presented with a different voltage
potential at the various configurations, the driving of the
semiconductor switches must be carefully designed.

The proposed matrix topology (Fig. 5) reduces the number
of switches by four in comparison to a linear topology,
promoting simplicity and efficiency of both the switching
and driving circuit. In addition, this architecture benefits
from its modular nature that further allows the expansion
of the modules if needed. By connecting two identical
matrices in series, the output voltage can be doubled,
while the current capacity can be increased via a parallel
connection. The 4 ⇥ 3 matrix board comprises of two
sets of terminal blocks, allowing the connection for both
the solar modules and the switching matrix, where the
simplified circuit diagram is shown in Fig. 5.

4.3 Electronic Switching

The use of electronic devices to switch the configuration of
the nodes allows the configuration of the solar array to be
controlled by a microcontroller. Complexity in the driving
circuit and the associated losses between the connection
points (load side) of the switch are the primary deciding
factors in selecting the switching device. Since MOSFETs
are preferred in low voltage and low power applications (<
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Figure 5: Switching Matrix Circuit

250V, < 500W ), it is preferred over IGBTs that typically
operate at high voltages. Solid-State Relays (SSR) are
expensive and include higher losses than MOSFETs. As a
result, the decision lies between electromechanical relays
and MOSFETs. The MOSFET losses are only present
when it is conducting in the forward direction, and is
quantified by Ploss = i2Rds(on) . As a result, the losses are
proportional to the current. On the other hand, the losses of
a relay are constant throughout its on-state, independent of
the power within the system. This dynamic characteristic
of the MOSFET is preferable since the system is required
to operate over a wide range of power.

A switching matrix using semiconductors as switches
to connect power sources in various configurations, is
shown in Figure 5. Two semiconductor devices are
considered: the P-channel MOSFET and the Back-to-Back
N-channel MOSFET, where the placement of the FETs
are determined by the voltage potential at the node as
well as the current direction required. P-channels are
placed between each string as shown in Fig. 5, where
bi-directional current is not present. Rather than using
a blocking diode, a back-to-back N-channel design is
implemented to prevent the reverse current flow when the
MOSFET is required to be in an off state. The losses
associated with a blocking diode is defined by its forward
voltage drop (VD = 0.7), while the losses in a MOSFET
are quantified by the drain-source on-resistance (Rds(on) ⇡
mW). Although the drive circuit for a back-to-back
N-MOSFET is far more complex, the efficiency of the
system is significantly increased.

The challenges of high-side driving is alleviated through
the implementation of an optocoupler with an isolated
power supply, as shown in Fig. 6. The voltages on
D1 and D2 become sequence independent, implying that
both D1 and D2 can be connected to a higher potential
since bi-directional current is restricted. Although this has
the drawback of doubling the losses, the total loss using
two N-channels are less than using a single P-channel
since the Rds(on) are typically smaller in N-channels. By
independently tying the sources and the gates of the two
MOSFETs together, only a single driving circuit is needed,
as opposed to two separate driving circuits.

The isolated power supply that is required to feed the
output side of the optocoupler is achieved by a transformer
and rectifier, which is modelled as a 9V battery in Fig
6. The transformer is excited with a 5V , 62.5kHz
signal, and with a 1:2 turns ratio. The output of the
transformer is rectified with a full-wave rectifier IC, where
the negative end is then connected to the output emitter
of the optocoupler. The positive end is used to drive the
gate voltage, where a 100kW current-limiting resistor is
used to tie the gate and source together. This connection
between the gate and source allows Vs = Vg during the off
state of the MOSFET, when the isolated power supply is
not connected. The problem of high side driving is no
longer a concern and since the source and gate terminals
are driven by the external circuit, where the MOSFET can
be placed in any location in the matrix, obtaining a much
more flexible and adaptive circuit.

IRFZ544

100k

OPTOCOUPLER

9 V

5V

D

D2

1

  GS

Figure 6: Back-to-Back N-channel Drive Circuit

4.4 Final Design Implementation

The switching board was built on veroboard that caters
for 12 nodes, which required 11 MOSFETs to achieve
three different configurations (12, 16, 24V). To incorporate
the ease of installation and to enhance re-usability, the
switching board only consisted of wire buses and terminal
blocks. The semiconductor switches and driving circuits
were mounted on an external veroboard, which allowed for
a smoother testing and debugging process. The nodes were
made easily detachable in order to switch to the traditional
setup during testing. The traditional switching board
was implemented by using the same veroboard design,
but replacing all electronic switches with the fixed 24V
connection.

5. RESULTS

This section presents the experimentally measured results,
where the same quantification scheme is used to assess
the improvements of the proposed solution. A MATLAB
script was developed prior to the experiments, where the
simulated results for constant power test are shown in
Fig. 7. Two sets of tests were performed to validate the
simulation as well as to quantify the performance of the
reconfigurable array by comparing its performance to a
traditional array.

Firstly, the ideal reconfigurable array, where there are no
switching losses, are compared to a traditional array. This
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Figure 7: Simulated Constant Power Test Results

serves as a proof of feasibility prior to the construction of
the electronic switching. The experiment was conducted
with the use of a single power supply to emulate the
entire reconfigurable array, where the switching of each
state is performed manually. The nominal efficiency of
a traditional array is found to be around 90%, where
an increase of over 2% was measured for all the tests
conducted. This indicates that the reconfigurable array is
worth pursuing.

Secondly, the system described in Section 4. was tested,
including all the switching and driving circuit with the
microcontroller actuating the process. An individual 5V
power source is used to supply the auxiliary circuit,
where the current was carefully monitored and recorded
to represent the driving circuit losses, as seen in Table 1.
In addition, the power required to drive the transformer
is 10.23mW , contributing to the losses involved in the
auxiliary circuit. It can be seen that the losses for
the auxiliary circuit are proportional to the number of
MOSFETs being switched on. The results are shown in
Fig. 8 for various constant power loads.

Table 1: Microcontroller and Driving Circuit Losses at
Various Configurations

Configurations 12V 16V 24V
# of MOSFETs on 6 5 4

Losses (mW) 660mW 365mW 372mW

6. DISCUSSION

The constructed system is a prototype version of the
proposed system, where the circuit parameters and system
implementation can be further optimised. The MATLAB
script was developed based on the theoretical model, and
it is shown that the experimental results (Fig. 8) closely
follow the simulated results (Fig. 7). This provides
validation of the feasibility of the reconfigurable array,
while raising the confidence level of the obtained results.
This section discusses the performance of the system
through quantitative and qualitative analysis by assessing
the results.
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Figure 8: Constant Power Test for Traditional Solar Array
vs. Ideal Reconfigurable Solar Array

6.1 Efficiency Analysis

Table 2: Comparison between Traditional and Ideal
Reconfigurable Solar Array under Constant Power

Tested
Power

Traditional
Efficiency
(%)

Reconfig.
Efficiency
(%)

Efficiency
Increase
(%)

10W 93.73 95.36 1.63
30W 90.69 93.27 2.58
50W 87.13 89.67 2.53
60W 90.42 90.81 0.38

The average efficiency for the various power loads are
calculated and shown in Table 2. The results demonstrated
a marginal increase in the overall efficiency. Over the
range of tested constant power loads, the reconfigurable
array improved the efficiency by an average of 1.78%. The
calculation of efficiency is based on the voltage and current
readings from analogue meters, which both provides a
very coarse resolution. Therefore, measurement errors are
present in the results. The ammeter with a scale reading up
to 10A has an accuracy of ±0.05A, and the voltmeter with
a scale reading up to 30V has an accuracy of 0.1V .

The constructed system was tested under various constant
power conditions, and the results show that the average
efficiency of both traditional and reconfigurable arrays,
decreases as the power required increases. This is because
the buck converter loss is proportional to the current, with
the occurrence common to both systems. The important
point to note is that although there is an average increase
in efficiency by using the reconfigurable array, it is in fact
less efficient at the high output voltage range compared
to the traditional array, especially as the power increases.
As output power increases, the current that flows through
the MOSFETs and the driving circuit also increases. As a
result, more losses are dissipated in the switching circuit.

A distinct efficiency increase is seen in Fig. 8 when the
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array reconfigures. Due to the inevitable losses in the
circuit, although the duty cycle is at unity, the efficiency
of the system is not. Another interesting point is that
even though the duty cycle is 100% at all 12, 16, 24V ,
the efficiency decreases at lower voltages. This is due to
the inverse proportionality of the voltage and current at
constant power. At lower voltages, the current increases
to maintain the power, resulting in higher losses.

Most importantly, there is only an average efficiency
increase of 0.38% at 60W. This means that with the
increase in current, the losses dissipated in the switching
circuitry negate the benefits of the array reconfiguration.
Since output power beyond this cannot be tested due to the
power supply constraints, the validity of the reconfigurable
system cannot be tested for higher power levels.

Since the performance of the reconfigurable array is
dependent on the operating conditions, it is most beneficial
to allow the reconfiguration to occur at regions where the
load is most frequently operated. For instance, different
configurations can be employed for different types of
loads. Although it may not be beneficial to use the
proposed voltage configurations (12, 16, 24V) for loads
that operate predominantly at lower voltages, a different
configuration such as 6, 8, 12V can be used.

During the component selection of MOSFETs, the
cheapest and the most available IC’s were used. It
is possible to further increase the efficiency of the
reconfigurable array with the use of MOSFETs having a
lower on-resistance.

6.2 Flexibility of the Switching Matrix

The modular topology can be easily expanded to increase
the current and/or voltage capabilities of the PV generator
by preserving the matrix structure. In addition, the
matrix design can be used to switch any type of power
sources as well as loads due to its robust nature. For a
battery-coupled system, a separate matrix (with the same
structure) may be used to interconnect the batteries during
charging conditions. Moreover, for loads that do not
require smooth voltage inputs, the buck converter may
be entirely eliminated by having sufficient nodes for each
discrete operating condition of the loads.

6.3 Optimal Operation Criteria

In order to maximise the benefits of a reconfigurable solar
array that is directly coupled to the load, the following
conditions must be met:

• To improve efficiency, a high voltage and low
current system specification is essential. As with
conventional solar-powered systems, the losses in
the switching circuit are dependent on the current;
therefore, it is beneficial to have low currents to
minimise power losses.

• The voltage configurations are to be chosen to cater
for the specific types of loads, based on the voltage
ranges where the load is most frequently operated.

6.4 Future Work

Partial shading effects can be addressed by a reconfig-
urable solar array. With the use of a microcontroller and
current sensors at each node, the switches within the matrix
can be controlled to ensure the current through each node
is equal. This entails the redesign of the matrix board
topology to increase the flexibility of the system, allowing
more paths for the current to flow. The reconfigurable solar
array is not limited to solar cells, as any power source can
be used. If batteries were used as nodes, battery charge
equilisation is a possible application.

The reconfigurable solar array is required to supply
dynamic loads, which implies that the power demand
of the load must be met. Due to the limited physical
space and lack of storage in a direct-coupled system, both
efficiency and power transfer is of importance. To obtain
the maximum power transfer, the load must operate at the
maximum power point of the solar array. This is more
challenging for a direct coupled system, with the power
converter acting either as a variable speed drive or a MPPT.
In a direct coupled system, a user controlled MPPT can
be employed, which visually indicates the optimal speed
to drive the motor at the MPP of the solar array. As a
reconfigurable solar array has a dynamic V-I characteristic,
the feasibility study of load matching can be conducted. To
ensure a quality match, the load line is to coincide with the
array’s maximum power line, allowing the load to derive
maximum power from the PV generator at all time. For
example, either the type of load can be re-chosen or the
PV generator can be re-sized to ensure a better correlation
to the maximum power points.

A more holistic assessment of the quality of the system can
be achieved by obtaining the results for the reconfigurable
array at more power levels. It is then possible to
extrapolate the performance of an unknown load at a
known power rating. More tests to investigate the
behaviour of the reconfigurable array under various loaded
conditions can be conducted.

7. CONCLUSION

A reconfigurable solar array was designed, implemented
and optimised for a 300W, 24V PMDC motor. The
performance of a reconfigurable solar array was compared
and contrasted with a traditional array, where both
simulation and experimental testings were conducted. The
efficiency of a buck converter could be improved via
a reconfigurable solar array. However, this increase in
performance is only beneficial in specific output voltage
ranges, where the efficiency increases significantly at the
point of reconfiguration, while other regions present only a
marginal increase and even a decrease in efficiency. To
fully utilise the benefits of a reconfigurable solar array,
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a high voltage and low current system specification is
recommended. In addition, the system should be designed
to reconfigure at the regions where the load is most
frequently operated. The reconfigurable array has the
potential to address other problems encountered with solar
panels, such as load matching for maximum power transfer
and partial shading.
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Abstract: It is the main aim of electricity generators to produce electricity at the lowest cost possible. And the challenge 
currently remains on receiving constant coal quality parameters that will increase the efficiency of existing electricity 
generation process without installations experiencing severe wear of the facility using pulverised coal. Coal characterisation 
and classification is done based on the proximate and ultimate analysis to determine the coal quality parameters that 
includes; ash content, moisture, coal composition, Hardgrove grindability index and abrasiveness index. These are a few 
required physical and chemical compositions that are important for coal utilisation for combustion in electricity generation 
plants. This work investigates the effect of quartz and pyrite content on the abrasiveness index, which is the main problem in 
electricity generation as coals of a higher abrasiveness index value tend to be abrasive to equipment’s and parts of the plant. 
The wearing off of electricity generating plant equipment’s results in frequent plant maintenance and equipment 
replacements that increased operational cost. A lack of irreparability in the values of abrasiveness index of South African 
coal samples tested using the Yancey, Geer and Price (YGP) method has been investigated, and this study will attempt to 
find a holistic integration of coal properties (pyrite and quartz) leading to the abrasive behaviour of coal. And holistic 
account of challenges faced by electricity producers when using highly abrasive South African coal will be made. 
 
Keywords: coal, Abrasiveness index, Coal properties, Holistic integration, Coal composition, Coal characterisation 
 

1. INTRODUCTION 
Coal has been in the past years and will continue to 
be the main source of fuel for electricity generation 
here in South Africa and in the world. Coal is the 
most abundant source of fuel as compared to oil 
and gas reserves, and in South Africa coal is used 
to generate ±75% of electricity. Coal is composed 
of organic components and inorganic constituents 
heterogeneously distributed as a result of the 
sedimentary and post-sedimentary conditions [1], 
[2]& [3]. The organic matter that is also known as 
the macerals is responsible for all coal benefits 
including the energy output during combustion.  
The inorganic matter also referred to as mineral 
matter can give rise to many problems that includes 
industrial, environmental, technological also in 
combustion processes. These inorganic components 
contributed very little to the value of coal during its 
utilisation as they form ash residues, they intend to 
be diluents and replacement the useful and 
combustible organic matter [2].  

 The mineral matter is also the source of unwanted 
abrasion, stickiness, corrosion or pollution that are 
associated with coal usage [2].Technological 
properties of coal can be predicted from the rank, 
maceral, and chemical composition of the coals. 
This study gives an account of challenges that are 
experienced during the investigations of the 
abrasiveness index of South African coal. The 
relationship of abrasiveness index and the quartz 
and pyrite content of coal is evaluated. 

2.  SOUTH AFRICAN COAL FIELDS. 
South Africa ranks number seven on the top ten 
coal producers in the world at 282 million metric 
tonnes of coal produced yearly as per the table 
below. South Africa produces 98% of the total coal 
produced in Africa per annum, and the remaining 
2% is from all the other African countries that 
produce coal.  

Table 1: World production of coal per annum 

 

 There has been a huge demand of coal properties 
and quality in the overall industrial utilisation of 
coal. Electricity can be produced using all ranks of 
coals, but due to the demand of good quality coals; 
most electricity generators utilises poor quality coal 
with low calorific value [4]. The most aspect that 
affects the efficiency of coal utilization is the 
abrasive and corrosive behaviour of coals due to 
the mineral matter contained in the coal matrix. 

Country Capacity 
PR China 3471Mt 
USA 1004Mt 
India 585Mt 
Australia 414Mt 
Indonesia 376Mt 
Russia 334Mt 
South Africa 253Mt (282Mt: 2012) 
Germany 189Mt 
Poland 139Mt 
Kazakhstan 117Mt 
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Table 2: Summary of South African coal 
characterisation  

Figure 1 below shows the abundant coal fields of 
South Africa and their geographic positioning. The 
figure was constructed a couple of years back (C.J 
Vorster, 2003), but there has been little change and 
it is therefore still applicable in this date. 

 

Figure 1: Geological coal fields of South Africa 

                                                           
1 [20]; 2 [21]; 3 [5]; 4 [5]; 5 [4]; 6 [3]; 7 [3]; 8 [3] 
 
 
 
 
 
 
 

The changes that can be noted are the mines that 
were abandoned at this time has since reopened and 

are currently in operation like Vele coal mine in 
Limpopo province. South African coal is 
concentrated mostly in Limpopo, Mpumalanga, 
Free State, Kwazulu-Natal and Eastern Cape 
provinces with most collieries concentrated around 
Witbank, Ermelo and Secunda towns in 
Mpumalanga. 

Most of the Gondwana coals, used for electricity 
generation, are generally found to be associated 
with a high amount of mineral matter. South 
African coals are classified as medium rank C 
bituminous coals which are inertinite-rich with high 
mineral matter content [3]& [5]. Coals of this rank 
have great density, hardness and abrasion 
resistance and they have higher durability [4] 

Low rank coals like sub-bituminous and lignite 
cannot be used conveniently because of low 
calorific value and high tendencies of spontaneous 
combustion, but these kinds of coals find usage in 
electricity generation. 

3. ELECTRICITY GENERATION FROM 
SOUTH AFRICAN COAL 

Eskom is currently burning 110 million metric 
tonnes of coal to produce electricity yearly with 70 
million metric tonnes export and 50 million tonnes 
used for synthetic fuels [5]. The balance from the 
282 million metric tonnes is used for other 
industrial uses including domestic utilization.  

Eskom is a South African electricity generator with 
13 coal fires power stations, which is also the 
biggest electricity generator in Africa. Eskom 
generated 237 291 GWh net electricity per annum 
in 2011/12, in which 218 212 GWh (92%) was 
produced from coal. To produce this amount of 

Coal 
analysis 
(wt% dry 
basis) 

Coal1 
(Int) 

Coal 2 
(Int) 

Coal 3  
(Highveld) 

Coal 4 
(Highveld) 

Coal 5 
(Kusile 
Power 
Station) 

Coal 6 
(Witbank
) 

Coal 7 
(Natal) 

Coal 8 
(Ermerlo) 

From 
this 
work 
(Ave) 

 Proximate analysis    
Ash 13.70 16.68 22.0 26.5 40.1 12.1 15.5 10.0 20.88 
Volatile 
Matter 

34.94 22.85 29.0 26.1 21.5 33.6 12.2 33.8 31.86 

Fixed 
Carbon 

51.36 60.85 29.0 47.0 35.4 51.8 70.4 49.6 43.47 

 Ultimate analysis    
Carbon 70.22 68.1 - - - 82.3 86.5 78.8 80.21 
Hydroge
n 

4.90 3.49 - - - 5.3 4.1 5.0 5.52 

Nitrogen 1.39 1.69 - - - 2.0 2.3 1.1 1.60 
Total 
Sulphur 

1.01 0.54 - - - 0.8 1.5 0.3 0.67 

Oxygen 8.78 7.47 - - - 9.6 5.6 14.8 11.99 
Moisture - 2.44 - - - 2.5 1.9 6.6 3.79 
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power, 125 Million tons of coal was burnt.  
Producing electricity using coal has many stages 
involved like transporting coal by conveyor belts 
from the mine to the bunkers. Coal is then fed to 
cause coal bin then sent to rotating drums, where it 
is crushed and milled to fine dust. The pulverised 
coal is blown by a steam of air into the boiler. The 
mineral matter undergo chemical changes (loss of 
water of crystallization) and physical changes 
(minerals accrete to form hallow spheres) during 
combustion in the boiler [6]. All the parts that get 
in contact with coal as stated above are likely to 
experience wearing due to abrasive South African 
coals. Greater wear is found on the breakers, 
transfer points, silos, pulverisers and coal piping 
[7] amongst many other parts. 

4. METHODOLOGY 
4.1 Coal characterisation and classification 

 South African coals from different collieries 
around the country are used for this work. The coal 
samples were tested and analysed using proximate 
and ultimate analysis. The results were used to 
classify and characterised coal samples from 
different areas into different groups according to 
their physical and chemical properties. These 
results were compared with results obtained from 
various international and national previous 
researches on South African coal characterisation. 

4.2 Abrasiveness index determination 

 Abrasiveness index of South African coal samples 
are identified using YGP method. This is done by 
placing 4kg of coal sample in a mill and 
mechanically rotating the sample with a steel blade 
of a certain mass and shape that stir up the sample 
during rotation. The weight of the blade is 
measured before and after stirring up the coal 
sample. AI is the measure of how the coal sample 
abrades the equipment during its processing and 
utilization, and this value is measured by the 
change in mass loss of the blade. AI is measured in 
milligrams of weir blades per kilograms of coal 
processed. 

5. RESULTS, DISCUSSION AND 
FINDINGS 

5.1 Coal characterisation and classification 

South African coals have been characterised in 
previous work conducted locally and 
internationally and the results is summarised on the 
table below. 

Coal classification uses the rank as one parameter 
to classify coal, but classification cannot be done 
on only one measured parameter or property as this 

becomes insufficient information to classify coal. 
Primary parameters used to classify coals are fixed 
carbon (dry, mineral matter-free basis) for high 
rank coals and gross calorific value (moist, mineral 
matter-free basis) for lower rank coals. Bituminous 
and anthracite coals are classified on the basis of 
volatile matter (dry, mineral matter-free basis) and 
coking properties [8]. Table 3 above shows 
parameters that were used to characterised and 
classify coal samples. The most commonly used 
parameters used to identify coal rank are the C, H, 
volatile matter and calorific value [9]. 

 Most of the classifications that are done did not 
specify the list of important parameters to be 
considered. Some of the values identified for coal 
parameters are not on the general coal properties 
range for different coal ranks. All the coals listed 
on the table are classified as high volatile 
bituminous coal, but they all have different values 
in all parameters and in some of them the range 
becomes too wide. Depending on what parameters 
are considered first, South African coals can be 
characterised as rank High Volatile Bituminous C 
to Low Volatile Bituminous. 

The behaviour of macerals towards combustion is 
affected more by the coal rank than their types. The 
inertinite composition of the Gondwana coals is 
considered to be less reactive but have also shown 
good burning characteristics, and low-rank 
inertinite can have better burning characteristics 
than the high-rank vitrinites [10]. 

5.2 Abrasiveness index determination 

Coal quality is traditionally determined by 
parameters such as calorific value, ash and sulphur 
content. The main minerals in coal are clays, 
quartz, sulphides, sulphates and carbonates, but the 
trace minerals contribute greatly to the overall 
chemistry of coal [11]. Most trace elements in coal 
are associated with mineral matter. The presence of 
pyrite (FeS2) in coal contributes to not only 
environmental pollutions via sulphur emissions but 
also problems related to coal utilization due to trace 
elements it contains [12]. 

Abrasiveness index of coal is a function of the 
mineral matter characteristics, and the mineral 
matter that is harder than mild steel is the ones that 
determine the abrasiveness index. The nature of 
pyrite and quartz minerals (Table 3) in terms of 
size, shape and degree of inclusion can vary with 
coal samples. The mineral matter that are released 
during grinding (excluded) would be the only ones 
that affects abrasive behaviour of coals, whereas 
those mineral matter that remains in the coal 
particles (included) would not render the coal to be 
abrasive [13]. 
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Table 3: Abundant minerals found in the suit of 
power station coals [14] 

Mineral 
Name 

Chemical Formula Hardness 
(Mohs’ 
scale) 

Quartz SiO2 7.0 
Pyrite FeS2 6.0-6.5 
Mild Steel  5.0-5.0 
Siderite FeCO3 4.0-4.5 
Dolomite CaMg(CO3)2 3.5-4.0 
Ankerite Ca(Mg,Fe)(CO3)2 3.5-4.0 
Calcite CaCO3 3.0 
Muscovite KAl3Si3O10(OH)4 2.5-3.0 
Kaolinite Al2Si2O5(OH)4 2.0-2.5 
Illite As muscovite, but 

with Fe and Mg 
replacement 

1.0-2.0 

 

 

Figure 2: Plot of abrasion index versus quartz of 
the Witbank coal. 

Figure 2 above show the relationship between AI 
and quartz content of the Witbank coal samples. 
The AI shows a positive relationship with quartz 
with a very broad but positive trend in the plot. But 
the correlation between the two properties is very 
low at 0.37; this is an indication that there are other 
factors apart from quarts that affect the value of the 
AI. 

 

Figure 3: Plot of abrasion index versus pyrite of the 
Witbank coal. 

Figure 3 above show the relationship between AI 
and pyrite content of the Witbank coal samples. 
Even though the two variables have a positive 
relationship, the trend is too broad. The correlation 
between AI and pyrite content is low at 0.07 and if 
it is compared with that of quartz at 0.37 it can be 
clearly be depicted that quartz has more effected on 
the abrasive behaviour of Witbank coals that pyrite. 

Prior investigations [13] on the relationship of 
quartz and pyrite have suggested quartz to be 2-5 
times more abrasive that pyrite on the wt% basis in 
coal. Quartz has been found to be a mineral matter 
on the surface of coal particle grains and more 
abrasive the pyrite which is include in the coal 
particle grain covered in the soft clays and the coal 
matrix. This is supported by the plots above. Apart 
from the positioning and location of the mineral 
matter in a coal particle grain, the particle shape 
and the degree of liberation affects the AI coal and 
the equipment used in electricity generation 

Previously done work didn’t attribute the wear at 
the plant to a specific coal while different coals 
were tested for the AI values. If the quartz contents 
are contained in large phases that are situated on 
the outside of the coal particle, the AI value will 
tend to be higher and vice versa if the quartz 
contents are in the inside of the coal particle. 

Chemical and physical properties of freshly mined 
coal are changed with oxidising conditions, 
physical and chemical weathering occurs in the 
presence of elemental oxygen during coal storage. 
These changes on the properties of coal caused by 
weathering include increase in oxygen and volatile 
matter and decrease in calorific value, and such 
changes may also be accompanied by surface area 
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and pore size distribution variations [15], which 
then also affect its utilisation in technological 
processes. Mastelerz et al. (2009) found that there 
is an increase in carbon content while there is a 
decrease in moisture, Ash %, CV and volatile 
matter when a proximate analysis (wt% on dry, ash 
free basis, daf) of coal is done prior and after 
13month storage which allowed time for coal 
oxidation.  

There has not been an indication of storage 
conditions (time and conditions) that was employed 
before the AI test was done, oxidation affects coal 
properties and these properties affect the resulting 
AI value. This can be the reason for lack of 
repeatability in the AI values. There are common 
variations that can be souses of lack of repeatability 
on the AI value when the tests are done in different 
laboratories, and they can be summarised as 
follows; 

• Sample preparation at the different testing 
laboratories can be different. 

• Moisture content (some moisture would be 
lost during the handling and transportation 
stages) and this is not noted before the test 
is done. Some moisture is lost during the 
test and this has not been accounted for. 

• Irregularities of the blades and associated 
wears, the shape of the blades would 
change as it is utilised and this should be 
considered when the same coal sample is 
tested repeatedly. 

• Experimental conditions and the methods 
used to test for AI, even though YGP 
method of testing is employed the 
experimental conditions have to be 
documented, this includes the laboratory 
conditions and the weather during the test. 

All the above should be considered so that 
concussions on the lack of AI repeatability can be 
drawn. 

6. WAY FORWARD 
Characterization of South African coals shows that 
these coals can be classified as low volatile to high 
volatile bituminous C rank as they contain a wide 
range of values for the properties that are used for 
characterizing coal in different ranks. Coal rank can 
change from one part to another in the same 
coalfield and hence differenced in the 
characterization of coal in table 3. With high 
challenges associated with high abrasive South 
African coals, it is advisable to pre-treat the coal 

and reduce the mineral matter content using 
processes like Biodesulphurization [16](bacterial 
removal of sulphur that forms part of pyrite),  
Demineralization [17] (removal of minerals 
contained in coal), microwave pre-heating [18] and 
also alkaline oxidation (which removes a 
considerable amount of sulphur from coal) [19]. 

 

7. ACKNOWLEDGEMENTS 
The data that is used for this study is secondary 
data. I would like to thank all people who collected 
the data and everyone that has shared their input on 
this work. 

8. REFERENCES 
 

[1]  A. Alastuey, A. Jimenez, F. Plana, X. Querol and I. 
Suarez-Ruiz, “Geochemistry, mineralogy, and 
technological properties of the main Stephanian 
(Carboniferous) coal seams from the Puetollano 
Basin, Spain,” International journal of coal 
geology, vol. 45, pp. 247-265, 2001.  

[2]  C. R. Ward, “Analysis and significance of mineral 
matter in coal,” international Journal of coal 
Geology, vol. 50, pp. 135-168, 2002.  

[3]  S. V. Vassilev and C. G. Vassileva, “a new 
approach for the combined chemical and mineral 
classification of the inorganic matter of coal. 1. 
Chemical and mineral classification systems,” 
Fuel, vol. 88, pp. 235-245, 2009.  

[4]  S. B. Mishra, S. P. Langwenya, B. B. Mamba and 
M. Balakrishanan, “Study on surface morphology 
and physicochemical properties of raw and 
activated South African coal and coal fly ash,” 
Physics and Chemistry of the Earth, vol. 35, pp. 
811-814, 2010.  

[5]  N. Malumbazo, N. J. Wagner and J. R. Bunt, “The 
petrgraphic determination of reactivity differences 
of two South African inertinite-rich lump coals,” 
Journal of analytical and applied pyrolysis, vol. 93, 
pp. 139-146, 2012.  

[6]  D. O. Moumakwa and K. Marcus, “Tribology in 
coal-fired power plants,” Tribology International, 
vol. 38, pp. 805-811, 2005.  

Proceedings of SAUPEC 2013

292



[7]  D. Tinkner and R. W. Majer, “Design 
considerations for pulverised coal fifed boilers 
combusting Illinois basin coals,” in Electric Power, 
Chicago, Illinois, USA, 2005.  

[8]  R. G. Left and T. C. Ruppel, “Coal, Chemical and 
Physical properties,” Encyclopedia of energy, vol. 
1, pp. 411-423, 2004.  

[9]  S. V. Vassilev, K. Kitano and C. G. Vassileva, 
“Some relationships between coal rank and 
chemical and mineral composition,” Fuel, vol. 75, 
pp. 1537-1542, 1996.  

[10]  N. Choudhury, S. Biswas, P. Sarkar, M. Kumar, S. 
Ghosal , T. Mitra, A. Mukherjee and A. 
Choudhury, “Influence of rank and macerals on the 
burnout behaviour of pulverised Indian coal,” 
International Journal of Coa Geology, vol. 74, pp. 
145-153, 2008.  

[11]  S. M. Pollock, F. Goodarzi and C. L. Riediger, 
“Mineralogica and elemental variation of coal from 
Alberta, Canada: an example from the No. 2 seam, 
Genesee Mine,” International Journal of coal 
geology, vol. 43, pp. 259-286, 2000.  

[12]  A. Kolker, “Minor element distribution in iron 
disulfides in coal: A geochemical review,” 
International Journal of Coal Geology, vol. 94, pp. 
32-43, 2012.  

[13]  J. J. Wells, F. Wigley, D. J. Foster, W. H. Gibb and 
J. Williamson, “The relationship between excluded 
mineral matter and the abrasion index of a coal,” 
Fuel, vol. 83, pp. 359-364, 2004.  

[14]  J. J. Wells, F. Wigley, D. J. Foster, W. R. 
Livingston, W. H. Gibb and J. Williamson, “The 
Nature of mineral matter in coal and the effects on 
erosive and abrassive behavior,” Fuel Processing 
Technology, vol. 86, pp. 535-550, 2005.  

[15]  M. Mastalerz, W. Solano-Acosta, A. 
Schimmelmann and A. Drobniak, “Effects of coal 
storage in air on physical and chemical properties 
of coal and on gas adsorption,” International 
Journal of Coal Geology, vol. 79, pp. 167-174, 
2009.  

[16]  A. Moran, J. Cara, N. Miles and C. Shah, 
“Biodesulphurization of coal: behaviour of trace 
elements,” Fuel, vol. 81, pp. 299-304, 2002.  

[17]  A. Demirbas, “Demineralisation and 
dessulphurisation of coals via column froth 
flotation and different methods,” Energy 

Conversion and Management, vol. 43, pp. 885-895, 
2002.  

[18]  E. Lester and S. Kingman, “The effect of 
microwave pre-heating on five different coals,” 
Fuel, vol. 83, pp. 1941-1947, 2004.  

[19]  K. Liu, J. Yang, J. Jia and Y. Wang, 
“Desulphurisation of coal via low temperature 
atmospheric alkaline oxidation,” Chemosphere, 
vol. 71, pp. 183-188, 2008.  

[20]  I. Prieto-Fernandez, J.-C. Luengo-Garcia and M. 
Alonso, “Determination of moisture in coal, in the 
case of discontinuous transport, using condensers,” 
Fuel Processing Technology, vol. 75, pp. 129-140, 
2002.  

[21]  J. Barroso, J. Ballester, L. M. Ferrer and S. 
Jimenez, “Study of coa ash deposition in an 
entrained flow reactor: Influence of coal type, 
blend composition and operating conditions,” Fuel 
Processing Technology, vol. 87, pp. 737-752, 2006.  

[22]  M. D. Casal, A. I. Gonzalez, C. S. Canga, C. 
Barriocanal, J. J. Pis, R. Alvarez and M. A. Diez, 
“Modifications of coking coal and metallurgical 
coke properties induced by coal weathering,” Fuel 
Processing Technology, vol. 84, pp. 47-62, 2003.  

 

 

Proceedings of SAUPEC 2013

293



 

  THE CHALLENGES OF SUSTAINABLE ENERGY DEVELOPMENT    
  IN DEVELOPING NATION - A CASE STUDY OF NIGERIA 

 
 

    O. A. MAFIMIDIWO*,  and  A. K. SAHA** 
 

                 *University of Kwazulu-Natal,  Department of Electrical Engineering,  Durban, South Africa. 
 
       ** University of Kwazulu-Natal,  Department of Electrical Engineering,  Durban, South Africa. 
 

 
 
Abstract. The two-fold energy challenge in the 21st  century facing the developing and emerging economies are 
first, the need to meet the needs  of billions of people who still lack access  to basic, modern  energy services while the 
second is the need to simultaneously participate in a global transition to clean, low-carbon energy systems with 
particular focus on Biomass energy. Both needs  of this challenge demand  urgent attention. Using Nigeria as a case 
study reveals further that there is still the need for the generality of people to have access  to reliable, af fordable  and 
socially acceptable energy services  which  is a pre-requisite  to alleviating extreme povert y and  meeting  other  
societal  development goals. The paper considers the sustainable alternative sources of energy in Nigeria which are 
otherwise not properly harnessed and briefly highlights the energy prospects in Nigeria. It also outlines some of the 
challenges militating against  the  sustainable  energy  development   particularly  in  Nigeria  and  proffered  
ways  towards  achieving sustainable energy development. 

 
 

Key Words: Biomass, Emissions, Energy services, Developing Nation, Sustainable energy. 
 
 
 
INTRODUCTION   
 

 

The developing nation has underdeveloped energy 
infrastructures. The ever increasing demand and 
meager supply of energy in the developing nation 
has been a great challenge to her development. The 
energy problems of the developing world are both 
serious and widespread. This situation is becoming 
critical, with increasing population not balanced by 
an adequate energy development programme. The 
incessant power generation failure has grossly 
affected the economy, seriously slowing down 
development in rural and sub-rural settlements, with 
present energy policy mainly benefiting the urban 
dwellers. Lack of access to sufficient and sustainable 
supplies of energy affects as much as 90%   of   
the   population   of   many   developing countries. 

 
Some two billion people are without electricity and a 
similar number remain dependent on fuels such as 
wood, sawdust, crop residues, animal dung, charcoal 
to cook their daily meals. Without efficient clean 
energy, people are hindered in their efforts to engage 
effectively in productive activities or to  improve 
their quality of life or standard of living. 

 
Dominating the traditional use of biomass in 
developing countries is firewood for cooking. The 
record has it that Fuelwood accounts for some 10% 
of total biomass use in the world. It provides some 
20% of rural household consumption in Latin  
 

 
America and about 50% in Africa. (Foundation for 
Alternative Energy (FAE), Slovak). Traditional 
cooking techniques are inefficient (the three-stone 
hearth), likewise the charcoal-making techniques. In 
addition charcoal is two to five times denser than 
wood with the same energy yield. 
 
 
 
 
THE NIGERIA ENERGY CHALLENGE 
 
Nigeria’s energy need is on the increase, and her 
increasing population is not balanced by adequate 
energy development programme. The present urban- 
centered energy policy is deplorable, as cases of 
rural and sub-rural energy demand and supply do not 
reach the center stage of the country’s energy 
development policy. A recent survey at a settlement in 
Lambe, an outskirt in Ogun State part of Nigeria 
reveals that some people in most settlements still 
depend on burning wood and traditional biomass for 
their energy needs, causing great deforestation as seen 
in Figure 1 below, emitting greenhouse gases, and 
polluting the environment, thus, creating global 
warming. Access to electricity supply seems to be a 
luxury as most homes depend more often than not, 
on locally made lamps or fossil fuel powered 
generating sets as alternative to electric light which is 
hardly available 

Proceedings of SAUPEC 2013

294



 

 
Harmful Effects of Current Cooking Fuels and 
Technologies 

 
The harmful effects are considered in the following 
areas: 

 
Health - It  is  estimated that indoor air  pollution 
causes about  36%  of  lower  respiratory infections 
and 22% of chronic respiratory disease [1] 

 
The World Health Organization (WHO) estimates 
that 1.5 million premature deaths per year are 
directly attributable to indoor air pollution from the 
use of solid fuels. That is more than 4 000 deaths per 
day, more than  half  of  them children  under  five 
years of age. More than 85% of these deaths (about 
1.3 million People) are due to biomass use, the rest 
due to coal. 

 
Women and children suffer most from indoor air 
pollution because they are traditionally responsible 
for cooking and other household chores, which 
involve spending hours by the cooking fire exposed 
to smoke. 

 
Young children are particularly susceptible to 
disease, which accounts for their predominance in 
the statistics for premature deaths due to the use of 
biomass for cooking. 

 
The prevalence of indoor air pollution is 
significantly higher where income is below $1 per 
day per capita [2]. As well as being much more 
dependent on biomass, poor households rely on low- 
quality cooking equipment a n d    live   in   poorly 
ventilated housing, exacerbating the negative health 
impact, as there is incomplete combustion and non- 
dissipation of smoke 

 
 Environment - Inefficient and unsustainable 

cooking practices can have serious implications for 
the environment, such as land degradation and local 
and regional air pollution. Charcoal, on the other 
hand, is often inefficient and can lead to localized 
deforestation and land degradation around urban 
centers. 

 
The Burden of Fuel   Collection - In developing 
regions reliant on biomass, women and children are 
responsible  for  fuel  collection,  a  time-consuming 
and   exhausting task.   Women can suffer serious 
long- term physical damage as fuelwood 
collection time has a significant opportunity cost, 
limiting the opportunity for women and children to 

improve their education and engage in 
income-generating activities. Many children, 
especially girls, are withdrawn from school to 
attend to domestic chores related to biomass use, 
reducing their literacy and restricting their economic 
opportunities. 

 
 
CONVENTIONAL ENERGY SOURCES 
Modern energy services promote economic 
development by   enhancing   the   productivity of 
labour and capital. More efficient technologies 
provide higher-quality energy services at lower costs 
and free up household time, especially that of women 
and children, for more productive purposes. 
 
The conventional energy sources such as coal, natural 
gas and crude oil have been the mostly used 
energysources and these produce harmful 
emissions, thereby making them environmentally 
unfriendly as seen in Figure 2 below. These sources 
also deplete and do not produce adequate and 
consistent power for national consumption; the cost 
of maintenance also is capital intensive. Moreover, 
the energy needs of the countries of the world are 
progressively increasingly above what is supplied. 
 
The developing world has uneven fossil resource but it 
is blessed by nature with more evenly distributed 
underdeveloped renewable and sustainable energy 
sources. Unfortunately the availability of these 
renewable energy sources is not adequately 
harnessed to their benefits.  In the developing world, 
the standard of living still requires improvement. One 
of the major steps required to bring about this change 
is the need to transform the energy distribution of the 
developing world today. This step will further protect 
the environment and natural life supporting systems. 
The energy that is sustainable is the energy that is 
renewable because this energy will meet the needs of 
the present without compromising the ability of future 
generations to meet their needs.  
 
The technologies that  promote sustainable  energy 
include renewable energy  sources such as 
hydroelectricity, solar energy, wind  energy, 
Biomass, geothermal energy, wave power and tidal 
power. However, until the full benefits in renewable 
sustainable energy  are  made  available,  attainable 
and affordable to the general masses, the developing 
nations stand at risk of perpetual penury. 
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Figure 1  Wood fuel for cooking 
 
 

 
Figure 2 Energy waste/Environmental                  

                  pollution 

  
SUSTAINABLE ENERGY PROSPECTS IN 
NIGERIA 

 
 

It was reported that Nigeria receives a huge amount 
of solar radiation, has abundant wind energy 
resources, and large deposits of fossil fuel, as well as 
enormous hydro-power resources from  Niger  and 
Benue Rivers. However, of these about 80% of 
hydro-power remains untapped, the total 5.5KW- 

hr/m2/day of solar radiation is not utilized and wind 
energy resources remain unexploited [3] 
 
The table1 below shows the available energy 
resources in Nigeria

Table 1: Energy Resources of Nigeria, Source:  Renewable  Energy  Master  Plan  (2005), Sambo (2009) 
 

Resource type Energy carriers Reserves Production level 

 Crude oil 36.2 billion barrels Producing 2.2million bbl/day 

 Natural gas 187 trillion SCF 7.1 billion SCF/day 

 Coal and lignite 2.7 billion tonnes 0 

 Tar sand 32  billion  barrel  of  oil 
equivalent 

NA 

Renewable Energy Large hydropower 11,250MW 1,938MW (167.4million 
MWh/day) 
 
  Small hydropower 3,500MW 30MW (26 million 
MWh/day) 

 Solar radiation 3.5 – 7.0 KWh/m2/day >240 kwp or 0.01 
million 
MWh/day 

 Wind 2 -4 m/s at 10m height - 
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GENERAL OBSTACLES TO INVESTMENT IN 
ALTERNATIVE ENERGY IN NIGERIA 

 

The   key   general   obstacles   to   investment   in 
alternative sustainable energy in Nigeria can be 
summarized as follows: 

(i)    Drastically Reduced Returns Due to 
Infrastructure Constraints - The cost 
of doing business in Nigeria is 
generally high as a result of poor 
infrastructures. This include: poor 
quality and unreliable supply of 
power; poor transportation   
infrastructure; ineffective 
communication facilities; etc. All 
these usually lead to erosion of the 
profit margins. The Federal 
Government of Nigeria is aware of 
this barrier, especially its impact on 
foreign direct investment and as such 
government efforts have consistently 
focused on alleviating these barriers 
through the implementation of policy 

initiatives that directly and 
indirectly mitigates these issues. 

(iv)   Political Risks – When compared to 
5-10 years ago, Nigeria
 is relatively politically stable 
with a few rumbles here and there. 
One of the few hotspots is the ethnic 
rumbles such as in the Niger Delta 
Area where militant activities such as 
kidnapping for extortion are sending 
negative signals to potential foreign 
investors. While the political stability 
is gaining ground now, another issue 
of threat on security matter is now of 
great concern. However, the 
government is not relenting to seek a 
solution to this through dialogue and 
consultation with all concerned 
parties. 

             (ii)  Legal Uncertainties - According to 
World Bank report [4], Nigeria is 
ranked 108 out of 178 countries 
categorized in terms of the ease of 
doing business in the countries. The 
report provides quantitative 
indicators on business regulations 
and the protection of property 
rights that can be compared across 
17 economies Legal uncertainties   
in   terms   of   property rights, 
contract law, lack of 
international investment 
treaties, intellectual property 
concerns are at low levels and need 
to be beefed-up in order to attract 
foreign investors to do business in 
and with Nigeria. 

             (iii)         Uncertain   Evolution   of   
Governance - Governance in 
Nigeria about a decade ago 

constituted a      hindrance to the 
flow of investment into the country. 
Corruption, dysfunctional 
bureaucracy, Non-independent 
judiciary, among others, all 
contributed to make the country a 
pariah nation in those times and 
foreign direct investment became a 
trickle.  

             (v)   Lack of a Level Playing Field – 
There is the need to transform 
energy market to an effective and 
inefficiently functioning one by the 
removal of hidden subsidies and 
internalizing external cost.  Without 
addressing these needs it might be 
impossible for renewable energy 
technologies to compete favorably 
for market shares with the already
 established convectional energy. 

 

 Biomass (fuel wood) 11  million  hectares  of 
forest and wood land 

0.11 million tonnes/day 

 Biomass (Animal 
wastes) 

245 million tonnes NA 

 Energy  crops  &   farm 
residues 

72  million  hectares  of 
Agric land 

NA 
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Resource Quantity 
(million 
tonnes) 

Energy 
value 

(‘ 000 MJ) 

Fuel wood 391,000 531,0000 

Agro-waste 11.2444 147.7000 

Saw dust 1.8000 31.4333 

Municipal 
solid waste 

4.0750  

 

 Lack of a Renewable Portfolio Standard (RPS) – 
There is the need to set up firm and realistic 
portfolio standards for clean energies. A Clean Energy 
Portfolio Standard (CEPS) refers to minimum 
targets of clean energy contents of the overall energy 
supply to specific areas. Essentially, a policy should be 
put in place that will require that a certain percentage 
of annual electricity and thermal energy use in the 
country comes from clean energy 

(vi) Lack of a Renewable Portfolio Standard 
(RPS) - There is the need to set up firm 
and realistic portfolio standards for 
clean energies. A Clean Energy 
Portfolio Standard (CEPS) refers to 
minimum targets of clean energy 
contents of the overall energy supply 
to specific areas.  Essentially, a policy 
should be put in place that will require 
that a certain percentage of annual 
electricity and thermal energy used in 
the country comes from clean energy. 

(vii)  Barriers to Gas-Flare-to-Energy Projects in 
Nigeria – In spite of the appreciable 
endowment of natural gas resources in 
Nigeria and the fact that natural gas is 
a relatively cleaner energy compared to 
petroleum   and   other   fossil   fuels, 
associated na tura l  gas  is  still  being 
flared. Flaring of this clean energy 
resource is still occurring in a country 
that is characterized by frequent power 
shortages, and where many of the 
finished  goods  that  can  be  produced  
from the  flared gas as  feedstock are 
still being imported. 

 
 

BIOFUEL POTENTIAL IN NIGERIA 
 

From the   perspective   of   available   land   and 
wide range of biomass resources, Nigeria has 
significant potential   to   produce   biofuels   and 
even become an international supplier. 
Bioenergy feedstock   is not only abundant in 
Nigeria, it is also widely distributed [5]   Table 2 
below shows available quantity of biomass 
resources in Nigeria while Table 3 shows the 
current ethanol production in  the  country. 

 
At the moment, potential crops for biofuel 

production in the country are cassava, sugarcane, 
rice and sweet sorghum for bioethanol; palm oil, 
groundnut, and palm kernel for biodiesel because 
of their high yield and current production output 
in the country as illustrated in Figure 3.  Nigeria is the 
largest producer of cassava in the world and has 
the largest capacity for oil palm plantation which 
serves as a great source for biodiesel [5]. It is 
interesting to mention that Nigeria could also be a 
major player in the biofuel industry given the 
enormous magnitude of various waste/residues 
(agricultural, forestry, industry and municipal 
solid) available in the country. 

 
 
 
      
                 
 
 
 
 
Figure 3  Plants  for Biomass 
fuel production 

 
 
Biofuel may be of special interest in many  other 
developing countries like Nigeria for several 
reasons. Climate in many of the countries are well 
suited to growing biomass. Biomass production is 
inherently rural and labor-intensive. 

 
Table 2: Biomass resources and estimated quantities 
in Nigeria (2004) - Source (Sambo, 2009)
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Biofuel Potential in Nigeria 
 

From   the   perspective   of   available   land   and 
wide range of biomass resources, Nigeria has 
significant potential   to   produce   biofuels   and 
even become an international supplier. 
Bioenergy feedstock   is not only abundant in 
Nigeria, it is also widely distributed [5]. 

 
Table 6   shows  the  current  ethanol demand  in 
the  country.  At  the  moment  potential crops for 
biofuel  production  in  the  country  are  cassava, 
sugar cane rice and sweet sorghum for bioethanol; 
palm oil, groundnut, and palm kernel for biodiesel 
because of their high yield and current production 
output   in   the   country.   Nigeria   is   the largest 
producer  of  cassava  in  the  world  and  has  the 
largest  capacity  for  oil  palm  plantation  which 
serves as  a  great  source  for  biodiesel [6].  It  is 
interesting to mention that Nigeria could also be a 
major  player  in  the  biofuel  industry  given  the   
enormous  magnitude  of  various  waste/residues 
(agricultural,   forestry,   industry   and   municipal 
solid) available in the country. 

 
Table 3: Current ethanol production in Nigeria 

Source: ECN- NDP. 
 

Name of 
Company 

Plant 
location 

Feedstock Installed 
capacity 

Alconi/Nosaka Lagos Crude 
ethanol(imported) 

43.8 
UNIKEMb Lagos Crude 

ethanol(imported 
65.7 

Intercontinental 
Distilleries 

Ota- 
Idiro 

Crude 
ethanol(imported 

9.1 
Dura 
 clea
n 
(Formerly 
NIYAMCO) 

Bacita Molasses/cassava 4.4 

Allied     
Atlantic 
Distilleries    
Ltd. (AADL) 

Sango 
Ota 

Cassava 10.9 

Total   133.9 
 

 
 
 
CONCLUSION 
 
The review critically focuses on biomass 
resources currently available in Nigeria, and the 
potential to utilize them for the production of 
various types of biofuel.  The review shows t h a t  
a    variety  of  biomass resources exists in the 
country, and that there is also immense opportunity 
for their conversion to various types of biofuels 
using different biomass conversion technologies 
that are currently available. Nigeria has immense 
potential for energy crops cultivation and the 
production of bioethanol and biodiesel. The existing 
database shows that Nigeria ranks very high in 
terms of production of the major energy crops such 
as soybean, palm oil, sesame and cassava. 

 
The availability of different types of agricultural 

crop residues, forest residues and wood 
processing waste in Nigeria makes them potential 
biofuel feedstocks (lignocellulosic feedstocks), 
particularly for the production of second generation 
biofuels. Also, the organic portion of municipal 
solid waste (MSW), together with animal   manure   
could   play   a   major   role   as potential cellulosic 
feedstocks for the production of biogas. 

 
Nigeria has the capacity to be a leading exporter 
of biofuels.  The adoption of biofuel can ease the 
financial strain relating to the heavy burden of 
fossil   fuel   subsidy   and   also   enhance   local 
livelihood within the production chains [6]. With 
the very high potential for biofuel production, the 
Government as well as private investors should 
take steps towards investing in agriculture for the 
production of energy crops and the establishment 
of biofuel processing plants in Nigeria. 
 
The current energy outlook is very challenging. 
Whether governments are chiefly concerned with 
the  economic growth, environmental protection 
or energy security or not, it is clear that a simple 
continuation of current energy trends would have 
many undesirable consequences in the short run 
or face global threats to human well-being on the 
long run, if left unchecked. 
 
For effective energy hybrid, there is the need to 
create a mixed energy supply of the yet untapped 
renewable energy resources with that of the 
abundant non-renewable fossil fuel, including the 
massive quantities of gas being wasted from crude 
oil exploitation. 
 

RECOMMENDATION 
 
Nigeria should strive for a well-rounded energy mix, 
combining the available renewable energy with the 
non-renewable fossil fuel. The gas being flared at 
the different crude oil refining sites could be used 
to generate abundant electric power for the nation 
instead of being wasted with deleterious impact of 
burning on the environment. The government also 
needs to develop capacities and develop the 
infrastructure for harvesting wind for power 
generation from sites within regions having high 
wind capacity, trapping the abundant solar   energy   
freely   available   in   the   nation, increase the 
capacities of the present hydro-power stations and 
also establish various power stations that will use 
the natural gas from crude oil exploitation to drive 
turbines for electricity generation. 
 
All the energy thus generated should be fed into 
the national grid, creating adequate mix of energy
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from the different sources and having a  compact 
energy development process which will be 
suitable, sustainable, constantly available, 
environmentally friendly and economically viable 
in the long term national energy plan. 
Furthermore, There is the need for the legislative 
arm of the government to back up the measures 
and policies already put in place to increase  the  
attractiveness of  the  country as  a destination for  
clean  energy  investment. These include   the   
development   of   the   Renewable Energy Master 
Plan for the country and the enactment of a strong 
Bio-fuel Policy. 
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